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Abstract. Modeling different types of dialog between autonomous agents is be-
coming an important research issue. Several proposals exist with a clear definition
of the dialog protocol, which is the set of rules governing the high level behavior
of the dialog. However, things seem different with the notion of strategy. There is
no consensus on the definition of a strategy and on the parameters necessary for
its definition. Consequently, there are no methodology and no formal models for
strategies.
This paper argues that a strategy is a decision problem that consists of: i) selecting
the type of act to utter at a given step of a dialog, and ii) selecting the content that
will accompany the act. The first kind of decision amounts to select among all the
acts allowed by the protocol, the best option which according to some strategic
beliefs of the agent will at least satisfy the most important strategic goals of the
agent. The second kind of decision consists of selecting among different alterna-
tives (eg. different offers), the best one that, according to some basic beliefs of
the agent, will satisfy the functional goals of the agent. The paper proposes then
a formal model based on argumentation for computing on the basis of the above
kinds of mental states, the best move (act + content) to play at a given step of the
dialog. The model is illustrated through an example of auctions.

1 Introduction

An increasing number of software applications are being conceived, designed, and im-
plemented using the notion of autonomous agents. These applications vary from email
filtering [10], through electronic commerce [12, 16], to large industrial applications [6].
In all of these disparate cases, however, the agents are autonomous in the sense that they
have the ability to decide for themselves which goals they should adopt and how these
goals should be achieved [17]. In most agent applications, the autonomous components
need to interact with one another because of the inherent interdependencies which exist
between them. They need to communicate in order to resolve differences of opinion and
conflicts of interest that result from differences in preferences, work together to find so-
lutions to dilemmas and to construct proofs that they cannot manage alone, or simply to



inform each other of pertinent facts. Many of these communication requirements can-
not be fulfilled by the exchange of single messages. Instead, the agents concerned need
to be able to exchange a sequence of messages which all bear upon the same subject.
In other words they need the ability to engage in dialogs. In [15] different categories
of dialogs have been distinguished including persuasion and negotiation. Work in the
literature has focused on defining formal models for these dialog types. Generally, a di-
alog system contains the following three components: the agents involved in the dialog
(i.e their mental states), a dialog protocol and a set of strategies. The dialog protocol is
the set of rules of encounter governing the high-level behavior of interacting agents. A
protocol defines among other things:

– the set of permissible acts (eg. asking questions, making offers, presenting argu-
ments, etc.);

– the legal replies for each act.

A dialog protocol identifies the different possible replies after a given act. However, the
exact act to utter at a given step of the dialog is a strategy matter. While the protocol is
a public notion, strategy is crucially an individualistic matter. A strategy can be seen as
a two steps decision process:

1. among all the possible replies allowed by the protocol, to choose the move to play.
For instance, in a negotiation dialog, the protocol may allow after an offer act the
following moves: accepting/rejecting the offer or making a new offer.

2. to choose the content of the move if any. In the above example, if the agent chooses
to make a new offer, it may decide among different alternatives the best one to
propose.

In most works on modeling dialogs, the definition of a protocol poses no problems.
However, the situation is different for dialog strategies. There is no methodology and
no formal models for defining them. There is even no consensus on the different ingre-
dients involved when defining a strategy. Regarding persuasion dialogs, there are very
few works devoted to the notion of strategy in the literature if we except the work done
in [2, 7]. In these works, different criteria have been proposed for the argument selec-
tion. As for negotiation dialogs, it has been argued that the game-theoretic approaches
characterize correctly optimal strategies [8, 13]. However, another line of research [5,
9, 11, 14] has emphasized the limits of game-theoretic approaches for negotiation, and
has shown the interest of arguing during a negotiation. Consequently, the optimal strate-
gies given by game theory are no longer valid and not suitable. In [3], the authors have
studied the problem of choosing the best offer to propose during a dialog and several
criteria have been suggested. However, in that framework, the act offer is supposed to
be chosen by the agent. Thus, this work has focused only on the second step of the
decision process.

This paper argues that the strategy is a decision problem in which an agent tries to
choose among different alternatives the best option, which according to its beliefs, will
satisfy at least its most important goals. Two kinds of goals (resp. of beliefs) are dis-
tinguished: the strategic and the functional goals (resp. the strategic and basic beliefs).



The strategic goals are the meta level goals of the agent. Such goals will help an agent,
on the basis of the strategic beliefs, to select the type of act to utter. Regarding func-
tional goals, they will help an agent to select, on the basis of the basic beliefs to select
the content of a move.

We propose a formal model for defining strategies. The model takes as input two sets
of goals: the strategic and the functional goals together with the strategic and basic be-
liefs and returns among the possible replies allowed by the protocol after a given act, the
next move (act + its content) to play. The model is an extension of the argument-based
decision framework proposed in [1]. The basic idea behind this model is to construct for
each alternative the different arguments (reasons) supporting it, then to compare pairs
of alternatives on the basis of the quality of their supporting arguments.

The paper is organized as follows: Section 2 presents the different classes of goals
and beliefs maintained by an agent. Section 3 introduces the logical language which
will be used throughout the paper. Section 4 introduces an abstract argumentation-
based decision model which forms the backbone of our approach. Section 5 presents
an instantiation of that abstract model for computing the best move to play among the
different replies allowed by the protocol. Section 6 introduces a second instantiation of
the abstract model for computing the content of the move selected by the first instantia-
tion. The whole framework is then illustrated in section 8. Section 9 is devoted to some
concluding remarks and some perspectives.

2 Agents’ mental states

During a dialog, an agent makes two decisions: it first selects the type of act to utter,
for instance making a new offer, asking a question or arguing. Once the act chosen, the
agent should select the content of the act if necessary. We say if necessary because some
acts such as “withdrawal” from a dialog does not need a content. However, for an act
“offer”, it is important to accompany the act with an appropriate content. If the agents
are negotiating the “price” of a car, then the act offer should contain a given price. The
two above decision problems involve two different kinds of goals:

Strategic goals: For choosing the type of act to utter, an agent refers to what we call
strategic goals. By strategic goals we mean the meta-level goals of the agent such as
“minimizing the dialog time”, “selling at the end of the dialog”, etc. Suppose that at
a given step of a negotiation dialog, an agent has to choose between making an offer
and asking a question. If the agent wants to minimize the dialog time then it would
choose to make an offer instead of spending more time in questions. However, if
the agent wants to get a maximum of information about the wishes of the other
agent, then the agent would decide to ask a question.
Strategic goals are generally independent of the subject of the dialog. If the agents
are negotiating the place of a next meeting, then those goals are not related to the
place.

Functional goals: The goals of the agent which are directly related to the subject of the
dialog are called functional goals. They represent what an agent wants to achieve
or to get regarding the subject of the dialog. Let us take the example of the agent



negotiation the place of a meeting. The agent may prefer a place which is not warm
and not expensive. The agent may also prefer a place with an international airport.
These functional goals are involved when selecting the content of a move. In a
negotiation, an agent proposes offers that satisfy such goals.

As for goals, the beliefs involved in the two decision problems are also of different
nature:

Strategic beliefs that are the meta-level beliefs of the agent. They may represent the
beliefs of the agent about the dialog, and about the other agents involved in the
dialog. In negotiation dialogs where agents are trying to find a common agreement,
agents may intend to simulate the reasoning of the other agents. Thus it is important
for each agent to consider the beliefs that it has on the other agents’goals and be-
liefs. Indeed, a common agreement can be more easily reached if the agents check
that their offers may be consistent with what they believe are the goals of the others.

Basic beliefs represent the beliefs of the agent about the environment and the subject of
the dialog. Let us consider again the example of the agent negotiating the place of a
meeting. Basic beliefs of the agent may include for instance the fact that “London
is not warm”, “Tunisia is hot”, “London is very expensive”, etc. This base may also
contain some integrity constraints related to the dialog subject such as “the meeting
cannot be at the same time in London and in Algeria”.

3 The logical language

Let L be a propositional language, and Wff(L) be the set of well-formed formulas
built from L. Each agent has the following bases:

Bb = {(kp, ρp), p = 1, . . . , s}, where kp ∈ Wff(L), is the basic beliefs base. The
beliefs can be less or more certain. They are associated with certainty levels ρp. A
pair (kp, ρp) means that kp is at least certain at a degree ρp.

Bs = {(lj , δj), j = 1, . . . ,m}, where lj ∈ Wff(L), is the strategic beliefs base. Each
of these beliefs has a certainty level δj .

Gs = {(gq, λq), q = 1, . . . , t}, where gq ∈ Wff(L), is a base of strategic goals.
The strategic goals can have different priority degrees, represented by λq. A pair
(gq, λq) means that the goal gq is important for the agent at least to a degree λq.

Gf = {(gor, γr), r = 1, . . . , v}, where gor ∈ Wff(L), is the base of the functional
goals of the agent. Each functional goal has a degree of importance denoted by γr.

The different certainty levels and priority degrees are assumed to belong to a unique
linearly ordered scale T with maximal element denoted by 1 (corresponding to total
certainty and full priority) and a minimal element denoted by 0 corresponding to the
complete absence of certainty or priority.
We shall denote by B∗b , B∗s , G∗s and G∗f the corresponding sets of propositional formulas
when weights are ignored.

Let S be the set of speech acts allowed by the protocol. S may contain acts such as



“’Offer’ for making offers in negotiation dialogs, “Question” for asking questions, “As-
sert” for asserting information such as “the weather is beautiful”, “Argue” for present-
ing arguments in persuasion dialogs, etc. The protocol precises for each act the possible
replies to it. Let us suppose that the function Replies returns for each act, all the legal
replies to it.

Replies: S 7−→ 2S

Some acts may have a content. For instance, an act “Offer” should be accompanied with
a content such as a price, a town, etc. However, the act “Withdraw” does not need any
content. Such acts will then have an empty content, denoted by the symbol “?”. In what
follows, the function Content returns for a given act, the set of its possible contents.
Formally:

Content: S 7−→ 2Wff(L)∪{?}

For instance, Content(Withdraw) = {?}, Content(Offer) = {London,Algeria}.
During a dialog, agents exchange moves which are pairs: a speech act and its con-

tent. Formally:

Definition 1 (Moves). A move is a pair (a, x), where a ∈ S and x ∈ Content(a).

The strategy problem is formalized as follows:

Definition 2 (The strategy problem). Let (a, x) be the current move in a dialog. What
is the next move (a′, x′) to utter such that a′ ∈ Replies(a) ?

To answer this question, one should find both a′ and x′. Indeed, a′ is the “best” element
in Replies(a) that satisfies G∗s according to B∗s . This will be denoted by: B∗s , a′ →G∗s .
Here by “best” we mean the act that satisfies as much important goals as possible.

Concerning x′, this is also the “best” element among X ⊆ Wff(L) that satisfies G∗f
according to B∗b . This will be denoted by: B∗b , x′→G∗f . Here the set X is exactly the set
of different alternatives concerning the content of a move. This set may contain differ-
ent offers (eg. different town) if we have to choose the content of the act “offer”, it may
contain a set of formulas if we have to choose the content of the act “Assert”, it may
also contain a set of arguments if one has to select the content of the move “Argue”, etc.

The solution to the strategy problem is the pair (a′, x′) such that (B∗s , a′ → G∗s ) ∧
(B∗b , x′ → G∗f ).

4 The abstract argumentation-based decision model

Recently, Amgoud [1] has proposed a formal framework for making decisions under
uncertainty on the basis of arguments that can be built in favor of and against a possible
choice. Such an approach has two obvious merits. First, decisions can be more easily
explained. Moreover, argumentation-based decision is maybe closer to the way humans
make decisions than approaches requiring explicit utility functions and uncertainty dis-
tributions.



Solving a decision problem amounts to defining a pre-ordering, usually a complete
one, on a set X of possible choices (or decisions), on the basis of the different con-
sequences of each decision. In our case, the set X may be either the set Replies(a)
of the possible replies to a move, or the set Content(a). The basic idea behind an
argumentation-based model is to construct arguments in favor of and against each de-
cision, to evaluate such arguments, and finally to apply some principle for comparing
the decisions on the basis of the arguments and their quality or strengths. Thus, an
argumentation-based decision process can be decomposed into the following steps:

1. Constructing arguments in favor of /against each decision in X .
2. Evaluating the strength of each argument.
3. Comparing decisions on the basis of their arguments.
4. Defining a pre-ordering on X .

Definition 3 (Argumentation-based decision framework). An argumentation-based
decision framework is a tuple <X , A, �, .Princ> where:

– X is a set of all possible decisions.
– A is a set of arguments.
– � is a (partial or complete) pre-ordering on A.
– .Princ (for principle for comparing decisions), defines a (partial or complete) pre-

ordering on X , defined on the basis of arguments.

The output of the framework is a (complete or partial) pre-ordering .Princ, on X . x1

.Princ x2 means that the decision x1 is at least as preferred as the decision x2 w.r.t. the
principle Princ.

Notation: Let A, B be two arguments of A. If � is a pre-order, then A � B means that
A is at least as ‘strong’ as B.
� and ≈ will denote respectively the strict ordering and the relation of equivalence as-
sociated with the preference between arguments. Hence, A�B means that A is strictly
preferred to B. A ≈ B means that A is preferred to B and B is preferred to A.

Different definitions of � or different definitions of .Princ may lead to different de-
cision frameworks which may not return the same results.

In what follows, Arg(x) denotes the set of arguments in A which are in favor of x.
At the core of our framework is the use of a principle that allows for an argument-based
comparison of decisions. Indeed, these principles capture different profiles of agents
regarding decision making. Below we present one intuitive principle Princ, i.e agent
profile. This principle, called promotion focus principle (Prom), prefers a choice that has
at least one supporting argument which is preferred to (or stronger than) any supporting
argument of the other choice. Formally:

Definition 4 (Promotion focus). Let <X , A, �, /Prom> be an argumentation-based
decision framework, and Let x1, x2 ∈ X .
x1 .Prom x2 w.r.t Prom iff ∃ A ∈ Arg(x1) such that ∀ B ∈ Arg(x2), A � B.

Obviously, this is a sample of the many principles that we may consider. Human de-
ciders may actually use more complicated principles.



5 The strategic decision model

This section presents an instantiation of the above model in order to select the next
move to utter. Let us recall the strategy problem. Let (a, x) be the current move in a
dialog. What is the next move (a′, x′) to utter such that a′ ∈ Replies(a) and x′ ∈
Content(a)? The strategic decision model will select among Replies(a) the best act
to utter, say a′. Thus, the set Replies(a) will play the role of X .
Let us now define the arguments in favor of each d ∈ Replies(a). Those arguments
are built from the strategic beliefs base Bs of the agent and its strategic goals base Gs.

The idea is that a decision is justified and supported if it leads to the satisfaction of
at least the most important goals of the agent, taking into account the most certain part
of knowledge. Formally:

Definition 5 (Argument). An argument in favor of a choice d is a triple A = <S, g,
d> such that:

- d ∈ Replies(a)
- S ⊆ B∗s and g ∈ G∗s
- S ∪ {d} is consistent
- S ∪ {d} ` g
- S is minimal (for set inclusion) among the sets satisfying the above conditions.

S is the support of the argument, g is the goal which is reached by the choice d, and d
is the conclusion of the argument. The set As gathers all the arguments which can be
constructed from <Bs, Gs, Replies(a)>.

Since the bases Bs and Gs are weighted, arguments in favor of a decision are more or
less strong.

Definition 6 (Strength of an Argument). Let A = <S, g, d> be an argument in As.
The strength of A is a pair <Levels(A), Weights(A)> such that:

- The certainty level of the argument is Levels(A) = min{ρi | ki ∈ S and (ki, ρi) ∈
Bs}. If S = ∅ then Levels(A) = 1.

- The degree of satisfaction of the argument is Weights(A) = λ with (g, λ) ∈ Gs.

Then, strengths of arguments make it possible to compare pairs of arguments as follows:

Definition 7. Let A and B be two arguments in As. A is preferred to B, denoted A �s

B, iff min(Levels(A), Weights(A)) ≥ min(Levels(B), Weights(B)).

Property 1. The relation �s is a complete preorder (�s is reflexive and transitive).

Now that the arguments defined, we are able to present the strategic decision model
which will be used to return the best reply a′ at each step of a dialog.

Definition 8 (Strategic decision model). A strategic decision model is a tuple <Replies(a),
As, �s, .Princ>.



According to the agent profile, a principle .Princ will be chosen to compare deci-
sions. If for instance, an agent is pessimistic then it will select the Prom priciple and
thus the decisions are compared as follows:

Definition 9. Let a1, a2 ∈ Replies(a). a1 .Prom a2 w.r.t Prom iff ∃ A ∈ Arg(a1)
such that ∀ B ∈ Arg(a2), A �s B.

Property 2. The relation .Prom is a complete preorder.

Since the above relation is a complete preorder, it may be the case that several choices
will be equally preferred. The most preferred ones will be returned by the function
Best.

Definition 10 (Best decisions). The set of best decisions is Best(Replies(a)) = {ai ∈
Replies(a), s.t.∀ aj ∈ Replies(a), ai .Prom aj}.

Property 3. If As = ∅, then Best(Replies(a)) = ∅.

Note that when the set of arguments is empty, then the set of best decisions is also
empty. This means that all the decisions are equally preferred, and there is no way to
choose between them. In such a situation, the decision maker chooses one randomly.

Definition 11 (Best move). The best move to play (or the next reply in a dialog) is a′

∈ Best(Replies(a)).

6 The functional decision model

Once the speech act to utter selected by the previous strategic decision model, say a′

∈ Best(Replies(a)), one should select its content if necessary among the elements
of Content(a′). Here Content(a′) depends on the nature of the selected speech act.
For instance, if the selected speech act is an “Offer”, then Content(a′) will contain
different objects such as prices if the agents are negotiating a price of a product, different
towns if they are negotiating a place of the next holidays. Now, if the selected speech act
is “Argue” which allows the exchange of arguments, then the content of this act should
be an argument, thus Content(a′) will contain the possible arguments. In any case, we
suppose that Content(a′) contains a set of propositional formulas. Even in the case of
a set of arguments, every argument will be refered to it by a propositional formula.
Arguments in favor of each element in Content(a′) are built from the basic beliefs
base and the functional goals base.

Definition 12 (Argument). An argument in favor of a choice d is a triple A = <S, g,
d> such that:

- d ∈ Content(a′)
- S ⊆ B∗b and g ∈ G∗f
- S ∪ {d} is consistent
- S ∪ {d} ` g
- S is minimal (for set inclusion) among the sets satisfying the above conditions.



S = Support(A) is the support of the argument, C = Consequences(A) its conse-
quences (the goals which are reached by the decision d) and d = Conclusion(A) is
the conclusion of the argument. The set Af gathers all the arguments which can be
constructed from <Bb, Gf , X>.

The strength of these arguments is defined exactly as in the previous section by replac-
ing the corresponding bases.

Definition 13 (Strength of an Argument). Let A = <S, g, d> be an argument in Af .
The strength of A is a pair <Levelf (A), Weightf (A)> such that:

- The certainty level of the argument is Levelf (A) = min{ρi | ki ∈ S and (ki, ρi) ∈
Bb}. If S = ∅ then Levelf (A) = 1.

- The degree of satisfaction of the argument is Weightf (A) = λ with (g, λ) ∈ Gf .

Then, strengths of arguments make it possible to compare pairs of arguments as follows:

Definition 14. Let A and B be two arguments in Af . A is preferred to B, denoted
A �f B, iff min(Levelf (A), Weightf (A)) ≥ min(Levelf (B), Weightf (B)).

The arguments against decisions in X are defined in the same way as in the previous
section. We have just to replace the base Bs by Bb, Gs by Gf and Replies(a) by X .
The functional model which computes the best content of a move is defined as follows:

Definition 15 (Functional decision model). A functional decision model is a tuple
<Content(a′), Af , �f , .Princ>.

Again according to the agent profile, a principle .Princ will be chosen to compare
decisions. If for instance, an agent is pessimistic then it will select the Prom principle
and thus the decisions are compared as follows:

Definition 16. Let x1, x2 ∈ X . x1 .Prom x2 w.r.t Prom iff ∃ A ∈ Arg(x1) such that ∀
B ∈ ArgP (x2), A �f B.

Here again, the above relation is a complete preorder, and consequently several options
may be equally preferred.

Definition 17 (Best decisions). The set of best decisions is Best(Content(a′)) =
{xi ∈ Content(a′), s.t.∀ xj ∈ Content(a′), xi .Prom xj}.

The content x′ to utter is an element of Best(Content(a′)) chosen randomly. For-
mally:

Definition 18 (Best move). The best content is x′ such that x′ ∈ Best(Content(a′)).

7 Computing the next move in a dialogue

In the previous section, we have presented a formal framework for explaining, oredering
and making decisions. In what follows, we will show how that framework can be used
for move selection. Let (a, x) be the current move of the dialogue, and an agent has to



choose the next one, say (a′, x′). The act a′ is returned as a best option by the framework
<Replies(a), As, �s, .Prom> (i.e a′ ∈ Best(Replies(a))), whereas the content x′

is among the best options returned by the framework <Content(a′),Af ,�f , .Prom>,
i.e. x′ ∈ Best(Content(a′)).

The basic idea is to look for the best replies for an act a. In case there is no solution,
the answer will be (?, ?) meaning that there is no rational solution. This in fact corre-
sponds either to the situation the set of strategic goals is empty, or the case where no
alternative among the allowed replies satisfies the strategic goals of the agent.

In case there is at least one preferred solution, one should look for a possible content.
If there is no possible content, then the chosen act is removed and the same process is
repeated with the remaining acts. Note that the case of the existence of a preferred
act but no its content is explained by the fact that the strategic goals of the agent are
not compatible with its functional goals. Moreover, two forms of incompatibilities are
distinguished: strong incompatibility in which there is no act which can be accompanied
with a content, and a weak incompatibility in which only some acts can be associated
with contents. The above idea of computing the next move is skeched in the following
algorithm:

Function 1 Computing the best move
Parameters: a current move (a, x), a theory 〈X ,Bs,Bf ,Gs,Gf 〉
1: X ← Replies(a);
2: failure← ⊥;
3: while X 6= ∅ and ¬ failure do
4: if Best(X ) = ∅ then

5: failure← >;
return (?, ?);

6: 7: else a′ ∈ Best(Replies(a)) of the argumentation system 〈Replies(a),As,�s, /Prom〉
(a’ is chosen randomly);

8: if Content(a′) =? then
9: failure← >;

return (a′, ?);
10:11: else

12: if Best(Content(a′)) = ∅ (best decisions of the argumentation system
〈Content(a′),Af ,�f , /Prom〉); then

13: X ← X − {a′};
14: else
15: failure← >;
16: return (a′, x′) with x′ ∈ Content(a′);

The following properties can be shown:

Property 4. If Gs = ∅, or Bs = ∅, then the next move is (?, ?).



8 Illustrative example

To illustrate the formal model, we will present an example of auction protocols, the
Dutch auction, which is used in the implementation of the fish market interaction pro-
tocol [4].

The idea here is that seller S wants to sell an item using an auction. A number
of potential buyers B1, . . . , Bn, called also bidders, participate in rounds of auctions.
There is at least one round for each item during, which the auctioneer counts down the
price for the item and buyers simply send a signal to say if they want to bid at the current
price or not.

In the context of fish market, the protocol is indeed, organized in terms of rounds.
At each round, the seller proposes a price for the item. If there is no bidder then the
price is lowered by a set amount until a bid is received. However, if the item reaches
its reserve price the seller declares the item withdrawn and closes the round. If there is
more than one bid, the item is not sold to any buyer, and the seller restarts the round
at a higher price. Otherwise, if there is only one bid submitted at the current price, the
seller atributes the item to that buyer. In this protocol, the set of allowed moves is then:

S = {Offer,Accept, Pass,Attribute, Withdraw}

The first move allows the seller to propose prices, the second move allows buyers
to bid i.e to accept current price, the move Pass allows also the buyers to pass their
turn by saying nothing, the move Attribute allows the seller to attibute the item to the
selected buyer, and the last move Withdraw allows the seller to withdraw the item
from the auction. The following possible replies are also given by the protocol:

Replies(Offer) ⊆ {Accept, Pass}
Replies(Accept) ⊆ {Offer,Attribute}
Replies(Pass) ⊆ {Offer,Withdraw}
The dialog starts always by a move Offer uttered by the seller.

The seller has a strategic goal which consists of minimizing the auction time. This goal
is stored in the strategic goal base of the agent.

GS
s = {(min time, 0.8)}

This agent has some strategic beliefs such as: if the time spent in the round is higher
than a certain bound time bound then it should stop the auction.

BS
s = {(time spent > time bound ∧Withdraw → min time, 1), (time spent <

time bound ∧Offer → min time, 1), (time spent < time bound ∧Attribute →
min time, 1)(time spent > time bound ∧Offer → ¬min time, 1)}

The seller has also some functional goals. The first one consist of maximizing its gain
max − gain. Moreover, a seller has a starting price and also a reserve price which
represents the minimum amount that it will accept for the item. Thus a functional goal
of this agent would be to have a price at least equal to the reserve price, good− price.

GS
f = {(good price, 1)}



The functional beliefs of the seller are given in its beliefs base:

BS
f = {(current price > reserve price ∧Offer(current price) →

good price, 1), (current price > reserve price ∧Attribute(current price) →
good price, 1), (current price < reserve price ∧Offer(current price) →

¬good price, 1)}

Regarding the buyers, the aim of B1 is to get the item for the lowest possible price
cheap at most at bound price, and the aim of B2 is to get the item for the lowest
possible price max profit at most at bound price/2, that is the agent B2 bid for the
current price only when he could make at least 100% profit on the item. These last are
functional goals of the buyers since it concerns the subject of the negotiation. For the
sake of simplicity, these agents do not have strategic beliefs and goals.

GB1
f ={(cheap, 0.8), (buy, 0.7)}

GB2
f ={(max profit, 0.8), (buy, 0.7)}

The buyers are supposed to have the following beliefs.

BB1
f = {(current price < bound price ∧Accept(current price) →

cheap, 1), (current price < bound price ∧Accept(current price) →
buy, 1), (current price > bound price ∧Accept(current price) →
¬buy, 1), (current price > bound price ∧Accept(current price) →
¬cheap, 1), (current price > bound price ∧ Pass → ¬buy, 1)}

BB2
f = {(current price < bound price/2 ∧Accept(current price) →

max profit, 1), (current price < bound price/2 ∧Accept(current price) →
buy, 1), (current price > bound price/2 ∧Accept(current price) →
¬buy, 1), (current price > bound price/2 ∧Accept(current price) →
¬max profit, 1), (current price > bound price/2 ∧ Pass → ¬buy, 1)}

Let us now consider the following dialog between the seller S and the two buyers B1

and B2:

S : Offer(current price) . In this case, the only possible move to the agent is Offer.
Indeed, this is required by the protocol. An agent should select the content of that
move. Here again, the agent has a starting price so it will present it. At this stage,
the agent does not need its decision model in order to select the move.

B1andB2 : Accept(current price) . In this case, the current price is lower than
bound price/2 for the agents. The agents have an argument in favor of Accept.
In this case, they will choose Accept.

S : Offer(current price) . In this case, the item is not sold to any buyer since there
is more than one bid. The seller restarts the round at a higher price. Indeed, this is
required by the protocol. The only possible move to the agent is Offer. An agent
should select the content of that move. Here again, the agent has a higher price so
it will present it as the cuurent price. At this stage, the agent does not need its deci-
sion model in order to select the move. Let’us suppose that the bound price/2 <
current price < bound price.



B1 : Accept(current price) . In this case, the current price current price is lower
than the price bound of the agent. In this case the agent has an argument in favor of
Accept because this will support its important goal cheap. In this case, the agent
will choose Accept.

B2 : Pass . In this case, the current price current price is higher than bound price/2,
and then the agent could not make 100% profit on the item. In this case the agent
has a counter argument again Accept because this will violate its important goal
max profit, and no arguments in favor of it. However, it has an argument in fa-
vor of Pass since it will not violate the important goal. In this case, the agent will
choose Pass.

S : Attribute(current price) . The only possible move of the agent is Attribute.
Inded this is required by the protocol since there is only one bidder submitted at the
current price. Moreover, the current price is higher than the reserve price. In this
case the seller has an argument in favor of the content current price since this will
support its important goal good price. The seller decides then to attribute the item
to the bidder B1 and closes the round.

9 Conclusion

A considerable amount of work has been devoted to the study of dialogs between au-
tonomous agents and to development of formal models of dialog. In most works, the
definition of a protocol poses no problems and several dialog protocols have been
defined even for particular applications. However, the situation is different for dia-
log strategies. There are very few attemps for modeling strategies. Indeed, there is no
methodology and no formal models for defining them. There is even no consensus on
the different parameters involved when defining a strategy.

This paper claims that during a dialog, a strategy is used only for defining the next
move to play at each step of the dialog. This amounts to define the speech act to utter and
its content if necessary. The strategy is then regarded as a two steps decision process:
among all the replies allowed by the protocol, an agent should select the best speech act
to play, then it should select the best content for that speech act.

The idea behind a decision problem is to define an ordering on a set of choices
on the basis of the beliefs and the goals of the agent. We have argued in this paper that
selecting a speech act and selecting a content of a speech act involve two different kinds
of goals and two different kinds of beliefs. Indeed, an agent may have strategic goals
which represent the meta-level goals of the agents about the whole dialog. An agent
may have also functional goals which are directly related to the subject of the dialog.
Similarly, an agent may have strategic beliefs which are meta-level beliefs about the
dialog, the other agents, etc. It may also have some basic beliefs about the subject of
the dialog. We have shown that the choice of the next speech is based on the strategic
beliefs and the strategic goals, whereas the choice of the content is based on the basic
beliefs and the functional goals.

We have then proposed a formal framework for defining strategies. This framework
can be regarded as two separate systems: one of them take as input the possible replies
allowed by a protocol, a set of strategic beliefs and a set of strategic goals and returns



the best speech act, and the second system takes as input a set of alternatives, a set of
basic beliefs and a set of functional goals and returns the best content of a speech act.
The two systems are grounded on argumentation theory. The basic idea behind each
system is to construct the arguments in favour and against each choice, to compute the
strength of each argument and finally to compare pairs of choices on the basis of the
quality of their supporting arguments. We have shown also the agents profiles play a
key role in defining principles for comparing decisions. In this paper we have presented
two examples: pessimistic agents which represent very cautious agents and optimistic
agents which are adventurous ones.

An extension of this work would be to study more deeply the links between the
strategic and the functional goals of an agent. In this paper, we suppose implicitly that
there are coherent. However, in reality it may be the case that an agent has a strategic
goal which is incompatible with a functional one. Let us take the example of an agent
negotiating the price of a car. This agent may have as a strategic goal to sell at the end
of the dialog. It may have also the goal of selling his car with highest price. These two
goals are not compatible since if the agent wants really to sell at the end its car, it should
reduce the price.
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