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Abstract

We show that p − 3r and r increasing, that is, both being greater for utility v
than for u, implies greater downside risk aversion for v, where r is the Arrow-Pratt
measure and p is the prudence measure. Moreover, this property is reversible, in that
p− 3r and r together decreasing implies less downside risk aversion.
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1 Introduction

In expected utility theory, the accepted definition of second-order risk aversion is
u′′(y) < 0 for utility function u over, say, income y, since this ensures that u dislikes
any increase in income risk, that is, any mean preserving spread in the distribution
for income y, as discussed in Rothschild & Stiglitz (1970). Correspondingly, the
accepted definition of greater risk aversion for utility v relative to u is ϕ′′(u) < 0 for
v = ϕ(u), since v dislikes any mean preserving spread in the distribution for utility
u, as discussed by Diamond & Stiglitz (1974). The ranking of utility functions by the
condition ϕ′′ < 0 does, indeed, constitute a strict partial order, as one would want
of a greater risk aversion relation. Notably, the same can also be said of less risk
aversion, as defined by ϕ′′ > 0, which yields a reverse strict partial ordering by less
risk aversion. In this paper, we extend the ordering and reversibilty properties to the
third order, using prudence and risk measures.1

The accepted definition of third-order downside risk aversion is u′′′ > 0, since
this ensures that u dislikes any increase in downside risk, that is, any mean-and-
variance preserving spread in the distribution for y, as shown by Menezes et al.
(1980)). By analogy with the second order, one might expect that the definition of
greater downside risk aversion would then be ϕ′′′ > 0. Indeed, a ranking of utility
functions by this transformational criterion performs as one would wish in comparing
the dislike of v for greater downside risk in the distribution of person u’s utility, to
which that person would, instead, be indifferent, where the variance of the distribution
is also being preserved (See Keenan & Snow (2009)). However, this ranking of utility
functions by the condition ϕ′′′ > 0 is not at all a strict partial order: it can cycle to
any order, even order two. (See Keenan & Snow (2012)).

A resolution to this ordering problem is effected by appending to the third-order
condition ϕ′′′ > 0, the second-order condition ϕ′′ < 0, as discussed by Keenan & Snow
(2016), just as in comparative statics analyses, it often proves useful to accompany
the downside risk aversion, u′′ > 0, with risk aversion u′′ < 0. As the pair of condi-
tions ϕ′′′ > 0, ϕ′′ < 0 constitutes a strict partial order, we shall define this pair to
mean greater downside risk aversion. Furthermore, these transformational conditions
between u and v characterize the changes in preferences assuring that v never likes

1A strict partial order is one that is irreflexive, asymmetric and transitive. It is a useful property,
in that the transitivity forbids cycles to any order, where a cycle would eliminate the possibility of
any comparative static result signing the effect on an endogenous choice variable, since the latter
cannot, in turn, cycle. There are, though, other means of preventing cycles, and, indeed, while
not transitive, the less downside risk aversion relation, discussed below, does not, cycle, since it
requires, in part, that there be less risk aversion, where that relation clearly does not permit cycles.
Nonetheless, an economist is likely to become unhappy upon being told that, with a third-order
increase in risk, a choice variable increases less for v than for u due to lessened downside risk
aversion, with the same being true between w and v, but while it is then true that the variable also
increases less for w than for u, it nonetheless, cannot necessarily be attributed to less downside risk
aversion, when this might not hold between w and u. Liu & Wong (2019) conclude, rightly, that a
ranking being a partial order is “necessary for the concept to be useful in comparative statics” (p.
114).
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any change in income risk which induces a third-order stochastically dominated shift
in the utility distribution for u, a necessarily larger class of distributional changes
than those mentioned above when characterizing just the condition ϕ′′′ > 0.2,3

Having solved the ordering problem, there remains the reversibility problem,
namely that while ϕ′′′ > 0, ϕ′′ < 0 is a partial order, the reverse condition ϕ′′′ <
0, ϕ′′ > 0, giving the naturally corresponding requirement for less downside risk aver-
sion, does not similarly form a partial order. One way of handling this additional
problem, though, is to turn to risk measures - pairs of measures in this case - and
identify a pair whose increase implies greater downside risk aversion, and whose de-
crease implies less downside risk aversion. The first of the measures will obviously
be the Arrow-Pratt measure, ru(y) ≡ −u′′(u)/u′(y), since its increase characterizes
the second-order part, ϕ′′ < 0, of these transformational conditions for comparative
downside risk aversion. Equally clearly, the other measure will then have to be some
third-order one. The consequence is that, while less downside risk aversion may not
be a partial order, this will pose no problem for the refinement of this less downside
relation induced by decreases in the pair of measures, which will necessarily constitute
a strict partial suborder.4.

We first observe that the Schwarzian measure, Su ≡ du−(3/2)r2u, where du ≡ u′′′/u′

is the downside risk aversion measure proposed by Crainich & Eeckhoudt (2008),
serves well as a measure guaranteeing ϕ′′′ > 0, inasmuch as Sv is uniformly greater
than Su only if ϕ′′′ > 0. Thus, an increase in the pair of measures S and r suffices for
assuring greater downside risk aversion (see Keenan & Snow (2002, 2009)). Unfor-
tunately, S decreasing does not imply ϕ′′′ < 0, and, indeed, S and r both declining
does not assure less downside risk aversion, either. There is, however, a measure,
modelled on S, that does do the job, in concert with r: this measure is Du = du−3r2u,
whose increase, together with r increasing, also implies greater downside risk aversion
(Keenan & Snow (2020)), since D increasing is a stronger condition than S increas-
ing, given r increasing. Then, when D decreases, it is again a stronger condition than
S decreasing, given that r is now decreasing: indeed, it is seen to then be powerful

2See Keenan & Snow (2016) or Liu & Wong (2019) for the arguments proving these assertions.
Keenan & Snow (2017) also discuss conditions sufficient for a change in income risk to constitute
such a change in the utility distribution of u.

3Of course, just as ϕ′′ ≷ 0 proves useful, beyond just characterizing the reaction to mean-
preserving second-order spreads in utility distributions, so greater downside risk aversion can be
useful even in contexts where the just-described risk distributional changes characterizing it are not
obviously involved. See the rent-seeking game below.

4Transformational conditions refer to the manner in which one utility function is globally altered
to yield the other, through the transformation v = ϕ(u), which thus treats both utility functions
simultaneously. Being rather abstract, such a transformation can be somewhat difficult to calculate
in practice. Measures are, instead, differential operators, which apply to a single utility function, and
at any given income yield a real-valued measurement of the utility function’s higher-order curvature.
It is seldom very difficult to calculate the various derivatives that make up the measure of a given
utility function. A measure is judged useful when a comparison between the separate measurements
of the two different utility functions tells one about the transformation between them, since it is the
latter that is most easily linked to their differing attitudes towards changes in risk distributions
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enough to imply less downside risk aversion, whereas S decreasing does not, even
given the fact of r decreasing.

2 The Prudence-Based Measure of Reversibly Greater

Downside Risk Aversion

While the use of D and r may be considered a successful resolution of the reversibility
problem, we recognize that, despite being assured that the Schwarzian Su = du −
(3/2)r2u is the best-known of third-order measures among mathematicians, it still
appears somewhat outlandish to many economists, and thus, the same may be said
of D = du − 3r2u, which does not even enjoy the benefit of being well-known among
mathematicians. Economists, it seems, are much more comfortable with the familiar
second-order Arrow-Pratt measure ru and its accompanying third-order prudence
measure, pu ≡ −u′′′/u′′ (Kimball (1990)), as well as in changes of these measures,
whenever speaking of altered risk attitudes at the second and third orders. The
hope, in this present note, is that this satisfaction with these measures should carry
through to a certain additional acceptance of simple integer combinations of the two
measures. This is because, rather than Du, here, we propose working with the third-
order measure pu − 3ru.

We note that the third-order transformational condition we seek to sign (in addi-
tion to the second-order one) can be conveniently expressed as

dϕ ≡
ϕ′′′

ϕ′ =
1

u′2
[(dv − du)− 3ru(rv − ru)]. (1)

.

theorem 1 The measure p uniformly increasing more than three times the increase
in r (with r increasing) in going from u to v implies greater downside risk aversion
of v over u, and similarly, p uniformly decreasing more than three times r decreasing
(with r decreasing) in going from u to v instead implies that v is less downside risk
averse than u.

proof:

(dv − du)− 3ru(rv − ru) = pvrv − puru − 3ru(rv − ru)
= pv(rv − ru) + ru(pv − pu) + ru(−3rv + 3ru)

= pv∆r + ru∆(p− 3r). QED

(2)

Thus, rather than use changes in D and r to obtain reversibly greater or less
downside greater risk aversion, one can equally well use changes in p − 3r and r.
Neither the use of p− 3r, nor the use of D, can be said to yield a sufficient condition

3



weaker than the other.5 Infinitesimally, though, parameterizing preferences by θ, with
θ = 0 signifying the original preferences, one has:

[u′]2
∂dϕ
∂θ

∣∣
θ=0

=
∂S

∂θ

∣∣
θ=0

=
(
p
∂r

∂θ
+ r

∂(p− 3r)

∂θ

)∣∣
θ=0

. (3)

On the other hand, the infinitesimal condition for a change in D is

∂D

∂θ

∣∣
θ=0

=
(
p
∂r

∂θ
+ r

∂(p− 6r)

∂θ

)∣∣
θ=0

. (4)

Thus, in infinitesimal terms, D increasing is stronger than necessary (relative to p−3r,
given r increasing) in order that one achieves dϕ positive, and similarly, D decreasing
is stronger than necessary (again relative to p − 3r, but now given r decreasing) in
order that one achieve dϕ negative. Since the situation of small preference changes is
typically of primary importance to economists, this may well tip matters in favor of
p − 3r over the use of D. In any case, as said, we are confident that economists will
generally prefer the form of pu − 3ru over that of Du = du − 3r2u.

6,7

Note that the sign of p − 3r, if not its direction of change, already appears in
numerous applied contexts, and plays a determinative role in the investigation of the
relationship between changes in prudence p alone and the transformation condition
ϕ′′′ > 0, as conducted by Keenan & Snow (2008).8

5It was argued in Keenan & Snow (2020) that when rv approaches 0, then D decreasing becomes
a necessary condition for less downside risk aversion. Similarly, when pv approaches 0, then p− 3r
decreasing becomes such a necessary condition, as seen from the last expression in the proof of the
theorem.

6While it is true that we have achieved reversibility of dϕ using two different measures, D and
p − 3r, an examination of the expression for dϕ in Keenan & Snow (2020), and that of dϕ above,
should convince the reader that there are not an unlimited number of similar measures, where one
obviously, though, should not count measure conditions stronger than one or the other of the two
pairs of measures being discussed. The fact that D = r(p− 3r) might leave one with the impression
that one or the other results, here or in Keenan & Snow (2020), implies the other, but examination
will show that this is not so.

7As well as it sufficing that the two terms, involving changes in p− 3r and r, on the r.h.s. of (3)
be positive in order that our infinitesimal transformational conditions be, say, positive, so it is also
necessary that they both be non-negative, whenever one is not sure about the magnitude of the r
term.

8Applications involving the sign of p − 3r include, for example, Thiele & Wambach (1998),
Sinclair-Desgagné (2001), Boucher & Guirkinger (2007), Fagart & Sinclair-Desgagné (2007), Kadan
& Swinkels (2013), and Chade, & Vera de Serio (2014). The issue of simple greater or less risk
aversion (ϕ′′′ ≷ 0) for the agent u relative to the principal v does explicitly appear in such principal-
agent problems, but since the principal is typically assumed to be risk-neutral, this reduces to the
sign of pu − 3ru.
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3 Applications

Reversible measures, like D or p − 3r (together with r), can be quite useful, for au-
tomatically transferring results first proven using the greater downside risk aversion
relation, which is a perfectly good partial order, to the case of less downside risk
aversion, where the transformation is not a strict partial order. In the latter case, as
well as possibly encountering paradoxes of interpretation, one might encounter diffi-
culties in extending one’s argument, when trying to directly encompass the somewhat
problematic less downside risk aversion transformational relation. No such difficulties
can appear, though, when using our measures, where the reversibilty of results is then
entirely straightforward. One also notes that the reason why one prefers to start with
(greater) downside risk averse transformational reasoning is that experience shows
that global arguments are generally more easily achieved using transformations, as
opposed to already beginning one’s reasoning with the use of measures.9

Numerous examples using greater downside risk aversion to obtain comparative
static results, ones necessarily using transformations, can be found in the literature,
covering such topics such as equilibrium precautionary saving (Keenan & Snow (2016),
Liu & Wong (2019)), portfolio insurance (Keenan & Snow (2017)), and self-protection
(Peter (2020, 2020a)). All of these can then be treated, instead, using our measures,
with the reversal of the measures’ directions then automatically yielding a result using
less downside risk aversion. For example, Peter (2020) establishes conditions under
which the optimal self-protection effort is lower for v than for u if v exhibits greater
downside risk aversion. We then substitute in the sufficient measure conditions that r
and p− 3r are uniformly greater for v than for u. As these restrictions are reversible,
we immediately get an opposite prediction, that optimal self-protection is greater for
v than for u if both r and p − 3r are uniformly less for v than for u, and that this
may be attributed to less downside risk aversion.10

To further see how the program can be applied, we sketch the case of a rent-seeking
game, originally introduced in Konrad & Schlesinger (1997) and further treated in
Treisch (2010) and Liu & Wong (2019), this being a particularly straightforward
example. Each of N ≥ 2 entirely symmetric contestants, with u′′ < 0 and u′′′ > 0,
undertakes an effort ei to obtain a fixed rent β, to be awarded to just one of them, by
“lottery.” There are, potentially, differences in each one’s probability of success, pi(e),

9Of course, upon reversing the direction of the measures in the statement of any result, the two
individuals, u and v, effectively switch their roles as to who goes before and who goes after. This
then affects how the assumptions in the restatement of the result must read, at least when the
two individuals are treated differently by the comparative static setup, beyond just the inevitable
distinction arising from the individuals being ranked differently by their measures. One also sees the
difficulty with trying to similarly switch, in such a facile fashion, results involving our third-order
transformational conditions, since it is not the case that ϕ′′′ > 0, ϕ′′ < 0 is the same as ψ′′′ < 0,
ψ′′ > 0, for ψ = ϕ−1, as is true of just the second-order part.

10As discussed above, to automatically generate a result, one now has to move the standing
assumptions on u to v, instead. As Peter demonstrates, this one automatic result does not prevent
getting other non-automatic results involving less downside risk aversion, especially since one now
has a strict partial order, given that p− 3r and r are being used.
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for winning the lottery, where e ≡ (e1, ..., eN), but it is assumed that pi(e, ...., e) =
1/N, when all efforts are identical. The pure strategy Nash equilibrium will, of course,
then be symmetric (and unique), and so, all efforts will, indeed, then be identical.11

It can be shown that if all contestants become (still symmetrically) more downside
risk averse, then the effort of each diminishes. The case of less downside risk version
is not explicitly considered in the literature, but one can instantly extend matters to
this case, as well as expressing their result in convenient measure terms, by inserting
our measures p − 3r and r in the already established greater downside risk aversion
results. Obviously, then, decreasing p−3r and r gives the opposite result to increasing
it, whereas the same sort of result is not so immediately obvious, if, instead, you
choose to reverse the transformational conditions, even though reversing, instead, the
directions of the measures allows the conclusion that one has, indeed, arrived at a
case of lessened downside risk aversion.

4 Conclusion

It is shown that uniform changes in the measure p − 3r, where p is the prudence
measure and r is the Arrow-Pratt measure, together with a corresponding change
in r itself, are sufficient to obtain either greater or less downside risk aversion, de-
pending on the direction of change of these second and third-order measures. Given
that measures are generally favored by economists in applications, this suggests their
use, rather than that of risk transformations, in stating and putting into practice
comparative static results concerning changes in the degree of downside risk aversion.

11Regularity assumptions include ∂pi(e)/∂ei > 0, ∂2pi(e)/∂e2i < 0, and ∂pi(e)/∂ej <
0, ∂2pi(e)/∂ei∂ej ≤ 0, i 6= j.
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