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Abstract

This paper proposes a constructive solution to the output regulation - output tracking problem for a general class of interconnected systems.
The class of systems under consideration consists of a linear 2× 2 hyperbolic Partial Differential Equations (PDE) system coupled at both
ends with Ordinary Differential Equations (ODEs). The proximal ODE system, which represents actuator dynamics, is actuated. Colocated
measurements are available. The distal ODE system represents the load dynamics. The control objective is to ensure, in the presence
of a disturbance signal (regulation problem), that a virtual output exponentially converges to zero. By doing so, we can ensure that a
state component of the distal ODE state robustly converges towards a known reference trajectory (output tracking problem) even in the
presence of a disturbance with a known structure. The proposed approach combines the backstepping methodology and frequency analysis
techniques. We first map the original system to a simpler target system using an invertible integral change of coordinates. From there, we
design an adequate full-state feedback controller in the frequency domain. Following a similar approach, we propose a state observer that
estimates the state and reconstructs the disturbance from the available measurement. Combining the full-state feedback controller with the
state estimation results in a dynamic output-feedback control law. Finally, existing filtering techniques guarantee the closed-loop system
robustness properties.

Key words: Hyperbolic Partial Differential Equations, Infinite Dimensional systems, Distributed Parameter Systems, robust tracking,
output regulation

1 Introduction

This paper considers a linear first-order hyperbolic PDE sys-
tem interconnected at both ends of its spatial domain with
an ODE. At the actuated end, the proximal ODE system
represents actuator dynamics; on the opposite end, the dis-
tal ODE system represents the load dynamics. Both ODEs
and PDE systems are potentially unstable. We propose an
observer-based, dynamic output-feedback controller acting
only on the proximal ODE system, which will guarantee that
a prescribed output follows a reference trajectory. This out-
put depends on the distal ODE states, which can be subject
to exogenous disturbances.

★ An earlier version of part of this work was presented at the 3rd
DECOD Workshop.
Email addresses: jeanne.redaud@centralesupelec.fr

(Jeanne Redaud),
federico.bribiesca-argomedo@insa-lyon.fr (Federico
Bribiesca-Argomedo), jean.auriol@centralesupelec.fr
(Jean Auriol).

Transport phenomena and delays are common in industrial
applications. Therefore, many systems can be modeled by
hyperbolic PDEs, for instance, oil drilling pipes [2,41], pneu-
matic systems [29], networks of hydraulic distribution lines
or electrical lines [11,35]. Such systems can be coupled with
finite-dimensional systems representing load or actuator dy-
namics. In the mentioned applications, the distal ODE state
(i.e., the unactuated ODE) can model the Bottom Hole As-
sembly (BHA) at the end of a drilling pipe [9], currents in
an inductor/voltage across a capacitor, or the dynamics of
a suspended object for Unmanned Aerial Vehicles (UAV)
[24]. More specifically, the ODE-PDE-ODE structure natu-
rally arises when considering linear systems of balance laws
with finite-dimensional actuator and load dynamics, as for
the UAV-cable-payload structure [41], mining cable eleva-
tors [42] or the top drive electrical motor-drill pipes-BHA
structure [34].

Due to the broad applicability of such interconnected sys-
tems, their analysis has been an active research field during
the last few years. Independently controlling each subsys-
tem of the chain is an easy task. Classical solutions such as
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Smith Predictor controllers [36] can stabilize linear ODEs
with input delays. Coupled hyperbolic PDE systems can
also be stabilized by controllers based on the backstepping
methodology [30,14]. Finally, the output regulation for a
simple 2 × 2 linear hyperbolic system has been solved in
[1]. When ODEs and PDEs are interconnected, and only one
subsystem is actuated, solving the output tracking problem
is much harder. The backstepping method has progressively
been adapted to networks, with linear [20] and semilinear
[37,27] hyperbolic PDE-ODE interconnections. Next, some
results have been obtained for ODE-PDE-ODE interconnec-
tions [44,43], where full-state feedback controllers have been
designed for such coupled systems [23,18]. In most cases,
the constructive design is based on several invertible back-
stepping transforms [12,19]. In addition, output regulation
and output tracking problems have been solved for inter-
connected systems. It is necessary for applications such as
drilling [34] since the objective here is to impose a specific
trajectory to the unactuated device at the end of the chain
in the presence of disturbances. Some results have been ob-
tained for cascaded networks of hyperbolic systems using
PI controllers [38]. The backstepping approach has been re-
cently used to solve disturbance rejection and output track-
ing problems for general linear heterodirectional hyperbolic
systems [15,16], coupled linear wave–ODE systems [17], or
hyperbolic PDE - nonlinear ODE systems [28]. Finally, it
is important to mention that some backstepping-based ap-
proaches have led to non-proper controllers, which may be
non-robust to delays [32]. Thus, it is crucial to ensure that
the proposed controllers are robust to small delays, noise,
or unavoidable small uncertainties. The robustness of stabi-
lizing controllers for ODE-PDE-ODE systems has been ad-
dressed in [21,13]. Recently, a simple filtering method has
been proposed in [6] to robustify non-proper stabilizing con-
trollers by making them strictly proper using low-pass fil-
ters. This technique will be used in this paper to guarantee
the robustness of the proposed control law and observer.

More specifically, our main contribution lies in a construc-
tive approach to design a robust, dynamic output-feedback
controller solving output regulation and output tracking for
a wide class of interconnected ODE-hyperbolic PDE-ODE
systems. Based on some structural assumptions and inspired
by [13], we first design a full-state feedback controller stabi-
lizing an output depending on the states of the distal ODE.
The initial system is dynamically augmented with finite-
dimensional exo-systems representing the reference trajec-
tory and disturbance dynamics. We follow the backstepping
methodology and use a general invertible integral transform
to map this augmented system to a target system. Under
structural assumptions similar to those found in [41], we then
design a state observer for the augmented system, recon-
structing the system states and the disturbance. The proposed
approach only relies on a single-state transformation, which
facilitates the implementation. Moreover, the controller and
observer designs are based on assumptions that can be di-
rectly verified. We use filtering techniques [6] to guaran-
tee the robustness of the proposed control law. Finally, the
full-state feedback controller and the observer are coupled

to obtain the dynamic output-feedback controller. Compared
to existing results from the literature [13,6,41,15], our ap-
proach features several novelties. First, compared to [41],
we do not want to stabilize the equilibrium or origin of the
system but to make a virtual output converge to zero in the
presence of disturbances or reference trajectories. As a re-
sult, in general, the system states still vary with time. Then,
the observer design (that consists in stabilizing an error sys-
tem) is not directly dual to the controller design. The exis-
tence of the disturbance, which the observer must estimate,
makes the application of the filtering technique presented
in [6] not straightforward since arbitrary low-pass filtering
would result in a frequency-dependent phase shift in the
reconstructed signals which would not allow for the expo-
nential disturbance rejection. If the filtering technique from
[6] was directly applied, we could just guarantee a practi-
cal convergence, and a small error would remain in the re-
construction of the exosystem. Our approach takes advan-
tage of the knowledge of the disturbance and reference tra-
jectory dynamical model to guarantee that no residual term
remains that could impact the output feedback control law.
Compared to [41], where the authors used measures of (po-
tentially high-order) derivatives of the measured output, we
only use a stable and strictly proper filter of this measure-
ment. These robustness aspects are also a novelty compared
to [15].

The layout of this paper is the following: first, we present in
Section 2 the class of systems under consideration and give
some structural assumptions. Next, we design in Section 3 a
robust full-state feedback controller for output regulation. In
Section 4, we propose an observer design for state estima-
tion and disturbance reconstruction. This observer is used
to obtain a dynamic output-feedback controller. Finally, we
illustrate the performance of the proposed approach with
some simulation results in Section 5.

Notation

In the following, we denote T + the upper-triangular domain
defined in R2 by T + � {(G, H) ∈ [0, 1]2, H ≥ G}. Analo-
gously, the lower-triangular domain of the unit square is de-
noted T −. Given a set [0, 1] ⊂ R, the characteristic function
is defined by 1[0,1] (G) � 1 if G ∈ [0, 1] and 0 otherwise.
The !2-norm ‖q‖!2 of a function q ∈ !2 ( [0, 1];R2) and the
euclidean norm ‖i‖RA of a vector i ∈ RA are taken in the
usual sense. We denote X � R= × !2 ( [0, 1];R2) ×R<+? the
space of the system states (- (C), D(C, ·), E(C, ·), . (C)) (that
will be defined later), and define the associated X−norm as
‖(-, D, E,. )‖X � (‖- ‖2R= + ‖. ‖2R<+? + ‖(D, E)‖

2
!2 )

1
2 . We de-

note B the Laplace variable. For the sake of readability, we
denote q(B) the Laplace transform of q(C). For any proper
and stable transfer matrix � (B), f̄(� ( 9l)) stands for the
largest singular value of � ( 9l) at frequency l, and the
�∞-norm of � is ‖�‖∞ = ess supl∈Rf̄(� ( 9l)). For any
@ ∈ N\{0}, we denote �@ the @× @ identity matrix. If the di-
mensions are not ambiguous, the subindex may be omitted.
The transpose of any matrix � is denoted �) .
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2 Problem Statement

In this section, we present the system under consideration.
Then, we outline the control strategy and give some struc-
tural assumptions required to implement the proposed ap-
proach.We also discuss the conservatism of the assumptions.

2.1 System presentation

Consider a linear 2 × 2 hetero-directional hyperbolic PDE
system coupled at both ends with ODEs. The proximal ODE
system, which represents the actuator’s dynamics, is actu-
ated by a control input * (C) ∈ R2×1. Its state is denoted
- (C) ∈ R=×1. The distal ODE system corresponds to the dy-
namics of the load, whose state is denoted .1 (C) ∈ R<×1.
This ODE is dynamically augmented by an exo-system,
whose state is denoted .2 (C) ∈ R?×1, such that . (C) =(
.1 (C) | .2 (C)

))
∈ R(<+?)×1. The exogenous input can be

considered either as a disturbance .pert and/or as a known
reference trajectory .ref, depending on the control objec-
tive, as seen in Section 5. The PDE states are denoted
(D(C, G), E(C, G)), (C, G) ∈ [0, +∞) × [0, 1]. The resulting in-
terconnected system is schematically represented in Figure 1.
The states satisfy the equations

¤- (C) = �0- (C) + �0E(C, 0) + �0* (C), (1)
DC (C, G) + _DG (C, G) = f+ (G)E(C, G), (2)
EC (C, G) − `EG (C, G) = f− (G)D(C, G), (3)

¤. (C) = �1. (C) +
(
�1

0?×1

)
D(C, 1), �1 =

(
�11 �12

0?×< �22

)
(4)

with boundary conditions

E(C, 1) = dD(C, 1) + �1. (C), (5)
D(C, 0) = @E(C, 0) + �0- (C), (6)

where �0 ∈ R=×=, �0 ∈ R=×1, �0 ∈ R=×2 , �11 ∈ R<×<,
�12 ∈ R<×? , �22 ∈ R?×? , �1 ∈ R<×1, �0 ∈ R1×=,
�1 = [�11 �12], with �11 ∈ R1×< and �12 ∈ R1×? . For the
sake of simplicity, we suppose that the transport velocities
_, ` > 0 are constant. The extension to space-dependent
transport velocities is relatively straightforward yet com-
plicates the computations and expressions [39]. While the
boundary couplings @, d ∈ R are assumed constant, the in-
domain couplings between the PDEs f+, f− ∈ C([0, 1];R)
are space-dependent functions. Note that the diagonal cou-
pling terms in the PDEs are not considered herein since they
can be straightforwardly transferred to the anti-diagonal
terms using a change of variables [10]. The initial condition
associated to system (1)-(6) is denoted (-0, D0, E0, .0) and
belongs to X. The open-loop system (1)-(6) is well-posed
in the sense of the weak formulation [11, Appendix A]. We
assume that we have access to a measurement of the prox-
imal ODE state, such that H(C) = �mes- (C) ∈ R=

′×1. This
structure is chosen since, in many applications [41,42,34],

a measurement is available at the actuated end. However,
the observer design would follow the same procedure if
the measurements were available at the opposite end, only
flipping the spatial variable and adapting the matrices used
in the assumptions.

Fig. 1. Schematic presentation of the system

2.2 Control strategy

Our main objective is to design a controller * (C) stabilizing
a virtual output n (C) defined by n (C) � �4. (C), with �4 =
[�41 �42]. In most cases, n (C) ∈ R is a scalar function,
such that �41 ∈ R1×<, �42 ∈ R1×? and we can only stabilize
a linear combination of components of the extended state.
The regulation to zero of this virtual input n fulfills the
trajectory tracking and disturbance rejection objectives. Two
very simple examples of possible output definitions include:

• Taking �41 ≠ 0R< , �42 = 0R? , we regulate to zero a linear
combination of components of .1 (C) in the presence of a
disturbance.2 (C), and solve an output regulation problem;
• Taking �41,8−�42, 9 = 0, (8, 9) ∈ È1, <É×È1, ?É (and the
other components of the extended state equal to zero), we
make the 8th component of the output.1 converge towards
the 9 th component of a known trajectory .2, and solve an
output tracking problem.

The proposed control strategy is the following. We use the
backstepping methodology to map the original augmented
system to a simpler target system. Then, we use frequency
analysis techniques and some structural assumptions to show
that it leads to a control law solving the output regulation-
output tracking problem. Inspired by [13,6], we apply filter-
ing techniques to guarantee the delay-robustness of the pro-
posed controller. Next, we solve the problem of state estima-
tion and disturbance reconstruction following a similar ap-
proach.We first simplify the system’s structure using another
backstepping transformation, and then design a Luenberger-
like observer for the resulting system. The dynamical output
injection gains are obtained through a stability analysis of
the error system in the frequency domain. We finally derive
an output dynamic feedback ensuring the convergence of the
virtual output n (C) to zero.
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2.3 Structural assumptions

The proposed design for our feedback law and state observer
requires several sufficient, yet not very restrictive assump-
tions, that are presented together in this section for simplic-
ity. We also give some insights regarding their conservatism.

Assumption 1 The boundary couplings d, @ satisfy |d@ | <
1 and d@ ≠ 0.

This assumption is not overly conservative since, for |d@ | >
1, we would have an infinite number of poles in the closed
right half-plane [25,8]. It has been shown in [32] that this, in
turn, implies no (delay-)robustness margins in closed-loop.
In other words, introducing any arbitrarily small delay in the
actuation destabilizes the closed-loop system. Considering
the limit case |d@ | = 1 complicates the conditions required
for the design and the trade-off does not seem adequate given
the focus of this paper. If d = 0 or @ = 0, the proposed strat-
egy is not directly applicable but could be easily adapted
by slightly modifying the target system, following similar
ideas as the ones given in [40]. Moreover, this last condi-
tion should not be restrictive from an application perspec-
tive since it requires conditions that are unattainable from
a practical point of view (e.g., perfect impedance matching
between line and load). Finally, it is essential to mention
that, as formulated, this assumption can be easily tested and
does not require numerical approximations of eigenvalues
or eigenfuctions of an infinite-dimensional system.

Assumption 2 The pairs (�0, �0) and (�11, �1) are stabi-
lizable, i.e. there exist �0 ∈ R?×=, �1 ∈ R1×< such that
�̄0 � �0 + �0�0 and �̄11 � �11 + �1�1 are Hurwitz.

In terms of conservatism, the stabilizability of (�0, �0) is
only a sufficient condition, yet it allows for a much simpler
design of the control law (Section 3.1) as no modes of -
need to be stabilized indirectly through the PDE. It is thanks
to this conservatism that the condition can be easily tested
without need for infinite-dimensional system tools. On the
other hand, the second condition on (�11, �1) is necessary.
If not satisfied, the distal ODE system cannot be stabilized.

Assumption 3 The matrices (�0, �0, �0) satisfy

rank

((
B� − �0 �0

�0 01×2

))
= = + 1, ∀B ∈ C,Re(B) ≥ 0.

This assumption is only sufficient, since some modes of
the system could potentially be stabilized through the re-
turn signal from the PDE, yet it greatly simplifies the con-
trol design and requires no infinite-dimensional tools to
check. It implies that �0 is not identically zero which would
have obstructed the stabilization of the system. Also, to-
gether with Assumption 2, it guarantees that the function

%0 (B) � �0 (B�− �̄0)−1�0 is stable and does not have any ze-
ros in the right-half complex plane common to all its compo-
nents. Consequently, %0 (B) admits a (not necessarily proper)
stable right-inverse [33]. We denote %+0 (B) any such right
inverse. A possible choice is given by the Moore-Penrose
right inverse %+0 (B) = %

)
0 (B) (%0 (B)%)0 (B))

−1 (which should
be verified to be stable a posteriori). If it is not stable, a
more involved stable inversion procedure is needed [5].

Assumption 4 The matrix �22 is marginally stable, i.e., all
its eigenvalues have zero real parts. For all initial conditions,
the zero-input trajectories remain uniformly bounded w.r.t.
the norm of the initial condition and in time. Also, there exist
matrices )0 ∈ R<×? , �0 ∈ R1×? solutions to the regulator
equations: {

−�11)0 + )0�22 + �12 = −�1�0,

−�41)0 + �42 = 0.
(7)

This assumption gives a sufficient structural condition for
the existence of a solution for the output regulation problem
[22]. It can be related to the non-resonance condition. This is
a condition on the plant’s invariant zeros and the exosystem
spectrum at low frequencies. More precisely, �11 and �22
have disjoint spectra, and the number of outputs we regulate
(one in the case of a scalar n) is coherent with 2 the number
of inputs. The matrices )0, �0 can be easily computed using
a Schur triangulation. Once again, the conservatism of this
assumption allows the assumption to be checked without
requiring infinite-dimensional tools.

We need analogous assumptions to design the proposed state
observer.

Assumption 5 The pairs (�0, �mes) and (�1, �1) are de-

tectable (i.e. there exist !- ∈ R?×=
′ ,

(
!1 !2

))
∈ R1×(?+<)

such that �obs0 � �0 + !-�mes and �obs1 � �1 +
(
!1

!2

)
�1

are Hurwitz).

As before, only the detectability of (�0, �mes) is necessary,
but the one of (�1, �1) allows for a simpler observer de-
sign.This assumption is sufficient to guarantee the detectabil-
ity of the interconnected system. Indeed, if all the unobserv-
able states are naturally stable, they do not affect the output
feedback controller. We recall that, for the tracking problem,
the reference trajectory is assumed to be known.

Assumption 6 The matrices (�0, �0, �mes) satisfy

rank

((
B� − �0 �0

�mes 0=′×1

))
= = + 1, ∀B ∈ C,Re(B) ≥ 0.
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Symmetrically, the column vector �0 is therefore not iden-
tically zero and admits a left inverse. The transfer matrix
%mes (B) � �mes (B� − �obs0 )−1�0 is stable and has no ze-
ros in the right-half complex plane and admits a stable left-
inverse, not necessarily proper.
All assumptions can be easily checked before implementa-
tion without the need to solve any kernel equations or other-
wise considering the infinite-dimensional nature of the sys-
tem. It simplifies the use of this methodology for field engi-
neers.

3 State-feedback controller design

In this section, we solve the output tracking-output regula-
tion problem using a state-feedback controller, adjusting the
methodology from [13]. The objective is to ensure the con-
vergence to zero of the virtual output n (C) defined in Sec-
tion 2.2. First, we use a backstepping transformation to map
the initial system to a simpler target system. Next, we use a
frequency analysis of this target system to design an adequate
feedback controller. Finally, to guarantee the robustness of
the resulting control law, we use filtering techniques [6].

3.1 Backstepping transform

Consider integral transformM : X → X, defined by

- (C) =b (C) +
∫ 1

0
"12 (H)U(C, H) + "13 (H)V(C, H)dH

+
(
"14 "15

)
[(C), (8)

. (C) =[(C), (9)(
D(C, G)
E(C, G)

)
=

(
U(C, G)
V(C, G)

)
+

∫ 1

G

(
"22 (G, H) "23 (G, H)
"32 (G, H) "33 (G, H)

) (
U(H)
V(H)

)
dH

+
(
"24 (G) "25 (G)
"34 (G) "35 (G)

)
[(C), (10)

with kernel gains and kernel functions "12, "13 ∈
C([0, 1];R=×1), "14 ∈ R=×<, "24, "34 ∈ C([0, 1];R1×<)
(resp. "15 ∈ R=×? , "25, "35 ∈ C([0, 1];R1×?)), and
"22, "23, "32, "33 ∈ C(T +;R). This transformation maps
the original system (1)-(6) to a target system with a simpli-
fied structure. The different kernels satisfy a set of equations
given in the following. Since the transform comprises iden-
tity operators, integral operators with regular kernels, and
products with bounded matrices, it is bounded. This change
of variables is therefore well-defined and invertible due to its
block triangular structure. The blocks on the diagonal, iden-
tity or Volterra integral operator, are all invertible [40,45].
The inverse transform K : X → X, has the same structure

b (C) =- (C) −
∫ 1

0
 12 (H)D(C, H) +  13 (H)E(C, H)dH

−
(
 14  15

)
. (C), [(C) = . (C), (11)(

U(C, G)
V(C, G)

)
=

(
D(C, G)
E(C, G)

)
−

∫ 1

G

(
 22 (G, H)  23 (G, H)
 32 (G, H)  33 (G, H)

) (
D(H)
E(H)

)
dH

−
(
 24 (G)  25 (G)
 34 (G)  35 (G)

)
. (C). (12)

Therein, the coefficients  8 9 can be expressed in terms of
" 8 9 (and reciprocally) [31]

 18 (G) = "18 (G) −
∫ G

0 "12 (H) 28 (H, G) + "13 (H) 38 (H, G)dH,

 1 9 = "1 9 −
∫ 1

0 "12 (H) 2 9 (H) + "13 (H) 3 9 (H)dH,
 8
′8 (G, H) = " 8′8 (G, H)
−

∫ H
G
" 8′2 (G, a) 28 (a, H) + " 8′3 (G, a) 38 (a, H)da,

 8 9 (G) = " 8 9 (G) −
∫ 1
G
" 82 (G, H) 2 9 (H) + " 83 (G, H) 3 9 (H)dH,

for 8, 8′ ∈ {2, 3}, 9 ∈ {4, 5}. Using the inverse formulation
(8)-(10) simplifies the expression of the coefficients in the
target system.

3.2 Target system

Consider transformation M defined by (8)-(10). We show
next that it can map the original system (1)-(6) to the fol-
lowing target system

¤b (C) = �̄0b (C) − _"12 (0)�0b (C) + �̄1U(C, 1) + �̄0V(C, 0)

+
(
"1 "?

)
[(C) + �0*̃ (C) (13)

+
∫ 1

0
"U (H)U(C, H) + "V (H)V(C, H)dH,

UC (C, G) + _UG (C, G) = 0, VC (C, G) − `VG (C, G) = 0, (14)

¤[(C) =
(
�̄11 �̄12

0 �22

)
[(C) +

(
�1

0?×1

)
U(C, 1), (15)

with the boundary conditions

U(C, 0) = @V(C, 0) + �0b (C), V(C, 1) = dU(C, 1), (16)

where �̄0, �̄11 are defined in Assumption 2. Note that the
new "unactuated-ODE" state has been decomposed into two
parts [(C) = [[1 (C) [2 (C)]) . The different coefficients are
defined by

�̄12 = �12 + �1 (�0 + �1)0),
�̄0 = �0 − @_"12 (0) + `"13 (0),
�̄1 = _"

12 (1) − "14�1 − d`"13 (1),
"1 = −"14 �̄11 + �0"

14 + �0"
34 (0),

"? = −"15�22 − "14 �̄12 + �0"
15 + �0"

35 (0),
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"U (H) = −_ d
dH
"12 (H) + �0"

12 (H) + �0"
32 (0, H),

"V (H) = ` d
dH
"13 (H) + �0"

13 (H) + �0"
33 (0, H).

The initial condition of this target system is given by
(b0, U0, V0, [0) =M(-0, D0, E0, .0) ∈ X. Finally, we defined
*̃ (C) � * (C) − �0b (C) in (13), with �0 given in Assump-
tion 2. Without disturbance, this target system was shown to
be stabilizable in [13]. This target system presents a cascade
structure: the exponential convergence of the state �0b (C)
guarantees the regulation of the virtual output n (C).

3.3 Kernel equations

To map the system (1)-(6) to the target system (13)-(16), we
follow the backstepping procedure, yielding the so-called
kernel equations:

_"22
G (G, H) + _"22

H (G, H) = f+ (G)"32 (G, H),
_"23

G (G, H) − `"23
H (G, H) = f+ (G)"33 (G, H),

`"32
G (G, H) − _"32

H (G, H) = −f− (G)"22 (G, H),
`"33

G (G, H) + `"33
H (G, H) = −f− (G)"23 (G, H),

with the boundary conditions

"23 (G, G) = −f
+ (G)
_ + ` , "32 (G, G) = f

− (G)
_ + ` ,

"22 (G, 1) = 1
_

(
"24 (G)�1 + d`"23 (G, 1)

)
,

"33 (G, 1) = 1
`d

(
_"32 (G, 1) − "34 (G)�1

)
.

The kernels associated to the state [(C) are defined on [0, 1]
and must satisfy the set of ODEs

_
d

dx
"24 (G) + "24 (G) �̄11 = f

+ (G)"34 (G),

_
d

dx
"25 (G) + "25 (G)�22 = f

+ (G)"35 (G) − "24 (G) �̄12,

`
d

dx
"34 (G) − "34 (G) �̄11 = −f− (G)"24 (G),

`
d

dx
"35 (G) − "35 (G)�22 = −f− (G)"25 (G) + "34 (G) �̄12,

with the boundary conditions

"24 (1) = �1, "25 (1) = �0 + �1)0,

"34 (1) = �11 + d�1, "35 (1) = �12 + d"25 (1),

where �1 is defined by Assumption 2 and (�0, )0) by As-
sumption 4. Finally, we also have the following set of alge-
braic relations

�0"
12 (H) = "22 (0, H) − @"32 (0, H), (17)

�0"
13 (H) = "23 (0, H) − @"33 (0, H), (18)

�0"
14 = "24 (0) − @"34 (0), (19)

�0"
15 = "25 (0) − @"35 (0). (20)

We can verify that this set of kernel equations admits
a solution. More precisely, we first compute the val-
ues of "24, "34 ∈ C([0, 1];R1×<) and "25, "35 ∈
C([0, 1];R1×?), using their boundary conditions in G = 1
and the coupled ordinary differential equations. Then,
using the fact that �0 is full-row rank, it admits a right-
inverse (Moore-Penrose) �+0 � �)0 (�0�

)
0 )
−1. We can

then compute1 some solution for "14, "15. After these
values have been chosen, the set of PDEs is well-posed,
and ("22, "23, "32, "33) are uniquely defined on their
definition domain C(T +;R) [20,26]. Then, we can solve
equations (17)-(18) using the Moore-Penrose right-inverse
to obtain a specific value for "12, "13 ∈ C([0, 1];R=×1).

3.4 Frequency analysis of the target system

Let us denote g = 1
`
+ 1
_
, the total transport time induced by

the transport equations. We now use the method of charac-
teristics to rewrite the target system as a time-delay system.
The solutions of (14) satisfy, for C > g, G ∈ [0, 1],

U(C, G) = U
(
C − G

_
, 0

)
, V(C, G) = V

(
C − 1 − G

`
, 1

)
. (21)

Substituting these expressions in (16), we obtain

U(C, 0) = d@U (C − g, 0) + �0b (C), (22)

V(C, 1) = d@V (C − g, 1) + d�0b (C −
1
_
). (23)

In the target system, the transport equations are equivalent
to two continuous-time difference equations acting on the
boundaries and coupled to the state b (C) and to the distur-
bance [2 (C). Taking the Laplace transform of the system
(with null initial conditions, we obtain

(1 − d@e−gB)U(B, 0) = �0b (B), (24)
(1 − d@e−gB)V(B, 1) = d�0e−

B
_ b (B). (25)

The Laplace transform of (15) yields
(B� − �̄11)[1 (B) = �̄12[2 (B) + �14

− B
_U(B, 0), (26)

(B� − �22)[2 (B) = 0. (27)

Multiplying equation (26) by (1 − d@e−gB),and using (24),
we have
(1 − d@e−gB) (B� − �̄11)[1 (B) =�1e−

B
_�0b (B) (28)

1 Even though it seems counterintuitive at first glance, the right-
invertibility (and not left invertibility) of �0 is necessary to solve
�0- = . (with adequate vectors -,. ). Indeed, since �0�

+
0 = �3,

we have - = �+0. =⇒ �0- = �0�
+
0. = . .
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+ (1 − d@e−gB) �̄12[2 (B).

Moreover, the matrix polynomial (B� − �̄11) is non-singular
on the right-half plane from Assumption 2.
Using the delayed equation (21), and a change of variables
in the integral terms in (13), we obtain∫ 1

0
"U (H)U(C, H)dH =

∫ 1
_

0
_"U (_\)U(C − \, 0)d\, (29)∫ 1

0
"V (H)V(C, H)dH =

∫ 1
`

0
`"V (1 − `\)V(C − \, 1)d\.

Consequently, the Laplace transform of (13) becomes

(B� − �̄0)b (B) = −_"12 (0)�0b (B) + �0*̃ (B) (30)

+
(
�̄1e−

B
_ +

∫ 1
_

0
_"U (_\)e−B\d\

)
U(B, 0)

+
(
�̄0e−

B
` +

∫ 1
`

0
`"V (1 − `\)e−B\d\

)
V(. , 1) (B)

+ "1[1 (B) + "?[2 (B).

Once again, multiplying the quasipolynomial (1 − d@e−gB)
on both sides of (30), and using (24)-(25), we have

(1 − d@e−gB) (B� − �̄0)b (B) = (1 − d@e−gB)�0*̃ (B)
− (1 − d@e−gB)_"12 (0)�0b (B)

+ [�̄1e−
B
_ +

∫ 1
_

0
_"U (_\)e−B\d\]�0b (B)

+ [�̄0e−
B
` +

∫ 1
`

0
`"V (1 − `\)4−B\d\]d�0e−

B
_ b (B)

+ "1 (B� − �̄11)−1�1e−
B
_�0b (B)

+ (1 − d@e−gB) ["1 (B� − �̄11)−1 �̄12 + "?][2 (B).

Multiplying both sides with (1−d@4−gB)−1, we finally obtain
for any B ∈ C with Re(B) ≥ 0

(B� − �̄0)b (B) = � (B)�0b (B) + � (B)[2 (B) + �0*̃ (B), (31)

with

� (B) = −_"12 (0) + (1 − d@e−gB)−1
[
e−

B
_

(
�̄1 (32)

+"1 (B� − �̄11)−1�1

)
+ de−gB �̄0 +

∫ g

0
" b (\)e−B\d\

]
,

" b (\) = _1[0, 1
_
] (\)"

U (_\) (33)

+ d`1( 1
_
,g ] (\)"

V (1 − `\ + `
_
),

� (B) = "1 (B� − �̄11)−1 �̄12 + "? . (34)

We now design the function *̃ (B) stabilizing �0b (B) in (31).
It, in turn, implies the stabilization of [1 and n .

3.5 Full-state feedback controller design

Using the superposition principle, the control law is decom-
posed into two parts: *̃ (B) = *b (B)+*[ (B). Using Assump-
tion (2), equation (31) rewrites for any B ∈ C+

�0b (B) = �0 (B� − �̄0)−1� (B)�0b (B) + %0 (B)*b (B)
+ �0 (B� − �̄0)−1� (B)[2 (B) + %0 (B)*[ (B). (35)

We can use each controller part to compensate for the inner
dynamics. First, define the transfer function

�[ (B) � −%+0 (B)�0 (B� − �̄0)−1� (B), (36)

such that, knowing the values of [2, the control law*[ (B) =
�[ (B)[2 (B) cancels the effect of the disturbance on the out-
put of the target system. As mentioned above, the obtained
transfer function is not proper in general. However, we can
use our prior knowledge of the disturbance or trajectory dy-
namics to regularize it and design a strictly proper transfer
function �̃[ (B), following the procedure presented in [5] for
instance. We then define

*̃[ (B) = �̃[ (B)[2 (B). (37)

Once we canceled the effects of the disturbance on the
dynamics or took into account the given trajectory, equa-
tion (35) rewrites

�0b (B) = �0 (B� − �̄0)−1� (B)�0b (B) + %0 (B)*b (B).

Next, we define the transfer function

�b (B) = −%+0�0 (B� − �̄0)−1� (B) (38)

and define *b (B) = �b (B)�0b (B). With this control law, we
would obtain �0b (B) = 0. However, the transfer function
�b (B) may not be strictly proper. Thus, to make it strictly
proper and guarantee the existence of robustness margins, we
have to use filtering techniques as in [13,6]. Let us decom-
pose � (B) in (32) into � (B) = w(B)� (B) + (1 −w(B))� (B),
with w(B) a (SISO) stable low-pass filter of sufficient order,
and define a proper transfer function �̃b (B) by

�̃b (B) = −%+0 (B)�0 (B� − �̄0)−1w(B)� (B) = w(B)�b (B).
(39)

We have the following lemma [13]:

Lemma 7 Let w(B) be any low-pass filter, with a sufficiently
high relative degree, and 0 < X < 1 sufficiently small, such
that
∀G ∈ R, |1 − w( 9G) | ≤ 1 − X

‖�‖∞f̄(�0 ( 9G� − �̄0)−1)
. (40)

Then the dynamic output feedback *̃b (B) + *̃[ (B) with
*̃b (B) = �̃b (B)�0b (B) with �̃b (B) given in (39), and *̃[ (B)
in (37) exponentially stabilizes �0b (.).

7



PROOF. First, remark that the relative degree of w(B)
can always be chosen such that �b (B) becomes strictly
proper in (39). Once the effects of the trajectory/disturbance
have been canceled by *̃[ (B), we can plug (39) into the
simplified expression of (35). The closed-loop dynamics
of �0b (.) is then governed by (1 − Φ(B))�0b (B) = 0,
where Φ(B) � (1 − w(B))�0 (B� − �̄0)−1� (B). Since
� (B) given in (32) is uniformly bounded in the right-
half complex plane, we have f̄(� ( 9G)) ≤ ‖�‖∞ for
all G. Noting that Φ(B) is stable and strictly proper (�̄0
is Hurwitz by Assumption 2), we have by (40) that
f̄(Φ( 9G)) ≤ 1 − X. This implies that ‖Φ‖∞ < 1, which
is a sufficient condition for exponential stability of �0b (.).
�

We can then define the control input for the original system
(1)-(5) as* (C) = *̃ (C)+�0b (C). We now show that the output
tracking-output regulation problems are solved.

Theorem 8 Consider the extended control law

* (B) = (�̃b (B)�0 + �0)b (B) + �̃[ (B)[2 (B), (41)

where �̃b (B), �̃[ (B) are two stable strictly proper transfer
matrices respectively defined in equations (39) and (37).
Then, under Assumptions 1, 2, 3, 4, the virtual output n (C) ex-
ponentially converges to zero. Furthermore, under the same
assumptions, the control action * (C) and the trajectories of
- , D, E, and . remain bounded.

PROOF. We have already proved in Lemma 7 that �0b (·)
is exponentially stabilized by the dynamic output feedback
*̃b (B) + *̃[ (B) = �̃b (B)�0b (B) + �̃[ (B)[2 (B). Due to As-
sumption 1, (1 − d@e−gB) has a stable inverse. Thus, the
stability of U(·, 0), V(·, 1) is deduced from (24)-(25), which
implies the exponential convergence to zero of U and V in
the !2-norm. Let us now show that �41[1 + �42[2 −→ 0.
The dynamics of [1 rewrites

¤[1 (C) = (�11 + �1�1)[1 (C) + (−�1�0 + �11)0 − )0�22)[2 (C)
+ �1 (�0 + �1)0)[2 (C) + �1U(C, 1) by Assumption 4

=⇒
¤︷        ︸︸        ︷

([1 + )0[2) (C) = �̄11 ([1 + )0[2) + �1U(C, 1)︸     ︷︷     ︸
−→0

.

Therefore, the dynamics of [1 + )0[2 are exponentially sta-
ble. It implies that �41 ([1 +)0[2) (C) = �41 (.1 +)0.2) (C) =
�41.1 (C) + �42.2 (C) = n (C) converges to zero. The bound-
edness of the control input is guaranteed by the fact that
functions �̃b , �̃[ are strictly proper (as �0b (B) exponentially
converges to zero and [2 (B) is bounded). The boundedness
of the state [ follows from equation (26). Finally, since � (B)
defined by (32) is a stable, proper transfer matrix and since
�̄0 is Hurwitz (Assumption 2), we obtain from equation (31)
that the state b remains bounded. This implies the bound-
edness of the original state using the invertibility and the
boundedness of the backstepping transformation. �

The control law * (B) defined by equation (41) can be ex-
pressed in terms of the original coordinates as

* (B) = (�̃b (B)�0 + �0) (- (B) −
∫ 1

0
 12 (H)D(B, H)

+  13 (H)E(B, H)dH −
(
 14  15

)
. (B)) + �̃[ (B).2 (B).

Thus, its numerical implementation requires a temporal re-
alization of �̃b (B) in (39) and �̃[ (B) in (37), as well as a
numerical approximation of the kernels (11)-(12). Remark
that the controller has been chosen as strictly proper which
means that it is robust to small delays in the input and param-
eter uncertainties, which is not the case in some designs that
include derivative terms [6]. Finally, this full-state feedback
controller requires the knowledge of all the states (-, D, E,. )
at any time, which is not the case in practice. It is then nec-
essary to estimate the state (-, D, E,.1) and reconstruct the
disturbance .2 using the available measurement H(C).

4 Dynamic output-feedback controller design

Following a dual approach, we now design a state observer
for system (1)-(6). We first use an invertible backstepping
transform to map the system to a simpler target system [5],
for which the observer design is easier. The proposed
Luenberger-like observer is a copy of the target system
dynamics with dynamical output injection gains. Using
frequency analysis, their tuning guarantees the exponential
convergence of the estimated state towards the real one. It is
then possible to reconstruct the original state, including the
disturbance term. The proposed observer combines the pre-
viously designed control law to obtain an output-feedback
controller.

4.1 Observer design

4.1.1 Invertible transform and target system

Denote the target system state (j, F, h,Ω) ∈ X, where

Ω(C) =
(
Ω1 (C) | Ω2 (C)

))
is decomposed into two parts. This

new state is related to the original one by the following back-
stepping transform, using the indirect formulation

- (C) = j(C), (42)(
D(C, G)
E(C, G)

)
=

(
F(C, G)
h(C, G)

)
+

∫ G

0

(
!22 (G,H) !23 (G,H)
!32 (G,H) !33 (G,H)

) (
F(H)
h(H)

)
dH,

. (C) = Ω(C) +
∫ 1

0

(
!42 (H)
!52 (H)

)
F(H) +

(
!43 (H)
!53 (H)

)
h(H)dH. (43)

This transformation, denotedLobs, is invertible for the same
reasons as the transformation M in Section 3.1. Its in-
verse transformation is denoted Nobs. The kernel functions
!82, !83 ∈ C([0, 1];R∗×1) (∗ = < if 8 = 4, ∗ = ? if 8 = 5)
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and !22, !23, !32, !33 ∈ C(T −;R) are defined in the next
subsection.
Following the backstepping methodology, we aim to map
the original system to this new target system

¤j(C) = �0j(C) + �0h(C, 0) + �0* (C), (44)
FC (C, G) + _FG (C, G) = 6F (G)h(C, 0) + ℎF (G)j(C), (45)
hC (C, G) − `hG (C, G) = 6h (G)h(C, 0) + ℎh (G)j(C), (46)
¤Ω(C) = �obs1 Ω(C) +  h,0

Ω
h(C, 0) +  j

Ω
j(C), (47)

with the boundary conditions

F(C, 0) = @h(C, 0) + �0j(C), (48)
h(C, 1) = dF(C, 1) + �1Ω(C), (49)

with �obs1 defined by Assumption 5. The functions 6F , 6h
and ℎF , ℎh satisfy the well-posed set2 of Volterra integral
equations [45](

6F (G)
6h (G)

)
+

∫ G

0

(
!22 (G, H) !23 (G, H)
!32 (G, H) !33 (G, H)

) (
6F (H)
6h (H)

)
dH

= `

(
!23 (G, 0)
!33 (G, 0)

)
− _@

(
!22 (G, 0)
!32 (G, 0)

)
,(

ℎF (G)
ℎh (G)

)
+

∫ G

0

(
!22 (G, H) !23 (G, H)
!32 (G, H) !33 (G, H)

) (
ℎF (H)
ℎh (H)

)
dH

= −_
(
!22 (G, 0)�0

!32 (G, 0)�0

)
.

They are uniquely defined on [0, 1]. The terms  h,0
Ω
,  

j

Ω
are

then given by

 
h,0
Ω

= `

(
!43 (0)
!53 (0)

)
− _@

(
!42 (0)
!52 (0)

)
−

∫ 1

0

(
!42 (H) !43 (H)
!52 (H) !53 (H)

) (
6F (H)
6h (H)

)
dH,

 
j

Ω
= −_

(
!42 (0)�0

!52 (0)�0

)
−

∫ 1

0

(
!42 (H) !43 (H)
!52 (H) !53 (H)

) (
ℎF (H)
ℎh (H)

)
dH.

4.1.2 Kernel equations

To find the equations satisfied by the kernels !8 9 on their
definition domain, we derive equations (44)-(47) with re-
spect to space and time and integrate by parts. Kernels

2 Note that an explicit expression of 6F , 6h could have been
obtained using the transform Lobs with the direct formulation.
However, it would have led to more complex terms in the boundary
conditions (48)-(49).

!22, !23, !32, !33 satisfy the following set of PDEs

_!22
G (G, H) + _!22

H (G, H) = f+ (G)!32 (G, H), (50)
_!23

G (G, H) − `!23
H (G, H) = f+ (G)!33 (G, H),

`!32
G (G, H) − _!32

H (G, H) = −f− (G)!22 (G, H),
`!33

G (G, H) + `!33
H (G, H) = −f− (G)!23 (G, H),

with the boundary conditions

!23 (G, G) = f
+ (G)
_ + ` , !32 (G, G) = −f

− (G)
_ + ` ,

!22 (1, H) = 1
d
(!32 (1, H) − �1

(
!42 (H) |!52 (H)

))
),

!33 (1, H) = d!23 (1, H) + �1

(
!43 (H) |!53 (H)

))
.

The equations in Ω imply that !42, !43, !52, !53 satisfy the
following set of ODEs

_
d

dH

(
!42

!52

)
(H) =

(
�11 �12

0?×< �22

) (
!42

!52

)
(H) +

(
�1

0?×1

)
!22 (1, H),

− ` d
dH

(
!43

!53

)
(H) =

(
�11 �12

0?×< �22

) (
!43

!53

)
(H) +

(
�1

0?×1

)
!23 (1, H),

with the boundary conditions(
!42 (1)
!52 (1)

)
= −1

_
(d

(
!1

!2

)
+

(
�1

0?×1

)
),

(
!43 (1)
!53 (1)

)
= − 1

`

(
!1

!2

)
,

(51)

where the matrices !1 and !2 are defined in Assumption 5.
To show that this set of kernel equations admits a unique
solution, we can adjust the proof from [20], which states
the existence of a solution for a general class of kernel
equations. The kernels !42, !43, !52, !53 can be embedded
onto the triangular domain T +, by defining !̃8 9 (G, H) �
1G=1 (G, H)!8 9 (G), 8 ∈ {2, 3}, 9 ∈ {4, 5}. Following [20], we
conclude that this system admits a unique bounded solution.

4.1.3 Observer and error state

Using the measurement H(C) = �mes- (C) = �mesj(C) ∈
R=
′ , we now design an observer for the target system. The

observer state ( ĵ, F̂, ĥ, Ω̂) is the solution of a set of equations
that is a copy of the original dynamics, to which we add
dynamical output injection gains P whose structure is given
later3. The observer equations are

¤̂j(C) = �0 ĵ(C) + �0ĥ(C, 0) + �0* (C) (52)

3 The observer gains we define do not exactly correspond to the
one in the usual Luenberger observer formulation. They do not
correspond to static gains, and giving their explicit expression in
time is difficult. We use frequency analysis to determine their
expression in the Laplace domain.
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− %j (H(C) − �mes ĵ(C)) ,
F̂C + _F̂G = 6F (G)ĥ(C, 0) + ℎF (G) ĵ(C) − PF (C, G),
ĥC − `ĥG = 6h (G)ĥ(C, 0) + ℎh (G) ĵ(C) − Ph (C, G),
¤̂
Ω(C) = �obs1 Ω̂(C) +  h,0

Ω
ĥ(C, 0) +  j

Ω
ĵ(C) − PΩ (C),

with boundary conditions

F̂(C, 0) = @ĥ(C, 0) + �0 ĵ(C) − P0
F (C),

ĥ(C, 1) = dF̂(C, 1) + �1Ω̂(C). (53)

Initial conditions are arbitrarily chosen in X. The cor-
responding error state is defined by ( j̃, F̃, h̃, Ω̃) �
(j, F, h,Ω) − ( ĵ, F̂, ĥ, Ω̂). It satisfies

¤̃j(C) = �0 j̃(C) + �0h̃(C, 0) + %j�mes j̃(C), (54)
F̃C (C, G) + _F̃G (C, G) = 6F (G)h̃(C, 0) + ℎF (G) j̃(C) + PF (C, G),

(55)
h̃C (C, G) − `h̃G (C, G) = 6h (G)h̃(C, 0) + ℎh (G) j̃(C) + Ph (C, G),

(56)
¤̃Ω(C) = �obs1 Ω̃(C) +  h,0

Ω
h̃(C, 0) +  j

Ω
j̃(C) + PΩ (C), (57)

with the boundary conditions

F̃(C, 0) = @h̃(C, 0) + �0 j̃(C) + P0
F (C), (58)

h̃(C, 1) = dF̃(C, 1) + �1Ω̃(C). (59)

First, we can choose %j = !- , with !- given in Assump-
tion 5), such that (54) rewrites ¤̃j(C) = �obs0 j̃(C) +�0h̃(C, 0).

4.1.4 Frequency analysis of the error system

Our objective is now to design the injected signals
PF ,Ph ,PΩ,P0

F stabilizing the error system (54)-(59) in
the sense of the X−norm. We follow an approach similar to
the one given in Section 3.4.
With the chosen %j and since B� − �obs0 is non-singular on
the complex right-half plane (Assumption 5), the Laplace
transform of (54) gives

(B� − �obs0 ) j̃(B) = �0h̃(B, 0) (60)

=⇒ j̃(B) = (B� − �obs0 )−1�0h̃(B, 0) ∀B ∈ C+. (61)

Consider the function %mes (B) defined after Assumption 6,
and denote %−mes (B) any stable left-inverse. Note that it
can be computed using the Hermite normal form or the
procedure presented in [5]. Equation (61) implies that
%−mes�mes j̃(B) = Ẽ(B, 0).

Let us now focus on equations (55)-(56). We want to choose
signals PF ,Ph to suppress the in-domain couplings, such
that the two PDEs rewrite as pure transport equations. It im-
plies that F̃(C, G) ≡ F̃(C− G

_
, 0), h̃(C, G) ≡ h̃(C− 1−G

`
, 1) or, in

the frequency domain, F̃(B, 1) ≡ 4− B
_ F̃(B, 0) (B), h̃(B, 0) ≡

4
− B

` h̃(B, 1). Applying the method of characteristics to sys-
tem (55)-(56), we have

F̃(C, 1) =F̃(C − 1
_
, 1) +

∫ 1
_

0
6F (1 − _\)h̃(C − \, 0) (62)

+ ℎF (1 − _\) j̃(C − \) + PF (C − \, 1 − _\)d\,

h̃(C, 0) =h̃(C − 1
`
, 0) +

∫ 1
`

0
6h (`\)h̃(C − \, 0)

+ ℎh (`\) j̃(C − \) + Ph (C − \, `\)d\. (63)

Taking the Laplace transform of (62)-(63), and incorporating
(61), we have

F̃(B, 1) = 4− B
_ F̃(B, 0) +

∫ 1
_

0
(6F (1 − _\) + ℎF (1 − _\)

(B� − �obs0 )−1�0)h̃(B, 0) (B) + PF (B, 1 − _\))4−B\d\.
(64)

h̃(B, 0) = 4−
B
` h̃(B, 1) +

∫ 1
`

0
(6h (`\) (65)

+ ℎh (`\) (B� − �obs0 )−1�0)h̃(B, 0) + Ph (B, `\))4−B\d\.

We now consider that we have gains of the form PF (B, G) =
%F (B, G)�mes j̃(B), Ph (B, G) = %h (B, G)�mes j̃(B), which
only depend on the available measurement and the observer
state. To cancel the terms in the integral, we thus define the
transfer functions

%F (B, G) � −(6F (G) + ℎF (G) (B� − �obs0 )−1�0)%−mes (B).
(66)

%h (B, G) � −(6h (G) + ℎh (G) (B� − �obs0 )−1�0)%−mes (B).
(67)

Let us now consider the boundary condition (58). Taking its
Laplace transform and incorporating therein (61), we have

F̃(B, 0) = (@ + �0 (B� − �obs0 )−1�0)h̃(B, 0) + P0
F (B).

Choosing P0
F (B) � %0

F (B)�mes j̃(B), we define

%0
F (B) � −(@ + �0 (B� − �obs0 )−1�0)%−mes (B), (68)

such that the reflection terms at the boundary are cancelled4.
Finally, taking the Laplace transform of (57) and incorpo-
rating therein (61), we have

(B� − �obs1 )Ω(B) = ( h,0
Ω
+  j

Ω
(B� − �obs0 )−1�0)h̃(B, 0)

+ PΩ (B),

with B�−�obs1 non-singular on C+ by Assumption 5. With an
input signal of form PΩ (B) = %Ω (B)�mes j̃(B), the transfer

4 Although canceling boundary reflection terms can have negative
effects on robustness margins [4], the use of an adequate low-pass
filter does not, however, prevent the output feedback control law
from being robust with regard to small delays [6].
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function

%Ω (B) = −( h,0
Ω
+  j

Ω
(B� − �obs0 )−1�0)%−mes (B), (69)

guarantees the convergence of Ω̃ to zero. Finally, we can
use a low-pass filter l(B) to ensure all the transfer functions
defining the observer gains are strictly proper

PF (B, G) = l(B)%F (B, G)�mes j̃(B), (70)
Ph (B, G) = l(B)%h (B, G)�mes j̃(B), (71)
PΩ (B) = l(B)%Ω (B)�mes j̃(B), (72)
P0
F (B) = l(B)%0

F (B)�mes j̃(B). (73)

The exponential stability of the error system is stated in the
following theorem

Theorem 9 Let l(B) be any low pass filter with a suffi-
ciently high relative degree, and 0 < X̃ < 1 sufficiently small,
such that

∀G ∈ R, |1 − l( 9G) | < 1 − X̃
|d@ | + f̄(�obs ( 9G))

, (74)

with
�obs (B) � d

[
4−gB�0 (B� − �obs0 )−1 + 4−

B
`× (75)∫ 1

_

0

(
6F (1 − _\) + ℎF (1 − _\) (B� − �obs0 )−1�0

)
4−B\d\

]
+

∫ 1
`

0

(
6h (`\) + ℎh (`\) (B� − �obs0 )−1�0

)
4−B\d\

+ �1 (B� − �obs1 )−1
(
 
a,0
Ω
+  j

Ω
(B� − �obs0 )−1�0

)
.

Consider the dynamic output feedback gains (70)-(73) with
%F (B, G), %h (B, G), %Ω (B), %0

F (B) defined by (66)-(69).
Then, under Assumptions 5 and 6, the error system (54)-
(59), with any initial conditions in X, is exponentially stable
in the sense of the X−norm.

PROOF. First, we emphasize that we can always find a low
pass filterl and a coefficient X̃ such that condition (74) is sat-
isfied. Indeed, the transfer function�obs (B) is strictly proper
and uniformly bounded in the right-half complex plane as a
sum of strictly proper transfer functions. The integral term
goes to zero at high frequencies by the Riemann-Lebesgue
lemma. Thus, at high frequency, |�obs ( 9G) | −→ 0 and the
gain of the low-pass filter goes to zero |l( 9G) | −→ 0. Since
|d@ | < 1 by Assumption 1, we can choose 0 < X̃ < 1− |d@ |.
An example of an adequate filter design is proposed in [6].
Plugging (70)-(73) into the Laplace transform of (54)-(59),
we obtain

j̃(B) = (B� − �obs0 )−1�0h̃(B, 0),

F̃(B, 1) = 4− B
_ F̃(B, 0) − (1 − l(B))

∫ 1
_

0
[6F (1 − _\)

+ ℎF (1 − _\) (B� − �obs0 )−1�0]4−B\d\h̃(B, 0),

h̃(B, 0) = 4−
B
` h̃(B, 1) − (1 − l(B))

∫ 1
`

0
[6h (`\)

+ ℎh (`\) (B� − �obs0 )−1�0]4−B\d\h̃(B, 0),
(B� − �obs1 )Ω(B) = (1 − l(B)) [( a,0

Ω
h̃(B, 0) +  j

Ω
j̃(B)],

F̃(B, 0) = (1 − l(B)) [@h̃(B, 0) + �0 j̃(B)],
h(B, 1) = dF̃(B, 1) + �1Ω(B).

Combining the above equations, the closed-loop dynamics
of h̃(., 0) rewrite

h̃(B, 0) = (1 − l(B)) [d@4−Bg + �obs (B)]h̃(B, 0),
= Φobs (B)h̃(B, 0), (76)

with �obs (B) defined in (75). Thus, Φobs (B) is stable and
strictly proper. We have

f̄(Φobs ( 9G)) ≤ |1 − l( 9G) | f̄(d@4
− 9 gG + �obs ( 9G))

< 1 − X̃, ∀G ∈ R, by (74).

This implies that ‖Φobs‖∞ < 1, which is a sufficient con-
dition for exponential stability of h̃(., 0) in (76). The end of
the proof is a consequence of Assumption 5. �

Under Assumption 6, we thus designed dynamical observer
gains stabilizing the target error system. Let us now define
the original observer state

( -̂, D̂, Ê, .̂ ) = Lobs ( ĵ, F̂, ĥ, Ω̂). (77)

We have

Corollary 10 Let l(B) be any low pass filter with a
sufficiently high relative degree, satisfying (74) and
the dynamic output feedback of form (70)-(73) with
%F (B, G), %h (B, G), %Ω (B) and %0

F (B) defined by (66)-(69).
Then, under assumptions 5, and 6, the observer state (77)
converges towards the original state (-, D, E,. ) exponen-
tially.

PROOF. Under the corollary assumptions, the target error
state converges to zero at an exponential rate by Theorem 11.
Consequently, the target observer state converges towards
the target state. We, therefore, have access to an estima-
tion of the state (j, F, h,Ω) with the observer state. Using
the invertible backstepping transform Lobs defined by (42)-
(43), we can reconstruct the original state (-, D, E,. ). In-
deed, we can define the original error state as ( -̃, D̃, Ẽ, .̃ ) =
(-, D, E,. )−( -̂, D̂, Ê, .̂ ). Since the backstepping transform is
invertible, the original error system shares the same stability
properties with the target error system, and is thus exponen-
tially stable. Since the original error state converges to zero,
the original observer is a correct estimation of the original
state. �
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4.2 Output-feedback controller

We can now state the most important result of this paper.

Theorem 11 Consider system (1)-(6)with the observer (52)-
(53), (77) and the control law

*̂ (B) =(�̃b (B)�0 + �0) [-̂ (B) −  14.̂1 (B)

−
∫ 1

0
 12 (H)D̂(B, H) +  13 (H)Ê(B, H)dH]

+ [�̃[ (B) − (�̃b (B)�0 + �0) 15].̂2 (B), (78)

with �̃b (C) defined by (39) and �̃[ (B) defined in (37). Then,
for all initial conditions (-0, D0, E0, .0) ∈ X, the virtual
output n (C) exponentially converges to zero and the state of
the system remains bounded in the X−norm.

PROOF. Using the previous results, we need to show that
the dynamics of �0b are stabilized by the output feedback
law (78). By Corollary 10, the error state ( -̃, D̃, Ẽ, .̃ ) expo-
nentially converges to zero. Due to the invertibility of the
backstepping transformK defined in (11)-(12), the target er-
ror state (b̃, Ũ, Ṽ, [̃) = K( -̃, D̃, Ẽ, .̃ ) is exponentially stable.
Denote E the well-defined linear operator such that *̂ =

E(b̂, Û, V̂, [̂) = E(b, U, V, [) − E(b̃, Ũ, Ṽ, [̃). The dynamics
of b and the error state have a cascaded structure. Indeed,
from (31), we have

(B� − �̄0)b (B) = � (B)�0b (B) + � (B)[2 (B)
+ �0 (*̂ (B) − �0b (B)),

and then by linearity

(B� − �̄0)b (B) = � (B)�0b (B) + � (B)[2 (B) + �0*̄ (B)︸                                                                ︷︷                                                                ︸
exponentially stable dynamics
−�0E(b̃, Ũ, Ṽ, [̃).︸                ︷︷                ︸

autonomous exponentially stable system

The dynamics of (U, V, [) are not modified, and �0b con-
verges to zero. We can apply the results from Section 3.5 to
conclude. �

5 Numerical simulation

In this section, we illustrate the performance of our output
feedback controller in two test cases where the original open-
loop system is unstable. In the first test case, we consider an
industry-inspired example in which the two ODE systems
are exponentially stable with a slow convergence rate. Such
a situation can appear when modeling the evolution of axial
vibrations in drilling devices [3,9]. In this case, the actuator
dynamics (ODE -) and the linearized bit-rock interaction

law (ODE . ) are exponentially stable. For this application
test case, some non-linear dynamics might cause undesired
oscillations such as bit-bouncing, which must be neglected
here. Although the ODEs are exponentially stable in this first
example, the coupling with the PDE can make the intercon-
nected system unstable. The control objective in this test case
is to follow a sinusoidal signal in the presence of a constant
disturbance. The second test case is an academic example
where we fully exploit the weakest form of all assumptions.
It is a worst-case scenario, inspired by [13], where all the
subsystems are independently unstable, only stabilizable and
detectable. The controller has to compensate for all the in-
stabilities in the system. Such pathological test case is cho-
sen on purpose as it does not satisfy the conditions of results
found in the literature. The control objective is here to stabi-
lize the system in the presence of a sinusoidal disturbance.
For both examples, the system, the observer, and the con-
troller were implemented using Matlab and Simulink. The
evolution of the PDE systems was simulated using an ex-
plicit in-time, first-order, upwind finite difference method.
The ODE states were simulated using a Runge-Kutta solver
(order 4) with fixed timesteps. The transfer functions in the
control law were transformed into a state-space representa-
tion for implementation. The evolution of the systems was
computed with a CFL number equal to 0.5.

5.1 First test case: trajectory tracking in the presence of a
constant disturbance

Consider system (1)-(6) with the following numerical values:
_ = 2, ` = 0.7, f+ (G) = 0.5 + 0.1 sin(G), f− = 0.5, d = 0.5,
@ = 0.6. The ODE dynamics are in dimension = = 4, < =

3, 2 = 2, and defined by the matrices

�0 =

©«
0 0.014 0 0.01
−4.2 −0.5 0 0

0 0 −0.15 0.2
0 0 0 −0.11

ª®®®®®®¬
, �0 =

©«
0 0
0 −1
1 −1
0 0

ª®®®®®®¬
, �0 =

©«
0.2
−0.1
0.01

0

ª®®®®®®¬
,

�0 =
(
0.1 0 0 −0.05

)
, �1 =

(
0 1 0.5 0.1 0 0

)
,

�11 =
©«
−0.29 0.14 0
−0.14 0 0.1

0 0 −0.9

ª®®®¬ , �21 =
©«
0 0 0
0 0 0
0 0 0

ª®®®¬ , �12 =
©«
1 0 0
0 0 0
0 0 0

ª®®®¬ ,
�22 =

©«
0 0 0
0 0 1
0 −1 0

ª®®®¬ , �1 =
©«
−0.1
−0.1

0

ª®®®¬ .
With this choice of coefficients, the two ODE subsystems
are independently exponentially stable as �0 and �1 are
Hurwitz. However, the interconnection with the PDE makes
the interconnection unstable, as seen in Figure 2. With this
choice of matrices, the exogenous state has the following
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Fig. 2. Evolution of the distal ODE state .1 (C) in open-loop for
the first test case (divided by 1010).

dynamics

¤.2 (C) = �22.2 (C), with . =
(
.pert .ref ¤.ref

)>
.

The constant disturbance acts on the first component of
.1 (C) and the right boundary of the PDE system. The vir-
tual input is defined by n (C) = .1,1 (C) −.ref (C), which gives
�4 =

(
1 0 0 −1 0 0

)
, that is, we want the first component

of .1 to track the reference sinusoidal signal. We can eas-
ily verify that the different assumptions are satisfied. The
control kernels " 8 9 ,  8 9 (Section 3) and the observer ker-
nels !8 9 , # 8 9 (Section 4.1) are computed off-line using a
fixed-point algorithm based on the successive approxima-
tion technique, with a tolerance of 10−7. The integral terms
are numerically approximated by the trapezoidal method.
We used a nx = 101 points mesh to discretize the space
domain. Since the ODEs are naturally exponentially stable
in this example, we choose small observer and controller
gains to avoid numerical problems. In particular, we choose
�0 = 0, !- = 0, �1 = 0, and

!1 =
(
0 −0.1 0

)>
, !2 =

(
0.02 0 0

)>
.

The control input is subject to a 0.1s delay. We used simple
low-pass filters of 4th order with different bandwidths as de-
tailed in [6]. The observer is initialized with arbitrary values.
The simulations are obtained in less than one minute, and
the proposed control strategy guarantees the convergence of
the virtual output to zero: as seen in Figure 3, the signal
.1 converges to the reference signal. Moreover, the corre-
sponding estimations match the real signals. The associated
control effort is pictured in Figure 4. Finally, a 3D represen-
tation of E(C, G) is given in Figure 3. This signal oscillates
in the steady state as expected since the reference signal is
a sinusoidal function. Finally, the estimation of the constant
disturbance is pictured in Figure 6. This estimated signal
does not perfectly converge to the real value but some small
oscillations remain. These oscillations are induced by the
numerical approximations and may decrease when using a

smaller time step. Note that this system remains numerically
stiff due to the high bandwidth of the filtered inverse subsys-
tems and the slow components in some of the ODE systems.
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Fig. 3. Evolution of the distal ODE state .1,1 (C) and its estimation
in closed-loop for the first test case. The reference signal .ref and
its estimation are also pictured.
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Fig. 4. Evolution of control efforts *1 (C) and *2 (C) for the first
test case.

Fig. 5. Evolution of PDE state E(C, G) for the first test case.
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Fig. 6. Evolution of the disturbance signal .dist and its estimation
.̂dist in the first test case.

5.2 Second test case: sinusoidal disturbance rejection for
a pathological system

In this second test case, we consider the disturbance rejec-
tion problem for a worst-case scenario. It is an academic
example, inspired by [13], that illustrates how the proposed
approach fully exploits the weakest form of all assumptions.
Consider system (1)-(6) with the following numerical val-
ues: _ = 2, ` = 0.7, f+ = 0.3, f− = 0.2, d = 0.5, @ = 0.6.
The in-domain coupling terms are constant to reduce the
computational effort, which is already very important. The
ODE dynamics are in dimension = = 4, < = 3, ? = 3, and
defined by the matrices

�0 =

©«
0 0.14 0 0.1
0 0 0.14 0

0.29 −0.43 0.57 0.2
0 0 0 −1.1

ª®®®®®®¬
, �0 =

©«
0 0
0 −1
1 −1
0 0

ª®®®®®®¬
, �0 =

©«
2
−1
0.1
0

ª®®®®®®¬
,

�0 =
(
1 0 0 −0.5

)
, �11 =

(
3 −0.6 0

)
,

�11 =
©«

0.1 0 0
0.05 −0.1 −0.02

0 0 −0.2

ª®®®¬ , �1 =
©«

0.1
−0.05

0

ª®®®¬ .
The exogenous system is a sinusoidal signal that verifies

¤.2 (C) = �22.2 (C) =
(

0 c

−c 0

)
.2 (C).

The exogenous signal only acts on the . -ODE subsystem
(i.e., �12 = [0, 0]) through the matrix �12 defined by

�12 =

(
0 0.2 0.05

0.1 0 0

))
.

The virtual input is defined by �4 =
(
1 0 0 0 0

)
, such that

n (C) = .1,1 (C). Thus, the control objective is to stabilize the

first component of .1 (C) in the presence of an exogenous
sinusoidal disturbance. This second test case can be con-
sidered as a worst-case scenario since all the subsystems
are independently unstable, only stabilizable or detectable.
However, we can verify that the different assumptions are
satisfied. Notice in particular that �12 ∉ �<(�1) (unmatched
disturbance), �0�0 = 0, �0 ∉ �<(�0) and (�0, �0) is not
controllable but is stabilizable. We chose the same system
as in [13] since it has the right properties to illustrate the
assumptions in the paper (detectability, stabilizability, un-
stable system, unmatched disturbances, etc.) while having a
reasonable complexity and order. As illustrated in Figure 7,
the norm of the unstable open-loop system explodes. To de-
sign the observer and the output-feedback control law, we
used the following set of coefficients

�0 =

(
41.71 5.43 −1.93 0

42 5 0.14 0

)
, �1 =

(
−5 −15 0

)
,

!- =

©«
−2.45 −0.21
−0.22 −3.49
−15.34 187.6
−129.5 20.2

ª®®®®®®¬
, !1 =

©«
−0.72

0
−0.1

ª®®®¬ , !2 =

(
−21.2
27.9

)
,

and !. =

(
−0.72 0 −0.1 −21.1 27.9

))
. The control and

observer kernels are computed off-line using as in the pre-
vious example, but with a reduced space step of 0.0025. It
implies that the computational time required to simulate the
system is much larger. Then, the system under considera-
tion is numerically very stiff and takes an important effort
to simulate. We used simple low-pass filters of 4th order
with different bandwidths as detailed in [6]. The observer
is initialized with values corresponding to 60% of the real
values. The system is subject to a 10ms input delay, corre-
sponding to about 10 time steps. Although this input delay
is small, it is large enough to be distinguished from numer-
ical artifacts. To avoid numerical issues with a larger delay,
we would need a smaller time step, and consequently, the
simulations would require a longer computation time. Due
to the large computational cost of running these simulations,
we did not consider higher delay values. Moreover, we recall
that our theoretical result is the existence of a non-zero de-
lay margin and not its explicit characterization. As shown in
Figure 8, the virtual output n (C) converges to zero with the
output-feedback control law, even in the presence of the dis-
turbance signal. The control objective is therefore fulfilled.

The control inputs are pictured in Figure 9 and the evolu-
tion of the PDE state E(C, G) in Figure 10. This state remains
bounded. The controller takes very large values, compared
to the first test case, since it has to compensate for all the
system’s instabilities (particularly those in the distal ODE
system). The delay margin is non-zero but might be small
in this highly unstable case. As seen previously, we can ex-
pect better simulation behavior and delay margins for less
unstable systems. In a practical application, as for a heavy
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Fig. 7. Evolution of the X-norm in open-loop for the second test
case.
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Fig. 8. Evolution of the distal ODE state .1 (C) (blue) for the second
test case, in the presence of a disturbance .dist (dotted pink).

industrial system, we would not expect all of the components
of the interconnected system to be independently unstable
and simply stabilizable. In particular, the PDE would most
likely be destabilized by the interconnection with the ODE
and not by itself, and the actuator would not be an unstable
ODE. The actuation will then likely require a lot less energy.
Furthermore, we would expect a slow system with a smaller
bandwidth to have a higher delay margin naturally. Optimiz-
ing the filter could increase the delay margin, yet, without a
theoretical bound for this, it is outside of the scope of this
paper.
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Fig. 9. Evolution of the control inputs *1 (C) (blue) and *2 (C) (red)
for the second test case.

Fig. 10. Evolution of the PDE state E(C, G) for the second test case.
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Fig. 11. Evolution of the X−norm of the error state for the second
test case.

Finally, the evolution of the norm of the error state is rep-
resented in Figure 11. As expected, the error seems to con-
verge to zero after the transient. However, the final value is
not precisely zero. Even if this discrepancy does not pre-
vent the stabilization of the virtual output in a closed loop, it
means that some of our states are not correctly reconstructed.
This mismatch is due mainly to numerical issues since we
noticed that reducing the space step, and consequently the
time step, implied getting better estimates. Indeed, when per-
forming the backstepping transformations, some kernels or
some states may have large values compared to others, which
could explain the sensitivity when performing the change
of coordinates. Reducing the space step may slow the com-
putations, which is a problem in a real implementation. It
could be interesting to consider implicit solvers or use the
Simpson method to compute the different integral terms in-
stead of the trapezoidal method to overcome this numerical
problem, which is currently a limitation to the proposed ap-
proach. Finally, it is essential to mention that this numerical
issue occurs because of the strong instability of the open-
loop system chosen as an example. Once again, the second
simulation scenario was selected on purpose, not as a "nice"
case, but one that does not satisfy the conditions of previous
results in the literature.
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6 Notes, comments and concluding remarks

In this paper, we designed a strictly proper dynamic output-
feedback controller to solve the output regulation and output
tracking problem for a class of interconnected ODE-PDE-
ODE systems. The load dynamics at the unactuated end
of the interconnection were dynamically augmented with a
finite-dimensional exosystem modeling possible trajectory
and disturbance inputs. The control design is based on the
backstepping methodology, and stability analysis is done in
the frequency domain. We use a similar approach to design
an observer for state estimation and disturbance reconstruc-
tion. We guaranteed the robustness of the resulting output
feedback controller using filtering techniques. This approach
is illustrated in simulation on two test cases. These simu-
lations raised some potential numerical limitations. Conse-
quently, we should investigate model reduction techniques
to ease the implementation of the proposed control strate-
gies. Future contributions could also focus on leveraging the
proposed assumptions.
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