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# FROM INGHAM TO NAZAROV'S INEQUALITY: A SURVEY ON SOME TRIGONOMETRIC INEQUALITIES 

PHILIPPE JAMING \& CHADI SABA


#### Abstract

The aim of this paper is to give an overview of some inequalities about $L^{p}$-norms ( $p=1$ or $p=2$ ) of harmonic (periodic) and non-harmonic trigonometric polynomials. Among the material covered, we mention Ingham's Inequality about $L^{2}$ norms of non-harmonic trigonometric polynomials, the proof of the Littlewood conjecture by Mc Gehee, Pigno and Smith on the lower bound of the $L^{1}$ norm of harmonic trigonometric polynomials as well as its counterpart in the non-harmonic case due to Nazarov. For the latter one, we give a quantitative estimate that completes our recent result with an estimate of $L^{1}$-norms over small intervals.

We also give some stronger lower bounds when the frequencies satisfy some more restrictive conditions (lacunary Fourier series, "multi-step arithmetic sequences").

Most proofs are close to existing ones and some open questions are mentioned at the end.
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## 1. Introduction

The aim of this paper is to give an overview of the main estimates of $L^{p}$-norms of harmonic and nonharmonic trigonometric polynomials, when $p=2$ and $p=1$. In many fields of mathematics, ranging from number theory (see e.g. the previous survey [1]) to signal processing and PDEs, one is lead to investigate such norms. Our main motivation comes from the use of Ingham's inequality (lower and upper estimates of $L^{2}$-norms of non-harmonic trigonometric polynomials) in control theory of PDEs. We refer the interested reader to the book by Komornik and Loreti [14]

[^0]Let us not be more precise. We will here restrict attention to $p=2$ or $p=1$ and investigate $L^{p}$-norm estimates of (harmonic) trigonometric polynomials

$$
\int_{-1 / 2}^{1 / 2}\left|\sum_{k=-N}^{N} c_{k} e^{2 i \pi n_{k} t}\right|^{p} \mathrm{~d} t \quad c_{k} \subset \mathbb{C}, n_{k} \subset \mathbb{N}
$$

or non-harmonic trigonometric polynomials

$$
\frac{1}{T} \int_{-T / 2}^{T / 2}\left|\sum_{k=-N}^{N} c_{k} e^{2 i \pi \lambda_{k} t}\right|^{p} \mathrm{~d} t \quad T>0, c_{k} \subset \mathbb{C}, \lambda_{k} \subset \mathbb{R}
$$

as well as their limits when $T \rightarrow+\infty$

$$
\limsup _{T \rightarrow+\infty} \frac{1}{T} \int_{-T / 2}^{T / 2}\left|\sum_{k=-N}^{N} c_{k} e^{2 i \pi \lambda_{k} t}\right|^{p} \mathrm{~d} t \quad T>0, c_{k} \subset \mathbb{C}, \lambda_{k} \subset \mathbb{R}
$$

(that is Besicovitch norms). Note for future use that, when the $\lambda_{k}$ 's are all integers, we recover the $L^{p}([-1 / 2,1 / 2])$ norms.

The simplest case $p=2$ for harmonic trigonometric polynomials known by Parseval's relation states that

$$
\int_{-1 / 2}^{1 / 2}\left|\sum_{k=-N}^{N} c_{k} e^{2 i \pi k t}\right|^{2} \mathrm{~d} t=\sum_{k=-N}^{N}\left|c_{k}\right|^{2} .
$$

The situation becomes much complicated for non-harmonic trigonometric polynomials but is well understood thanks to a deep result by Ingham:

Theorem A (Ingham). Let $T>1$, then there are two constants $A$ and $B$ such that
-for every sequence $\left(\lambda_{k}\right)_{k \in \mathbb{Z}}$ with $\lambda_{k+1}-\lambda_{k} \geq 1$,
-for every complex sequence $\left(c_{k}\right)_{k=-N, \ldots, N}$
for every integer $N \geq 1$,

$$
\begin{equation*}
A \sum_{k=-N}^{N}\left|c_{k}\right|^{2} \leq \frac{1}{T} \int_{-T / 2}^{T / 2} \sum_{k=-N}^{N}\left|c_{k} e^{2 i \pi \lambda_{k} t}\right|^{2} \mathrm{~d} t \leq B \sum_{k=-N}^{N}\left|c_{k}\right|^{2} \tag{1.1}
\end{equation*}
$$

The condition $T>1$ is optimal in the following sense; When $T=1$, there is a sequence $\left(\lambda_{k}\right)_{k \in \mathbb{Z}}$ with $\lambda_{k+1}-\lambda_{k} \geq 1$ and a sequence $\left(c_{k}\right) \in \ell^{2}$ such that the lower bound in does not hold for every $N$ for any $A>0$.

Note that the upper bound in (1.1) holds for every $T>0$, the restriction $T>1$ is only needed for the lower bound, which is the most interesting one for control theory. In the next section, we will present Ingham's proof and also compute the constants $A$ and $B$. We will also present an argument due to Haraux that allows to obtain the lower bound with $T$ arbitrarily small when $\left|\lambda_{k+1}-\lambda_{k}\right| \rightarrow+\infty$ when $k \rightarrow \pm \infty$.

Once the $L^{2}$-theory settled, we will move to the $L^{1}$-theory which is much richer. To start with, the behavior of the $L^{1}$-norm of a trigonometric polynomial may depend on the frequencies. There are two extreme cases

- the frequencies form an arithmetic sequence, e.g. the Dirichlet kernel, one might expect the $L^{1}$-norm to be small in view of the estimate: when $N \rightarrow+\infty$

$$
\int_{-1 / 2}^{1 / 2}\left|\sum_{k=-N}^{N} e^{2 i \pi k t}\right| \mathrm{d} t=\frac{4}{\pi^{2}} \ln N+O(1)
$$

- the frequencies form a geometric sequence, or more generally a lacunary sequence ( $n_{k+1} \geq q n_{k}$ with $q>1$ ) then the $L^{1}$-norms are much large: for $N$ large enough

$$
\int_{-1 / 2}^{1 / 2}\left|\sum_{k=0}^{N} e^{2 i \pi n_{k} t}\right| \mathrm{d} t \geq C \sqrt{N}
$$

We will prove these two estimates in Section 3. In view of those estimates, Littlewood conjectured that the Dirichlet kernel has worse possible behavior, namely that

$$
L_{N}:=\inf _{n_{0}<n_{1}<\cdots<n_{N}} \int_{-1 / 2}^{1 / 2}\left|\sum_{k=0}^{N} e^{2 i \pi n_{k} t}\right| \mathrm{d} t \geq C \log N
$$

for some constant $C \leq \frac{4}{\pi^{2}}$. The first non-trivial estimate was obtained by Cohen [5] who proved that

$$
L_{N} \geq C(\ln N / \ln \ln N)^{1 / 8}
$$

for $N \geq 4$. Subsequent improvements are due to Davenport [6], Fournier [8] and crucial contributions by Pichorides [19, 20, 21, 22] leading to $L_{N} \geq C \ln N /(\ln \ln N)^{2}$. Finally, Littlewood's conjecture was proved independently by Konyagin [15] and Mc Gehee, Pigno, Smith [16] in 1981. In both papers, Littlewood's conjecture is actually obtained as a corollary of a stronger result (and they are not consequences of one another). The second one is the one we will focus on here and is the following result:

Theorem B (Mc Gehee, Pigno \& Smith [16]). For $n_{1}<n_{2}<\cdots<n_{N}$ integers and $a_{1}, \ldots, a_{N}$ complex numbers,

$$
\int_{-1 / 2}^{1 / 2}\left|\sum_{k=1}^{N} a_{k} e^{2 i \pi n_{k} t}\right| \mathrm{d} t \geq C_{M P S} \sum_{k=1}^{N} \frac{\left|a_{k}\right|}{k}
$$

where $C_{M P S}$ is a universal constant $\left(C_{M P S}=1 / 30\right.$ would do $)$.
We will present its proof below.
We would like to insist that this is the worse possible behavior. To start, as we already mentioned, in the lacunary case, the lower bound is $\sqrt{N}$. We will show a recent result of Hanson [10] who considered a family of sets (so-called "strongly multi-dimensional sets") of which the simplest example is a multi-step arithmetic sequence. By that, we mean a sequence $n_{j M+k}=j D+k d, j \in \mathbb{Z}, k=0, \ldots, M-1$ and $M d \ll D$. In other words, we take an arithmetic sequence with large step $D$ and, after each element of the sequence, we add a small piece of an arithmetic sequence with small step. It is then shown that

$$
\int_{-1 / 2}^{1 / 2}\left|\sum_{j=0}^{N} \sum_{k=0}^{M} e^{2 i \pi(j D+k d) t}\right| \mathrm{d} t \geq C \ln N \ln M
$$

We also present an example of Newman that constructed $a_{0}, \ldots, a_{N}$ all of modulus 1 such that

$$
\int_{-1 / 2}^{1 / 2}\left|\sum_{k=0}^{N} a_{k} e^{2 i \pi k t}\right| \mathrm{d} t \geq \sqrt{N}-C
$$

This shows that it is possible to be far away from the lower bound (and actually near to the best possible upper bound).

The last part of this survey is devoted to $L^{1}$-norms of non-harmonic trigonometric polynomials. The best result to day is the following:

Theorem C. Let $\lambda_{0}<\lambda_{2}<\cdots<\lambda_{N}$ be $N$ distinct real numbers and $a_{0}, \ldots, a_{N}$ be complex numbers. Then
(i) we have

$$
\lim _{T \rightarrow+\infty} \frac{1}{T} \int_{-T / 2}^{T / 2}\left|\sum_{k=0}^{N} a_{k} e^{2 i \pi \lambda_{k} t}\right| \mathrm{d} t \geq \frac{1}{26} \sum_{k=1}^{N} \frac{\left|a_{k}\right|}{k+1} .
$$

(ii) If further $a_{0}, \ldots, a_{N}$ all have modulus larger than $1,\left|a_{k}\right| \geq 1$ then

$$
\lim _{T \rightarrow+\infty} \frac{1}{T} \int_{-T / 2}^{T / 2}\left|\sum_{k=0}^{N} a_{k} e^{2 i \pi \lambda_{k} t}\right| \mathrm{d} t \geq \frac{4}{\pi^{3}} \ln N
$$

(iii) Assume further that for $k=0, \ldots, N-1, \lambda_{k+1}-\lambda_{k} \geq 1$, then, for every $T>1$, there exists $a$ constant $C(T)$ such that, for every $a_{0}, \ldots, a_{N} \in \mathbb{C}$,

$$
\frac{1}{T} \int_{-T / 2}^{T / 2}\left|\sum_{k=0}^{N} a_{k} e^{2 i \pi \lambda_{k} t}\right| \mathrm{d} t \geq C(T) \sum_{k=1}^{N} \frac{\left|a_{k}\right|}{k+1} .
$$

Moreover,
(a) for $T \geq 72$ we can take $C(T)=\frac{1}{122}$;
(b) for $1<T \leq 2, C(T)=O\left((T-1)^{15 / 2}\right)$.

Let us comment on this theorem. To start with, the theorem is essentially a quantitative version of a result of F. Nazarov [17] and is due to the authors together with K. Kellay [13]. Only the case $1<T \leq 2$ has not been presented before. To be more precise, when the $\lambda_{k}$ 's are integers, this is of course the result of Mc Gehee, Pigno and Smith while Point 2 comes from a slight modification of their argument by Stegeman and Yabuta. Note that the constants are the same as those in Theorem B (and are actually a bit better). While it is obvious that this inequality implies Theorem $B$ (with the same constant), there is an elegant argument by Hudson and Leckband [11] that allows to show that the converse is also true. We will present this argument below. Point 3 is due to Nazarov with non-explicit constant. A direct proof of this theorem is given in [13] with the explicit constants mentioned above. Only the case of small $T$ has not been presented so far and is thus the main novelty of the present paper. It is obtained by a very mild modification of Nazarov's proof. Note also that once we have established Point 3 for some $T_{0}$, it is valid for all $T \geq T_{0}$ so that we actually recover Nazarov's original result (with much worse constants than the ones stated above).

The remaining of the paper is organised as follows: Section 2 is devoted to the $L^{2}$ case and we prove the inequalities in Ingham's Theorem in Section 2.1 and the necessity of the condition $T>1$ in Section 2.2. Further, Haraux's argument is presented in Section 2.3.

In Section 3, we investigate the $L^{1}$ norms when the frequencies are integers. We start with the classical asymptotic estimate of the Dirichlet kernel and devote Section 2.2 to lacunary trigonometric polynomials. Section 3.3 is devoted to Mc Gehee, Pigno, Smith's proof of Littlewood's conjecture. In Section 3.4 we present Hanson's result on strongly multidimensional sequences and we conclude in Section 3.5 with the result of Newman.

Section 4 is devoted to the case of non-harmonic trigonometric polynomials. We start in Section 4.1 with the argument of Hudson and Leckband and then extend the case of lacunary trigonometric polynomials to the non-harmonic setting and the Besicovitch $L^{1}$-norms. We conclude this section with the proof of the quantitative version of Nazarov's theorem for small $T$.

In the last section, we present a few open questions.

## 2. $L^{2}$ ESTIMATES

2.1. Ingham's inequalities. The aim of this section is to show the following: let $\Lambda=\left\{\lambda_{k}\right\}_{k \in \mathbb{Z}} \subset \mathbb{R}$ be a 1 -separated sequence, $\left|\lambda_{k}-\lambda_{\ell}\right| \geq 1$ if $k \neq \ell$. Let $\mathcal{P}(\Lambda)$ be the set of (non-harmonic) trigonometric polynomials

$$
\mathcal{P}(\Lambda)=\left\{P(t):=\sum_{k \in \mathbb{Z}} a_{k} e^{2 i \pi \lambda_{k} t}:\left(a_{k}\right)_{k \in \mathbb{Z}} \subset \mathbb{C} \text { with finite support }\right\} .
$$

Note that, if $P \in \mathcal{P}(\Lambda)$ is given, then the $a_{k}$ 's are determined by

$$
a_{k}=\lim _{T \rightarrow+\infty} \frac{1}{T} \int_{-T / 2}^{T / 2} P(t) e^{-2 i \pi \lambda_{k} t} \mathrm{~d} t
$$

We can then define two natural norms on $\mathcal{P}(\Lambda)$, namely

$$
\|P\|_{L^{2}([-T / 2, T / 2])}:=\left(\frac{1}{T} \int_{-T / 2}^{T / 2}|P(t)|^{2} \mathrm{~d} t\right)^{\frac{1}{2}}
$$

and

$$
\|P\|_{t^{2}}:=\left(\sum_{k \in \mathbb{Z}}\left|a_{k}\right|^{2}\right)^{\frac{1}{2}}
$$

Our aim in this section is to show that, when $T>1$, these two norms are equivalent. This is done by proving two inequalities. The first one is the direct inequality:

Proposition 2.1 (Ingham's direct inequality). Let $\left(a_{k}\right)_{k \in \mathbb{Z}}$ be a finitely supported sequence of complex numbers and $\left(\lambda_{k}\right)_{k \in \mathbb{Z}}$ be a sequence of real numbers with $\lambda_{k+1}-\lambda_{k} \geq 1$. For every $T>0$,

$$
\begin{equation*}
\frac{1}{T} \int_{-T / 2}^{T / 2}\left|\sum_{k \in \mathbb{Z}} a_{k} e^{2 i \pi \lambda_{k} t}\right|^{2} d t \leq 2 \frac{T+1}{T} \sum_{k \in \mathbb{Z}}\left|a_{k}\right|^{2} \tag{2.1}
\end{equation*}
$$

Proof. We consider the function $H$ on $\mathbb{R}$ defined by

$$
h(x)= \begin{cases}\cos \pi t & \text { when }|x| \leq \frac{1}{2} \\ 0 & \text { otherwise }\end{cases}
$$

As $h$ is real and even, its Fourier transform is given by

$$
\widehat{h}(t)=2 \int_{0}^{1 / 2} \cos \pi x \cos 2 \pi x t \mathrm{~d} x=\frac{2}{\pi} \frac{\cos \pi t}{1-4 t^{2}}
$$

with the understanding that $\hat{h}(1 / 2)=\frac{1}{2}$. From this, one shows that $\hat{h}(x) \geq \frac{1}{2}$ for $|x| \leq \frac{1}{2}$. Finally, let

$$
g(x)=h * h(x)= \begin{cases}\frac{\sin \pi|x|-\pi(|x|-1) \cos \pi x}{2 \pi} & \text { when }|x| \leq 1 \\ 0 & \text { otherwise }\end{cases}
$$

One easily shows that $g$ is even, non-negative, supported in $[-1,1]$ and that $g(0)=\frac{1}{2}$. Further its Fourier transform is $\widehat{g}(t)=\widehat{h}(t)^{2}$. In particular, $\widehat{g}(t) \geq 0$ and $\widehat{g}(t) \leq \frac{1}{4}$ for $|t| \leq \frac{1}{2}$.

But then, if $\left(a_{k}\right)_{k \in \mathbb{Z}}$ is finitely supported and $P(t)=\sum_{k \in \mathbb{Z}} a_{k} e^{2 i \pi \lambda_{k} t}$,

$$
\begin{aligned}
\int_{-1 / 2}^{1 / 2}|P(t)|^{2} \mathrm{~d} t & \leq 4 \int_{-1 / 2}^{1 / 2} \widehat{g}(t)|P(t)|^{2} \mathrm{~d} t \leq 4 \int_{\mathbb{R}} \hat{g}(x)\left|\sum_{k \in \mathbb{Z}} a_{k} e^{2 i \pi \lambda_{k} t}\right|^{2} \mathrm{~d} t \\
& =4 \sum_{j, k \in \mathbb{Z}} a_{j} \overline{a_{k}} \int_{\mathbb{R}} \widehat{g}(t) e^{2 i \pi\left(\lambda_{j}-\lambda_{k}\right) t} \mathrm{~d} t \\
& =4 \sum_{j, k \in \mathbb{Z}} a_{j} \overline{a_{k}} g\left(\lambda_{j}-\lambda_{k}\right) .
\end{aligned}
$$

Note that the sums are actually finite. Further, if $j \neq k$ then $\left|\lambda_{j}-\lambda_{k}\right| \geq 1$ and, as $g$ is supported in [ $\left.-1,1\right]$, we then have $g\left(\lambda_{j}-\lambda_{k}\right)=0$. This implies that

$$
\int_{-1 / 2}^{1 / 2}|P(t)|^{2} \mathrm{~d} t \leq 4 g(0) \sum_{j \in \mathbb{Z}}\left|a_{j}\right|^{2}
$$

so that the inequality is proven for $T=1$ since $4 g(0)=2$.
For $T<1$ we simply write

$$
\frac{1}{T} \int_{-T / 2}^{T / 2}|P(t)|^{2} \mathrm{~d} t \leq \frac{1}{T} \int_{-1 / 2}^{1 / 2}|P(t)|^{2} \mathrm{~d} t \leq \frac{2}{T} \sum_{j \in \mathbb{Z}}\left|a_{j}\right|^{2}
$$

To conclude, notice first that, if $I=[a-1 / 2, a+1 / 2]$ and $P(t)=\sum_{j \in \mathbb{Z}} a_{j} e^{2 i \pi \lambda_{j} t}$ then

$$
\begin{aligned}
\int_{I}|P(t)|^{2} \mathrm{~d} t & =\int_{-1 / 2}^{1 / 2}|P(a+t)|^{2} \mathrm{~d} t=\int_{-1 / 2}^{1 / 2}\left|\sum_{j \in \mathbb{Z}} a_{j} e^{2 i \pi \lambda_{j} a} e^{2 i \pi \lambda_{j} t}\right|^{2} \mathrm{~d} t \\
& \leq 2 \sum_{j \in \mathbb{Z}}\left|a_{j} e^{2 i \pi \lambda_{j} a}\right|^{2}=2 \sum_{j \in \mathbb{Z}}\left|a_{j}\right|^{2}
\end{aligned}
$$

from the case $T=1$.
Now let $T>1$ and cover the interval $[-T / 2, T / 2]$ by $K=\lceil T\rceil \leq T+1$ intervals $I_{1}, \ldots, I_{K}$ of length 1. Then

$$
\frac{1}{T} \int_{-T / 2}^{T / 2}|P(t)|^{2} \mathrm{~d} t \leq \frac{1}{T} \sum_{j=1}^{K} \int_{I_{j}}|P(t)|^{2} \mathrm{~d} t \leq 2 \frac{T+1}{T} \sum_{j \in \mathbb{Z}}\left|a_{j}\right|^{2}
$$

This completes the proof.
We now show that a converse inequality also holds, but this time with the extra condition that $T>1$ :
Proposition 2.2 (Ingham's converse inequality). Let $\left(a_{k}\right)_{k \in \mathbb{Z}}$ be a finitely supported sequence of complex numbers and $\left(\lambda_{k}\right)_{k \in \mathbb{Z}}$ be a sequence of real numbers with $\lambda_{k+1}-\lambda_{k} \geq 1$. For every $T>1$,

$$
\begin{equation*}
\frac{1}{T} \int_{-T / 2}^{T / 2}\left|\sum_{k \in \mathbb{Z}} a_{k} e^{2 i \pi \lambda_{k} t}\right|^{2} d t \geq C(T) \sum_{k \in \mathbb{Z}}\left|a_{k}\right|^{2} \tag{2.2}
\end{equation*}
$$

with

$$
C(T)=\left\{\begin{array}{ll}
\frac{\pi^{2}}{8} \frac{T^{2}-1}{T^{3}} & \text { for } 1<T \leq 2 \\
\frac{3 \pi^{2}}{64} & \text { for } T \geq 2
\end{array} .\right.
$$

Proof. We will do so in three steps. We first establish this inequality for $1<T \leq 2$.
Let $H$ be defined by $H(x)=\mathbb{1}_{[-1 / 2,1 / 2]} \cos \pi x$ and notice that

$$
\widehat{H}(t)=\frac{2}{\pi} \frac{\cos \pi t}{1-4 t^{2}}
$$

Note that $H$ being non-negative, $\widehat{H}$ is maximal at 0 (which may be checked directly).
Next consider $H * H$ and notice that, as $H$ is non-negative, even, continuous with support [ $-1 / 2,1 / 2$ ], then $H * H$ is non-negative, even, continuous with support $[-1,1]$ and its Fourier transform is

$$
\widehat{H * H}=\hat{H}^{2}
$$

Next $H \in H^{1}(\mathbb{R})$ with $H^{\prime}=-\pi \mathbb{1}_{[-1 / 2,1 / 2]} \sin \pi x$ and

$$
\widehat{H}^{\prime}(t)=4 i t \frac{\cos \pi t}{1-4 t^{2}}
$$

thus

$$
\widehat{H^{\prime} * H^{\prime}}(t)=-(2 \pi t)^{2} \hat{H}^{2}(t)
$$

We now consider $G_{T}=\pi^{2} T^{2} H * H+H^{\prime} * H^{\prime}$ so that $G_{T}$ is continuous, real valued, even and supported in $[-1,1]$.

$$
\widehat{G_{T}}(t)=\pi^{2}\left(T^{2}-4 t^{2}\right) \hat{H}^{2}(t)
$$

is even (so $G_{T}$ is the Fourier transform of $\widehat{G_{T}}$ ) and in $L^{1}$. Further $\widehat{G}$ is non-negative on $[-T / 2, T / 2]$ and negative on $\mathbb{R} \backslash[-T / 2, T / 2]$.

This implies that

$$
\begin{aligned}
\int_{-T / 2}^{T / 2} \widehat{G_{T}}(t)\left|\sum_{k \in \mathbb{Z}} a_{k} e^{2 i \pi \lambda_{k} t}\right|^{2} \mathrm{~d} t & \geq \int_{\mathbb{R}} \widehat{G_{T}}(t)\left|\sum_{k \in \mathbb{Z}} a_{k} e^{2 i \pi \lambda_{k} t}\right|^{2} \mathrm{~d} t \\
& =\sum_{k, \ell \in \mathbb{Z}} a_{k} \overline{a_{\ell}} \int_{\mathbb{R}} \widehat{G_{T}}(t) e^{2 i \pi\left(\lambda_{k}-\lambda_{\ell}\right) t} \mathrm{~d} t \\
& =\sum_{k, \ell \in \mathbb{Z}} a_{k} \overline{a_{\ell}} G_{T}\left(\lambda_{k}-\lambda_{\ell}\right)=\sum_{k \in \mathbb{Z}}\left|a_{k}\right|^{2} G_{T}(0) .
\end{aligned}
$$

In the last line, we use that $\left|\lambda_{k}-\lambda_{\ell}\right| \geq 1$ when $k \neq \ell$ thus $G_{T}\left(\lambda_{k}-\lambda_{\ell}\right)=0$.
Now, for $\xi \in[-T / 2, T / 2]$,

$$
\widehat{G_{T}}(\xi)=\pi^{2}\left(T^{2}-4 \xi^{2}\right) \hat{H}^{2}(\xi) \leq \pi^{2}\left(T^{2}-4 \xi^{2}\right) \hat{H}^{2}(0) \leq 4 T^{2}
$$

while

$$
G_{T}(0)=\pi^{2} \int_{-1 / 2}^{1 / 2} T^{2} \cos ^{2} \pi t-\sin ^{2} \pi t \mathrm{~d} t=\frac{\pi^{2}}{2}\left(T^{2}-1\right)
$$

which leads to

$$
\begin{equation*}
\int_{-T / 2}^{T / 2}\left|\sum_{k \in \mathbb{Z}} a_{k} e^{2 i \pi \lambda_{k} t}\right|^{2} \mathrm{~d} t \geq \frac{\pi^{2}}{8} \frac{T^{2}-1}{T^{2}} \sum_{k \in \mathbb{Z}}\left|a_{k}\right|^{2} \tag{2.3}
\end{equation*}
$$

For $2 \leq T \leq 6$, we simply write

$$
\int_{-T / 2}^{T / 2}\left|\sum_{k \in \mathbb{Z}} a_{k} j e^{2 i \pi \lambda_{k} t}\right|^{2} \mathrm{~d} t \geq \int_{-1}^{1}\left|\sum_{k \in \mathbb{Z}} a_{k} e^{2 i \pi \lambda_{k} t}\right|^{2} \mathrm{~d} t \geq \frac{3 \pi^{2}}{32} \sum_{k \in \mathbb{Z}}\left|a_{k}\right|^{2}
$$

where the second inequality is (2.3) with $T=2$, establishing with $C=\frac{3 \pi^{2}}{32 T} \geq \frac{\pi^{2}}{64}$.
Now let $T \geq 6$ and $M_{T}=[T / 2]$ so that $M_{T} \geq \frac{T}{2}-1 \geq \frac{T}{3}$. For $j=0, \ldots, M_{T-1}-1$, let $t_{j}=-T / 2+j+1$ so that the intervals $\left[t_{j}-1, t_{j}+1\left[\right.\right.$ are disjoint and $\bigcup_{j=0}^{N-1}\left[t_{j}-1, t_{j}+1[\subset[-T / 2, T / 2]\right.$ thus

$$
\begin{aligned}
\int_{-T / 2}^{T / 2}\left|\sum_{k \in \mathbb{Z}} b_{k} e^{2 i \pi \lambda_{k} t}\right|^{2} \mathrm{~d} t & \geq \sum_{j=0}^{M_{T}-1} \int_{t_{j}-1}^{t_{j}+1}\left|\sum_{k \in \mathbb{Z}} b_{k} e^{2 i \pi \lambda_{k} t}\right|^{2} \mathrm{~d} t \\
& =\sum_{j=0}^{M_{T}-1} \int_{-1}^{1}\left|\sum_{k \in \mathbb{Z}} b_{k} e^{2 i \pi \lambda_{k} t_{j}} e^{2 i \pi \lambda_{k} t}\right|^{2} \mathrm{~d} t .
\end{aligned}
$$

Now, apply (2.3) with $a_{k}=b_{k} e^{2 i \pi \lambda_{k} t_{j}}$ and $T=2$ to get

$$
\frac{1}{T} \int_{-T / 2}^{T / 2}\left|\sum_{j=1}^{N} b_{k} e^{2 i \pi \lambda_{k} t}\right|^{2} \mathrm{~d} t \geq \frac{3 \pi^{2}}{32} \frac{M_{T}}{T} \sum_{k=1}^{N}\left|a_{k}\right|^{2} \geq \frac{\pi^{2}}{32} \sum_{k=1}^{N}\left|a_{k}\right|^{2}
$$

establishing (2.2) with $C=\frac{\pi^{2}}{32}$.
Finally, we notice that, with a change of variable, and a simple limiting argument to remove the condition on the support of $\left(a_{k}\right)$, we have just proved the following;

Theorem 2.3 (Ingham). Let $\gamma>0$ and $T>\frac{1}{\gamma}$. There exist two constants $C=C(\gamma T), B=B(\gamma T)$ such that
-for every sequence of real numbers $\Lambda=\left\{\lambda_{k}\right\}_{k \in \mathbb{Z}}$ such that $\lambda_{k+1}-\lambda_{k} \geq \gamma$;
-for every sequence $\left(a_{k}\right)_{k \in \mathbb{Z}} \in \ell^{2}(\mathbb{Z}, \mathbb{C})$,

$$
\begin{equation*}
C \sum_{k \in \mathbb{Z}}\left|a_{k}\right|^{2} \leq \frac{1}{T} \int_{-T / 2}^{T / 2}\left|\sum_{k \in \mathbb{Z}} a_{k} e^{2 i \pi \lambda_{k} t}\right|^{2} d t \leq B \sum_{k \in \mathbb{Z}}\left|a_{k}\right|^{2} \tag{2.4}
\end{equation*}
$$

2.2. The condition $T>1$. We now show that the condition $T>1$ is mandatory to establish (2.2) for every $\Lambda$ and every $P \in \mathcal{P}(\Lambda)$.

Proposition 2.4 (Ingham). There exists a real sequence $\left\{\lambda_{k}\right\}_{k \in \mathbb{Z}}$ with $\lambda_{k+1}-\lambda_{k} \geq 1$ and a sequence $\left(a_{k}\right)_{k \in \mathbb{Z}}$ with $\sum_{k \in \mathbb{Z}}\left|a_{k}\right|^{2}=1$ such that,

$$
\begin{equation*}
\int_{-1 / 2}^{1 / 2}\left|\sum_{k=-N}^{N} a_{k} e^{2 i \pi \lambda_{k} t}\right|^{2} d t \rightarrow 0 \tag{2.5}
\end{equation*}
$$

when $N \rightarrow+\infty$.
In other words, for 2.2 to hold for $T=1$ for this sequence $\left(\lambda_{k}\right)$ and every sequence $\left(a_{k}\right)$ then $C(1)=0$ so that the condition $T>1$ is necessary for this inequality to be interesting.

Proof. Let $\alpha>0$ and define, for $|z|<1$,

$$
g_{\alpha}(z)=(1+z)^{-\alpha}=\frac{\exp \left(-i \alpha \arctan \frac{\mathfrak{S}(z)}{1+\mathfrak{R}(z)}\right)}{|1+z|^{\alpha}} \quad, \quad|z|<1
$$

Of course, we may also write $g_{\alpha}$ as a power series

$$
g_{\alpha}(z)=\sum_{n=0}^{+\infty} \frac{(-\alpha)_{n}}{n!} z^{n}
$$

where $(\alpha)_{0}=1,(-\alpha)_{n}=-\alpha(-\alpha-1) \cdots(-\alpha-n+1)$.
Next define

$$
\begin{aligned}
f_{\alpha}(r, t) & =2 \Re\left(e^{i \pi(\alpha+1) t} g_{\alpha}\left(r e^{2 i \pi t}\right)\right) \\
& =e^{i \pi(\alpha+1) t} g_{\alpha}\left(r e^{2 i \pi t}\right)+e^{-i \pi(\alpha+1) t} g_{\alpha}\left(r e^{-2 i \pi t}\right) \\
& =\sum_{n=0}^{+\infty} \frac{(-\alpha)_{n}}{n!} r^{n} e^{2 i \pi\left(n+\frac{\alpha+1}{2}\right) t}+\sum_{n=0}^{+\infty} \frac{(-\alpha)_{n}}{n!} r^{n} e^{-2 i \pi\left(n+\frac{\alpha+1}{2}\right) t} .
\end{aligned}
$$

Now set $\Lambda=\left\{\lambda_{j}\right\}_{j \in \mathbb{Z}}$ with $\lambda_{j}=j+\frac{\alpha+1}{2}$ when $j \geq 0$ and $\lambda_{j}=j+1-\frac{\alpha+1}{2}$ for $j \leq-1$, then $\lambda_{j+1}-\lambda_{j} \geq 1$ (and even $=1$ excepted for $\lambda_{0}-\lambda_{-1}=1+\alpha$ ). In particular, if we set

$$
P_{m, r}(t)=\sum_{n=0}^{m} \frac{(-\alpha)_{n}}{n!} r^{n} e^{2 i \pi\left(n+\frac{\alpha+1}{2}\right) t}+\sum_{n=0}^{m} \frac{(-\alpha)_{n}}{n!} r^{n} e^{-2 i \pi\left(n+\frac{\alpha+1}{2}\right) t}:=\sum_{k \in \mathbb{Z}} a_{m, r}(k) e^{2 i \pi \lambda_{k} t} \in \mathcal{P}(\Lambda)
$$

and $P_{m, r} \rightarrow f_{\alpha}$ when $m \rightarrow+\infty$, uniformly over $t \in[-1 / 2,1 / 2]$.
Further, Parseval's relation reads

$$
\sum_{n=0}^{+\infty}\left|\frac{(-\alpha)_{n}}{n!} r^{n}\right|^{2}=\int_{-1 / 2}^{1 / 2}\left|\sum_{n=0}^{+\infty} \frac{(-\alpha)_{n}}{n!} r^{n} e^{2 i \pi n t}\right|^{2} \mathrm{~d} t=\int_{-1 / 2}^{1 / 2}\left|g_{\alpha}\left(r e^{2 i \pi t}\right)\right|^{2} \mathrm{~d} t
$$

thus

$$
\lim _{m \rightarrow+\infty} \sum_{k \in \mathbb{Z}}\left|a_{m, r}(k)\right|^{2}=\lim _{m \rightarrow+\infty} 2 \sum_{n=0}^{+\infty}\left|\frac{(\alpha)_{n}}{n!} r^{n}\right|^{2}=2 \int_{-1 / 2}^{1 / 2}\left|g_{\alpha}\left(r e^{2 i \pi t}\right)\right|^{2} \mathrm{~d} t
$$

It follows that, if we had

$$
\begin{equation*}
\int_{-1 / 2}^{1 / 2}\left|P_{m, r}(t)\right|^{2} \mathrm{~d} t \geq C \sum_{k \in \mathbb{Z}}\left|a_{m, r}(k)\right|^{2} \tag{2.6}
\end{equation*}
$$

then, letting $m \rightarrow+\infty$, we would also have

$$
\begin{equation*}
\int_{-1 / 2}^{1 / 2}\left|f_{\alpha}(r, t)\right|^{2} \mathrm{~d} t \geq 2 C \int_{-1 / 2}^{1 / 2}\left|g_{\alpha}\left(r e^{2 i \pi t}\right)\right|^{2} \mathrm{~d} t \tag{2.7}
\end{equation*}
$$

for every $0<r<1$ and every $0<\alpha<1$.
But, if we fix $t \in]-1 / 2,1 / 2[$ then, when $r \rightarrow 1$,

$$
g_{\alpha}\left(r e^{ \pm 2 i \pi t}\right)=\frac{1}{\left(1+r e^{ \pm 2 i \pi t}\right)^{\alpha}} \rightarrow \frac{1}{\left(1+e^{ \pm 2 i \pi t}\right)^{\alpha}}=\frac{e^{\mp i \alpha \pi t}}{2^{\alpha} \cos ^{\alpha} \pi t}
$$

(this is where we use that $T \leq 1$ ) while

$$
\left|g_{\alpha}\left(r e^{ \pm 2 i \pi t}\right)\right|^{2}=\frac{1}{\left((1-r)^{2}+4 r \cos ^{2} \pi t\right)^{\alpha}} \leq \frac{1}{4 \cos ^{2 \alpha} \pi t}
$$

for $\frac{1}{2}<r<1$. Similar bounds follow for $f_{\alpha}(r, t)$ :

$$
f_{\alpha}(r, t)=e^{i \pi(\alpha+1) t} g_{\alpha}\left(r e^{2 i \pi t}\right)+e^{-i \pi(\alpha+1) t} g_{\alpha}\left(r e^{-2 i \pi t}\right) \rightarrow \frac{e^{i \pi t}+e^{-i \pi t}}{2^{\alpha} \cos ^{\alpha} \pi t}=\frac{1}{2^{\alpha-1} \cos ^{\alpha-1} \pi t}
$$

while

$$
\left|f_{\alpha}(r, t)\right|^{2} \leq \frac{1}{\cos ^{2 \alpha} \pi t}
$$

When $2 \alpha<1$ the majorants are integrable so that we can let $r \rightarrow 1$ in 2.7. This leads to

$$
\begin{equation*}
2^{2-2 \alpha} \int_{-1 / 2}^{1 / 2} \frac{\mathrm{~d} t}{\cos ^{2 \alpha-2} \pi t} \geq 2^{1-2 \alpha} C \int_{-1 / 2}^{1 / 2} \frac{\mathrm{~d} t}{\cos ^{2 \alpha} \pi t} \tag{2.8}
\end{equation*}
$$

Letting $\alpha \rightarrow \frac{1}{2}$ the right hand side goes to $+\infty$ while the left hand side stays bounded. We obtain the desired contradiction.

### 2.3. Sequences with large gaps.

Lemma 2.5 (Haraux). Let $\Lambda \subset \mathbb{R}$ be a sequence such that $\gamma(\Lambda)=\inf _{k \neq \ell \in \mathbb{Z}}\left|\lambda_{k}-\lambda_{\ell}\right|>1$ and let $T>\gamma(\Lambda)^{-1}$.

Assume that there exists $0<C \leq 1 \leq B$ such that, for every $\left(a_{\lambda}\right)_{\lambda \in \Lambda}$ finitely supported sequence of complex numbers,

$$
C \sum_{\lambda \in \Lambda}\left|a_{\lambda}\right|^{2} \leq \frac{1}{T} \int_{-T / 2}^{T / 2}\left|\sum_{\lambda \in \Lambda} a_{\lambda} e^{2 i \pi \lambda t}\right| \mathrm{d} t \leq B \sum_{\lambda \in \Lambda}\left|a_{\lambda}\right|^{2}
$$

Let $\mu \in \mathbb{R} \backslash \Lambda$ and, for sake of simplicity, assume that $\gamma(\Lambda \cup\{\mu\}) \geq 1$. Let $0<\delta<\min \left(T, \frac{1}{4}\right)$, then there is a $D$ with $0<D<C$ such that, for every $\left(a_{\lambda}\right)_{\lambda \in \Lambda \cup\{\mu\}}$

$$
C \sum_{\lambda \in \Lambda}\left|a_{\lambda}\right|^{2} \leq \frac{1}{T+\delta} \int_{-\frac{T+\delta}{2}}^{\frac{T+\delta}{2}}\left|\sum_{\lambda \in \Lambda \cup\{\mu\}} a_{\lambda} e^{2 i \pi \lambda t}\right| \mathrm{d} t
$$

Moreover, $D$ can be taken of the form

$$
D=\kappa \frac{C}{B} \delta^{4}
$$

for some absolute constant $\kappa>0\left(\kappa=8^{-4}\right.$ would do $)$.
Note that, as $\delta$ is arbitrarily small, as $T>\gamma(\Lambda)^{-1}$ is arbitrarily near to $\gamma\left(\Lambda \backslash\left\{\lambda_{0}\right\}\right)^{-1}$ so is $T+\delta$.
Proof. Set

$$
f(t)=\sum_{\lambda \in \Lambda \cup\{\mu\}} a_{\lambda} e^{2 i \pi \lambda t}
$$

For $0<\delta<\frac{1}{4}$, we define

$$
\begin{aligned}
g_{\delta}(t) & =f(t)-\frac{1}{\delta} \int_{-\delta / 2}^{\delta / 2} e^{-2 i \pi \mu s} f(t+s) \mathrm{d} s \\
& =\sum_{j \in \Lambda} a_{\lambda}\left(1-\frac{\sin \pi(\lambda-\mu) \delta}{\pi(\lambda-\mu) \delta}\right) e^{2 i \pi \lambda t}:=\sum_{\lambda \in \Lambda} b_{\lambda}(\delta) e^{2 i \pi \lambda t}
\end{aligned}
$$

The first observation is that, as $|\lambda-\mu| \geq 1$,

$$
\left|1-\frac{\sin \pi(\lambda-\mu) \delta}{\pi(\lambda-\mu) \delta}\right|^{2} \geq \eta_{\delta}(\mu):=\sup _{s \geq \pi \delta}\left|1-\frac{\sin s}{s}\right|^{2}>0
$$

It is not difficult to see that, if $\delta \leq \frac{1}{4}, \eta_{\delta} \geq \frac{\delta^{4}}{100}$. This is what needs to be adjusted if we do not assume that $\operatorname{dist}(\mu, \Lambda)=\min _{\lambda \in \Lambda}|\lambda-\mu| \geq 1$.

Further, as for $\lambda \neq \lambda^{\prime} \in \Lambda$, then $\left|\lambda-\lambda^{\prime}\right| \geq \gamma(\Lambda)$, the hypothesis of the lemma states that, as $T>\frac{1}{\gamma(\Lambda)}$,

$$
\begin{equation*}
\frac{1}{T} \int_{-T / 2}^{T / 2}\left|g_{\delta}(t)\right|^{2} \mathrm{~d} t \geq C \sum_{\lambda \in \Lambda}\left|b_{\lambda}(\delta)\right|^{2} \geq C \eta_{\delta} \sum_{\lambda \in \Lambda}\left|a_{\lambda}\right|^{2} \geq \frac{C \delta^{4}}{100} \sum_{\lambda \in \Lambda}\left|a_{\lambda}\right|^{2} \tag{2.9}
\end{equation*}
$$

On the other hand, from Cauchy-Schwarz,

$$
\begin{aligned}
\left|g_{\delta}(t)\right|^{2} & \leq 2|f(t)|^{2}+2\left|\frac{1}{\delta} \int_{-\delta / 2}^{\delta / 2} e^{-2 i \pi \lambda_{0} s} f(t+s) \mathrm{d} s\right|^{2} \\
& \leq 2|f(t)|^{2}+2 \frac{1}{\delta} \int_{-\delta / 2}^{\delta / 2}|f(t+s)|^{2} \mathrm{~d} s \\
& =2|f(t)|^{2}+\frac{1}{\delta} \int_{t-\delta}^{t+\delta}|f(s)|^{2} \mathrm{~d} s
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\frac{1}{T} \int_{-T / 2}^{T / 2}\left|g_{\delta}(t)\right|^{2} \mathrm{~d} t & \leq \frac{2}{T} \int_{-T / 2}^{T / 2}|f(t)|^{2} \mathrm{~d} t+\frac{2}{\delta} \frac{1}{T} \int_{-T / 2}^{T / 2} \int_{t-\delta}^{t+\delta}|f(s)|^{2}, \mathrm{~d} s \mathrm{~d} t \\
& =\frac{2}{T} \int_{-T / 2}^{T / 2}|f(t)|^{2} \mathrm{~d} t+\frac{2}{T} \int_{-T / 2-\delta}^{T / 2+\delta}|f(s)|^{2} \frac{1}{\delta} \int_{\max (-T / 2, s-\delta / 2)}^{\min (T / 2, s+\delta / 2)} \mathrm{d} t \mathrm{~d} s \\
& \leq \frac{2}{T} \int_{-T / 2}^{T / 2}|f(t)|^{2} \mathrm{~d} t+\frac{2}{T} \int_{-T / 2-\delta / 2}^{T / 2+\delta / 2}|f(s)|^{2} \mathrm{~d} s \\
& \leq 4 \frac{1}{T} \int_{-\frac{T+\delta}{2}}^{\frac{T+\delta}{2}}|f(s)|^{2} \mathrm{~d} s \leq 8 \frac{1}{T+\delta} \int_{-\frac{T+\delta}{2}}^{\frac{T+\delta}{2}}|f(s)|^{2} \mathrm{~d} s
\end{aligned}
$$

since we assumed that $T+\delta \leq 2 T$.
With (2.9), we have thus shown that

$$
\begin{equation*}
\sum_{\lambda \in \Lambda}\left|a_{\lambda}\right|^{2} \leq \frac{800}{C \delta^{4}} \frac{1}{T+\delta} \int_{-\frac{T+\delta}{2}}^{\frac{T+\delta}{2}}|f(s)|^{2} \mathrm{~d} s \tag{2.10}
\end{equation*}
$$

It remains to add $\left|a_{\mu}\right|^{2}$ on the left hand side. As $a_{\mu}=f-\sum_{\lambda \in \Lambda} a_{\lambda} e^{2 i \pi \lambda t}$,

$$
\begin{aligned}
\left|a_{\mu}\right|^{2} & =\frac{1}{T} \int_{-\frac{T}{2}}^{\frac{T}{2}}\left|a_{\mu}\right|^{2} \mathrm{~d} t \leq 2 \frac{1}{T} \int_{-\frac{T}{2}}^{\frac{T}{2}}|f(t)|^{2} \mathrm{~d} t+2 \frac{1}{T} \int_{-\frac{T}{2}}^{\frac{T}{2}}\left|\sum_{\lambda \in \Lambda} a_{\lambda} e^{2 i \pi \lambda t}\right|^{2} \mathrm{~d} t \\
& \leq 4 \frac{1}{T+\delta} \int_{-\frac{T+\delta}{2}}^{\frac{T+\delta}{2}}|f(t)|^{2} \mathrm{~d} t+2 B \sum_{\lambda \in \Lambda}\left|a_{\lambda}\right|^{2}
\end{aligned}
$$

where we used again that $T+\delta \leq 2 T$ and the hypothesis of the lemma. But then, from (2.10), we get

$$
\left|a_{\mu}\right|^{2} \leq\left(4+\frac{1600 B}{C \delta^{4}}\right) \frac{1}{T+\delta} \int_{-\frac{T+\delta}{2}}^{\frac{T+\delta}{2}}|f(s)|^{2} \mathrm{~d} s
$$

Adding this to (2.10), we finally get that

$$
\begin{aligned}
\sum_{\lambda \in \Lambda \cup\{\mu\}}\left|a_{\lambda}\right|^{2} & \leq\left(4+\frac{800(2 B+1)}{C \delta^{4}}\right) \frac{1}{T+\delta} \int_{-\frac{T+\delta}{2}}^{\frac{T+\delta}{2}}|f(s)|^{2} \mathrm{~d} s \\
& \leq \frac{1}{\kappa} \frac{B}{C \delta^{4}} \frac{1}{T+\delta} \int_{-\frac{T+\delta}{2}}^{\frac{T+\delta}{2}}|f(s)|^{2} \mathrm{~d} s
\end{aligned}
$$

with $\kappa^{-1}=800 \times 3+4$ since $\boldsymbol{C}\left(\gamma_{0} T\right) \leq \boldsymbol{B}\left(\gamma_{0} T\right), \delta \leq 1$ and $\boldsymbol{B}\left(\gamma_{0} T\right) \geq 1$. We thus obtain the inequality with

$$
D=\kappa \frac{C}{B} \delta^{4}
$$

as claimed.
We can now use this lemma to improve Ingham's Inequality.
Corollary 2.6. Let $\Lambda$ be a sequence such that $\gamma(\Lambda)=\min _{\lambda \neq \lambda^{\prime} \in \Lambda}\left|\lambda-\lambda^{\prime}\right| \geq 1$ and let $F=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \subset \Lambda$.
Let $S>\frac{1}{\gamma(\Lambda \backslash F)}$. Then there exists two constants $0<D<1<B$ such that, for every finitely supported sequence $\left(a_{\lambda}\right)_{\lambda \in \Lambda}$,

$$
\begin{equation*}
D \sum_{\lambda \in \Lambda}\left|a_{\lambda}\right|^{2} \leq \frac{1}{S} \int_{-S / 2}^{S / 2}\left|\sum_{\lambda \in \Lambda} a_{\lambda} e^{2 i \pi \lambda t}\right|^{2} \mathrm{~d} t \leq B \sum_{\lambda \in \Lambda}\left|a_{\lambda}\right|^{2} \tag{2.11}
\end{equation*}
$$

Proof. Set $\Lambda_{0}=\Lambda$ and, for $j=1, \ldots, n, \Lambda_{j}=\Lambda \backslash\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ and $\gamma_{j}=\min _{\lambda \neq \lambda^{\prime} \in \Lambda_{j}}\left|\lambda-\lambda^{\prime}\right| \geq 1$.
From Ingham's Theorem, we know that

- for every $2>T>\frac{1}{\gamma_{n}}$

$$
\frac{1}{T} \int_{-T / 2}^{T / 2}\left|\sum_{\lambda \in \Lambda_{n}} a_{\lambda} e^{2 i \pi \lambda t}\right|^{2} \mathrm{~d} t \geq C_{n} \sum_{\lambda \in \Lambda_{n}}\left|a_{\lambda}\right|^{2}
$$

with $C_{n}=\frac{\pi^{2}}{2^{6}}\left(T \gamma_{n}-1\right)$;

- for every $2>T>0$, and $j=0, \ldots, n$,

$$
\frac{1}{T} \int_{-T / 2}^{T / 2}\left|\sum_{\lambda \in \Lambda_{j}} a_{\lambda} a e^{2 i \pi \lambda t}\right|^{2} \mathrm{~d} t \leq B_{j} \sum_{\lambda \in \Lambda_{j}}\left|a_{\lambda}\right|^{2}
$$

with $B_{j}=\frac{6\left(T \gamma_{j}+1\right)}{T \gamma_{j}}=6\left(1+\frac{1}{\gamma_{j} T}\right)$.
In particular, the upper bound in 2.11 is already established.
Now let $\frac{1}{\gamma(\Lambda \backslash F)}<T<S$ and $\delta=\frac{S-T}{n}$. One might take $T=\frac{1}{2}\left(S+\frac{1}{\gamma(\Lambda \backslash F)}\right)$ so that $\delta=\frac{1}{2 n}\left(S-\frac{1}{\gamma(\Lambda \backslash F)}\right)$

From Hauraux's lemma, we get

$$
\frac{1}{T+\delta} \int_{-\frac{T+\delta}{2}}^{\frac{T+\delta}{2}}\left|\sum_{\lambda \in \Lambda_{n-1}} a_{\lambda} e^{2 i \pi \lambda t}\right|^{2} \mathrm{~d} t \geq C_{n-1} \sum_{\lambda \in \Lambda_{n-1}}\left|a_{\lambda}\right|^{2}
$$

with $C_{n-1}=\kappa \delta^{4} \frac{C_{n}}{B_{n}}$. We can therefore apply Haraux's lemma again, till we reach $\Lambda_{0}$. At each step, the constant $C_{n-j}$ is replace by $C_{n-j-1}=\kappa \delta^{4} \frac{C_{n-j}}{B_{n-j}}$ while the integral ranges over $\left[-\frac{T+(j+1) \delta}{2}, \frac{T+(j+1) \delta}{2}\right]$.

This finally leads to

$$
\frac{1}{T+n \delta} \int_{-\frac{T+n \delta}{2}}^{\frac{T+n \delta}{2}}\left|\sum_{\lambda \in \Lambda_{n-1}} a_{\lambda} e^{2 i \pi \lambda t}\right|^{2} \mathrm{~d} t \geq C_{0} \sum_{\lambda \in \Lambda}\left|a_{\lambda}\right|^{2}
$$

with

$$
C_{0}=\kappa^{n} \delta^{4 n} \frac{C_{n}}{B_{1} B_{2} \cdots B_{n}}
$$

As $T+n \delta=S$, this establishes (2.11).
Note that, taking $\kappa=8^{-4}$ we obtain

$$
D=\frac{\pi^{2}}{2^{6}}\left(\frac{3 \delta^{4}}{2^{13}}\right)^{n} \frac{\gamma_{n} T-1}{\prod_{j=0}^{n}\left(1+\frac{1}{\gamma_{j} T}\right)}
$$

## 3. $L^{1}$ estimates with integer frequencies

3.1. The $L^{1}$ norm of the Dirichlet kernel. Recall that the Dirichlet kernel is given by

$$
D_{N}(t)=\sum_{k=-N}^{N} e^{2 i \pi k t}=\frac{\sin (2 N+1) \pi t}{\sin \pi t}
$$

The following is a classical estimate of the $L^{1}$-norm of this kernel, which is called the Lebesgue constant.
Lemma 3.1. When $N \rightarrow+\infty$,

$$
\left\|D_{N}\right\|_{1}:=\int_{-1 / 2}^{1 / 2}\left|D_{N}(t)\right| \mathrm{d} t=\frac{4}{\pi^{2}} \ln N+O(1)
$$

Proof. The proof is based on the following inequality which is easy to establish and whose proof is left to the reader: for $-\frac{\pi}{2} \leq s \leq \frac{\pi}{2},|s|\left(1-\frac{s^{2}}{3!}\right) \leq|\sin s| \leq|s|$. In particular, for $|t| \leq \frac{1}{2}$,

$$
\frac{1}{\pi|t|} \leq \frac{1}{|\sin \pi t|} \leq \frac{1}{\pi|t|} \frac{1}{1-\pi^{2} t^{2} / 6} \leq \frac{1}{|\pi t|}+\frac{\pi|t|}{3}
$$

since $\frac{1}{1-u} \leq 1+2 u$ for $|u| \leq \frac{1}{2}$. It follows that

$$
\begin{aligned}
\int_{-1 / 2}^{1 / 2} \frac{|\sin (2 N+1) \pi t|}{|\pi t|} \mathrm{d} t & \leq \int_{-1 / 2}^{1 / 2} \frac{|\sin (2 N+1) \pi t|}{\sin \pi t} \mathrm{~d} t \\
& \leq \int_{-1 / 2}^{1 / 2} \frac{|\sin (2 N+1) \pi t|}{|\pi t|} \mathrm{d} t+\int_{-1 / 2}^{1 / 2}|\sin (2 N+1) \pi t| \frac{\pi|t|}{3} \mathrm{~d} t .
\end{aligned}
$$

As

$$
\int_{-1 / 2}^{1 / 2}|\sin (2 N+1) \pi t| \frac{\pi|t|}{3} \mathrm{~d} t \leq \int_{-1 / 2}^{1 / 2} \frac{\pi|t|}{3} \mathrm{~d} t=\frac{\pi}{12}
$$

we get

$$
\left\|D_{N}\right\|_{1}=\int_{-1 / 2}^{1 / 2} \frac{|\sin (2 N+1) \pi t|}{|\pi t|} \mathrm{d} t+O(1)
$$

Using parity and the change of variable $s=(2 N+1) \pi t$ we obtain

$$
\int_{-1 / 2}^{1 / 2} \frac{|\sin (2 N+1) \pi t|}{|\pi t|} \mathrm{d} t=2 \int_{0}^{1 / 2} \frac{|\sin (2 N+1) \pi t|}{|\pi t|} \mathrm{d} t=\frac{2}{\pi} \int_{0}^{N \pi+\pi / 2} \frac{|\sin s|}{s} \mathrm{~d} s
$$

Note that

$$
\int_{N \pi}^{N \pi+\pi / 2} \frac{|\sin s|}{s} \mathrm{~d} s \leq \int_{N \pi}^{N \pi+\pi / 2} \frac{\mathrm{~d} s}{s}=\ln \frac{N \pi+\pi / 2}{N \pi}=O(1 / N)
$$

while

$$
\int_{0}^{\pi} \frac{|\sin s|}{s} \mathrm{~d} s \leq \int_{0}^{\pi} 1 \mathrm{~d} s=\pi
$$

It remains to estimate

$$
\begin{aligned}
\frac{2}{\pi} \int_{\pi}^{N \pi} \frac{|\sin s|}{s} \mathrm{~d} s & =\frac{2}{\pi} \sum_{j=1}^{N-1} \int_{j \pi}^{(j+1) \pi} \frac{|\sin s|}{s} \mathrm{~d} s \\
& =\frac{2}{\pi} \sum_{j=1}^{N-1} \int_{0}^{\pi} \frac{|\sin s|}{s+j \pi} \mathrm{~d} s=\frac{2}{\pi} \sum_{j=1}^{N-1} \int_{0}^{\pi} \frac{\sin s}{s+j \pi} \mathrm{~d} s
\end{aligned}
$$

as $\sin s \geq 0$ on $[0, \pi]$. But then

$$
\frac{2}{(j+1) \pi}=\int_{0}^{\pi} \frac{\sin s}{\pi+j \pi} \mathrm{~d} s \leq \int_{0}^{\pi} \frac{\sin s}{s+j \pi} \mathrm{~d} s \leq \int_{0}^{\pi} \frac{\sin s}{j \pi} \mathrm{~d} s=\frac{2}{j \pi} .
$$

Writing

$$
\sum_{j=1}^{N-1} \frac{1}{j+1}=\sum_{j=1}^{N} \frac{1}{j}-1=\sum_{j=1}^{N-1} \frac{1}{j}-1+\frac{1}{N}
$$

it follows that

$$
\frac{2}{\pi} \int_{\pi}^{N \pi} \frac{|\sin s|}{s} \mathrm{~d} s=\frac{4}{\pi^{2}} \sum_{j=1}^{N} \frac{1}{j}+O(1)
$$

Recalling that $\sum_{j=1}^{N} \frac{1}{j}=\ln N+O(1)$ the result follows.
3.2. Lacunary trigonometric polynomials. In this section, we consider a sequence of integers $\left(n_{k}\right)$ such that $\frac{n_{k+1}}{n_{k}} \geq q>1$. Such sequences are called $q$-lacunary in the sense of Hadamard (or simply lacunary).

First note that a $q$-lacunary sequence is a finite union of $q^{\prime}$-lacunary sequences with $q^{\prime} \geq 3$. Indeed, if $q \geq 3$ there is nothing to prove and for $1<q<3$, take $N$ an integer such that $q^{N} \geq 3$ and write $n_{k}^{(\ell)}=n_{\ell+k N}$ then $\left(n_{k}^{(\ell)}\right)_{k}$ is $q^{N}$-Lacunary and $\left\{n_{k}\right\}=\bigcup_{\ell=0}^{N-1}\left\{n_{k}^{(\ell)}\right\}$. Next, for $q \geq 3$, $q$-lacunary sequences have a particular arithmetic property:
Lemma 3.2. Let $q \geq 3$ and $\left(n_{k}\right)_{k \geq 0}$ a sequence such that $n_{0} \geq 1$ and $n_{k+1} \geq q n_{k}$. Consider two finite sequences $\varepsilon_{\ell}, \eta_{\ell} \in\{-1,0,1\}$ for $\ell=0, \ldots, m$ and assume that

$$
\begin{equation*}
\sum_{\ell=0}^{m} \varepsilon_{\ell} n_{\ell}=\sum_{\ell=0}^{m} \eta_{\ell} n_{\ell} \tag{3.1}
\end{equation*}
$$

then $\varepsilon_{\ell}=\eta_{\ell}$ for every $\ell$.
In other words, an integer can be represented in at most one way as $\sum \pm n_{\ell}$. Such a sequence is called quasi-independent.
Proof. First observe that $n_{j} \leq \frac{1}{q^{m-j}} n_{m}=\frac{q^{j}}{q^{m}} n_{m}$ for $j=0, \ldots, m$.
Assume that (3.1) holds and define $v_{\ell}=\varepsilon_{\ell}-\eta_{\ell}$ so that

$$
\sum_{\ell=0}^{m} v_{\ell} n_{\ell}=0
$$

Assume towards a contradiction that there is an $\ell$ such that $v_{\ell} \neq 0$. Without loss of generality, we may assume that the largest such $\ell$ is $m$ and, up to exchanging $\varepsilon_{\ell}$ and $\eta_{\ell}$, that $v_{m} \geq 1$.

Observe that $v_{\ell} \in\{-2,-1,0,1,2\}$ so that we obtain the desired contradiction writing

$$
\begin{aligned}
0=\sum_{\ell=0}^{m} v_{\ell} n_{\ell} & =v_{m} n_{m}+\sum_{\ell=0}^{m-1} v_{\ell} n_{\ell} \geq n_{m}-2 \sum_{\ell=0}^{m-1} n_{\ell} \geq n_{m}-2 \sum_{\ell=0}^{m-1} \frac{q^{\ell}}{q^{m}} n_{m} \\
& =\left(1-\frac{2}{q^{m}} \frac{q^{m}-1}{q-1}\right) n_{m}=\frac{q^{m+1}-3 q^{m}+2}{(q-1) q^{m}} n_{m}>0
\end{aligned}
$$

since $q \geq 3$ and $n_{m}>0$.
Note that this result is valid when the $n_{k}$ 's are real, not only for integers.
The aim of this section is to prove that trigonometric polynomials with lacunary frequencies have large $L^{1}$-norms of which the following estimate is a particular case: there exists a constant $C>0$ such that, for every $N$,

$$
\int_{-1 / 2}^{1 / 2}\left|\sum_{k=1}^{N} e^{2 i \pi n_{k} t}\right| \mathrm{d} t \geq C \sqrt{N}
$$

This follows from a more general theorem which estimates $L^{p}$-norms of lacunary Fourier series. The aim of this section is to present this result. To do so, we follow closely [25, Chapter V.8] which goes through Rademacher series. First let us introduce those series.

To start, let us recall that $\mathcal{D}_{k}=\left\{\left[j 2^{-k-1},(j+1) 2^{-k-1}\left[, j=0, \ldots, 2^{k+1}-1\right\}\right.\right.$ the dyadic intervals of generation $k$ and $\mathcal{D}=\bigcup_{k \geq 0} \mathcal{D}_{k}$ the set of all dyadic intervals. Also, if $I, J \in \mathcal{D}$ then either $I \cap J=\emptyset$ or $I \subset J$ or $J \subset I$. The Rademacher functions of generation $k$ are then functions that take alternative values +1 and -1 on successive intervals in $\mathcal{D}_{k}$, that is

$$
r_{k}(t)=\sum_{j=0}^{2^{k+1}-1}(-1)^{j} \mathbb{1}_{] j 2^{-k-1},(j+1) 2^{-k-1}[ }=\operatorname{sign}\left(\sin \left(2 \pi 2^{j} t\right)\right)
$$

The first observation is that, if $I \in \mathcal{D}_{\ell}$ and $k>\ell$ then $r_{k}$ takes the value +1 on half of $I$ and -1 on the other half so that $\int_{I} r_{k}=0$. A first consequence is that $r_{k}$ is orthogonal to $r_{\ell}$ in $L^{2}([0,1])$ since $r_{\ell}$ is constant on each $I \in \mathcal{D}_{\ell}$ so that $\int_{I} r_{k} r_{\ell}=0$ and $\mathcal{D}_{\ell}$ is a covering of $[0,1]$. Moreover, as $\left|r_{k}\right|=1$, the family $\left(r_{k}\right)_{k \geq 0}$ is an orthonormal sequence in $L^{2}([0,1])$.

In particular, we now fix a sequence $\left(c_{j}\right)_{j \geq 0}$ such that $\sum_{k=0}^{+\infty}\left|c_{k}\right|^{2}$ converges, we can define

$$
f=\sum_{k=0}^{+\infty} c_{k} r_{k}
$$

and this series converges in $L^{2}([0,1])$ thus $f \in L^{2}([0,1])$. We actually have a bit better:
Theorem 3.3. If $\sum_{k=0}^{+\infty}\left|c_{k}\right|^{2}<+\infty$ then there exists $f \in L^{2}([0,1])$ defined by

$$
f=\sum_{k=0}^{+\infty} c_{k} r_{k}
$$

and this series converges both in $L^{2}([0,1])$ and almost everywhere.
Proof. The $L^{2}$ convergence has already been established. Further, let $F=\int f$ be the indefinite integral of $f$ and let $E \subset[0,1]$ be the set of Lebesgue points of $f$ so that $|E|=1$ and on $E, F^{\prime}$ exists and is finite.

Now let, $S_{n}[f]$ be the $n$-th partial sum of this series

$$
S_{n}[f](x)=\sum_{k=0}^{n} c_{k} r_{k}(x) .
$$

As $S_{n}[f] \rightarrow f$ in $L^{2}([0,1])$, for every $0 \leq a<b \leq 1$,

$$
\left|\int_{a}^{b}\left(f(x)-S_{n}[f](x)\right) \mathrm{d} x\right| \leq \int_{0}^{1}\left|f(x)-S_{n}[f](x)\right| \mathrm{d} x \leq\left(\int_{0}^{1}|f(x)-S[f](x)|^{2} \mathrm{~d} x\right)^{1 / 2} \rightarrow 0
$$

We have just shown that, if $I$ is an interval, then $\int_{I} S_{n}[f] \rightarrow \int_{I} f$ thus also, if we fix $j \geq 1, \int_{I}\left(S_{n}[f]-\right.$ $\left.S_{j-1}[f]\right) \rightarrow \int_{I}\left(f-S_{\ell-1}[f]\right)$. On the other hand, if $I \in \mathcal{D}_{\ell-1}$ and $k \geq \ell$, then $\int_{I} r_{k}=0$ so that $\int_{I} S_{n}[f]=\int_{I} S_{\ell-1}[f]$. Letting $n \rightarrow+\infty$ we obtain that

$$
\int_{I} f(x) \mathrm{d} x=\int_{I} S_{\ell-1}[f](x) \mathrm{d} x \quad \text { for every } I \in \mathcal{D}_{\ell-1}
$$

Next, let $x_{0} \in E$ not a dyadic rational $\left(x_{0} \neq \frac{p}{2^{q}}, p, q \in \mathbb{N}\right)$ and let $\left.I_{k}=\right] j 2^{-k},(j+1) 2^{-k}[$ be such that $x_{0} \in E \cap I_{k}$. Then, as $S_{k-1}[f]$ is constant over $I_{k}$

$$
S_{k-1}[f]\left(x_{0}\right)=\frac{1}{\left|I_{k}\right|} \int_{I_{k}} S_{k}[f](x) \mathrm{d} x=\frac{1}{\left|I_{k}\right|} \int_{I_{k}} f(x) \mathrm{d} x \rightarrow F^{\prime}\left(x_{0}\right)
$$

when $k \rightarrow+\infty$.
The second result is that $f$ is actually in every $L^{p}$ space:
Theorem 3.4. Let $\left(c_{k}\right) \in \ell^{2}$ and $f=\sum_{k=0}^{+\infty} c_{k} r_{k}$. Then, for $1 \leq p<+\infty, f \in L^{p}([0,1])$. Moreover, there exists $A_{p}, B_{p}$, depending on $p$ only, such that

$$
A_{p}\left(\sum_{k=0}^{+\infty}\left|c_{k}\right|^{2}\right)^{\frac{1}{2}} \leq\left(\int_{0}^{1}|f(x)|^{p} \mathrm{~d} x\right)^{\frac{1}{p}} \leq B_{p}\left(\sum_{k=0}^{+\infty}\left|c_{k}\right|^{2}\right)^{\frac{1}{2}}
$$

Proof. Let us first notice that the theorem holds for $p=2$ since

$$
\gamma:=\left(\int_{0}^{1}|f(x)|^{2} \mathrm{~d} x\right)^{\frac{1}{2}}=\left(\sum_{k=0}^{+\infty}\left|c_{k}\right|^{2}\right)^{\frac{1}{2}}
$$

i.e. the inequalities are equalities with $A_{2}=B_{2}=1$.

Next, let us notice that this implies the lower bound when $p>2$ with $A_{p}=1$ since then, with Hölder

$$
\left(\int_{0}^{1}|f(x)|^{p} \mathrm{~d} x\right)^{\frac{1}{p}} \geq\left(\int_{0}^{1}|f(x)|^{2} \mathrm{~d} x\right)^{\frac{1}{2}}=\gamma
$$

and also implies the upper bound with $B_{p}=1$ for $p<2$ since now Hölder implies that

$$
\left(\int_{0}^{1}|f(x)|^{p} \mathrm{~d} x\right)^{\frac{1}{p}} \leq\left(\int_{0}^{1}|f(x)|^{2} \mathrm{~d} x\right)^{\frac{1}{2}}=\gamma
$$

Further, as Hölder also implies that if $2(m-1)<p \leq 2 m$ for some integer $m \geq 2$, then

$$
\left(\int_{0}^{1}|f(x)|^{p} \mathrm{~d} x\right)^{\frac{1}{p}} \leq\left(\int_{0}^{1}|f(x)|^{2 m} \mathrm{~d} x\right)^{\frac{1}{2 m}}
$$

so that the upper bound

$$
\begin{equation*}
\left(\int_{0}^{1}|f(x)|^{2 k} \mathrm{~d} x\right)^{\frac{1}{2 m}} \leq B_{2 m} \gamma \tag{3.2}
\end{equation*}
$$

would also implies the upper bound for $2(m-1)<p \leq 2 m$ with $B_{p} \leq B_{2 k}$.

Next, let us show that the upper bound for $p=4$ implies the lower bound for $p<2$. Assume for the moment that we are able to prove that

$$
\left(\int_{0}^{1}|f(x)|^{4} \mathrm{~d} x\right)^{\frac{1}{4}} \leq B_{4} \gamma
$$

Let $1 \leq q<2$ and write $2=q t+4(1-t)$, that is, take $t=\frac{2}{4-q}$. Then, from Hölder

$$
\begin{aligned}
\gamma^{2} & =\int_{0}^{1}|f(x)|^{2} \mathrm{~d} x=\int_{0}^{1}|f(x)|^{q t}|f(x)|^{4(1-t)} \mathrm{d} x \leq\left(\int_{0}^{1}|f(x)|^{q} \mathrm{~d} x\right)^{t}\left(\int_{0}^{1}|f(x)|^{4} \mathrm{~d} x\right)^{1-t} \\
& \leq\left(B_{4} \gamma\right)^{4(1-t)}\left(\int_{0}^{1}|f(x)|^{q} \mathrm{~d} x\right)^{t}=\left(B_{4} \gamma\right)^{2-q t}\left(\int_{0}^{1}|f(x)|^{q} \mathrm{~d} x\right)^{t}
\end{aligned}
$$

thus

$$
\left(\int_{0}^{1}|f(x)|^{q} \mathrm{~d} x\right)^{\frac{1}{q}} \geq B_{4}^{1-\frac{4-q}{q}} \gamma
$$

So it remains to prove (3.2. Notice also that it is enough to prove this inequality with real $c_{k}$ 's. The constant in the complex case is then multiplied by 2 : write $f=f_{r}+i f_{i}$ where $f_{r}=\sum \Re\left(c_{k}\right) r_{k}$ and $f_{i}=\sum \mathfrak{J}\left(c_{k}\right) r_{k}$. Then

$$
\|f\|_{2 m} \leq\left\|f_{r}\right\|_{2 m}+\left\|f_{i}\right\|_{2 m} \leq B_{2 m}^{\mathbb{R}}\left[\left(\sum_{k=0}^{+\infty}\left|\Re\left(c_{k}\right)\right|^{2}\right)^{\frac{1}{2}}+\left(\sum_{k=0}^{+\infty}\left|\Im\left(c_{k}\right)\right|^{2}\right)^{\frac{1}{2}}\right] \leq 2 B_{2 m}^{\mathbb{R}} \gamma
$$

since $\left|\mathfrak{R}\left(c_{k}\right)\right|,\left|\Im\left(c_{k}\right)\right| \leq\left|c_{k}\right|$.
To conclude, we write

$$
\int_{0}^{1} S_{n}[f](x)^{2 m} \mathrm{~d} x=\sum_{\ell_{0}+\cdots+\ell_{n}=2 m} A_{\ell_{0}, \ldots, \ell_{n}} c_{0}^{\ell_{0}} \cdots c_{n}^{\ell_{n}} \int_{0}^{1} r_{0}^{\ell_{0}}(x) \cdots r_{n}^{\ell_{n}}(x) \mathrm{d} x
$$

where $\ell_{j} \geq 0$ for every $j$ and

$$
A_{\ell_{0}, \ldots, \ell_{n}}=\frac{\left(\ell_{0}+\cdots+\ell_{n}\right)!}{\ell_{0}!\cdots \ell_{j}!}
$$

Now observe that

$$
\int_{0}^{1} r_{0}^{\ell_{0}}(x) \cdots r_{n}^{\ell_{n}}(x) \mathrm{d} x \begin{cases}1 & \text { all the } \ell_{j} \text { 's are even } \\ 0 & \text { otherwise }\end{cases}
$$

and that

$$
\left(\sum_{k=0}^{n} c_{k}^{2}\right)^{m}=\sum_{\ell_{0}+\cdots+\ell_{n}=m} A_{\ell_{0}, \ldots, \ell_{n}}\left(c_{0}^{2}\right)^{\ell_{0}} \cdots\left(c_{n}^{2}\right)^{\ell_{n}}
$$

Further, when $\ell_{0}+\cdots+\ell_{n}=m$,

$$
\frac{A_{2 \ell_{0}, \ldots, 2 \ell_{n}}}{A_{\ell_{0}, \ldots, \ell_{n}}}=\frac{(m+1)(m+2) \cdots 2 m}{\prod_{j=0}^{n}\left(\ell_{j}+1\right)\left(\ell_{j}+2\right) \cdots 2 \ell_{j}} \leq \frac{(m+1)(m+2) \cdots 2 m}{2^{m}} \leq m^{m}
$$

(with the convention that on the denominator is $\left(\ell_{j}+1\right)\left(\ell_{j}+2\right) \cdots 2 \ell_{j}=1$ when $\left.\ell_{j}=0\right)$. It follows that

$$
\int_{0}^{1} S_{n}[f](x)^{2 m} \mathrm{~d} x \leq m^{m}\left(\sum_{k=0}^{n}\left|c_{k}\right|^{2}\right)^{m}
$$

As $S_{n}[f] \rightarrow f$ a.e., we conclude that

$$
\left(\int_{0}^{1}|f(x)|^{2 m} \mathrm{~d} x\right)^{\frac{1}{2 m}} \leq m^{1 / 2}\left(\sum_{k=0}^{+\infty}\left|c_{k}\right|^{2}\right)^{\frac{1}{2}}
$$

that is $B_{2 m}=2 m^{1 / 2}$.
The estimate $B_{2 m}=2 m^{1 / 2}$ allows to improve a bit the result:
Corollary 3.5. Let $\left(c_{k}\right) \in \ell^{2}$ and $f=\sum_{k=0}^{+\infty} c_{k} r_{j}$. Then, for every $\mu>0, \exp \left(\mu|f|^{2}\right) \in L^{1}([0,1])$.
Proof. Let us fix $\mu>0$. We first show that if $\gamma:=\left\|c_{j}\right\|_{2}$ is small enough, then $\exp \left(\mu|f|^{2}\right) \in L^{1}([0,1])$. Indeed

$$
\begin{equation*}
\int_{0}^{1} \exp \left(\mu|f(x)|^{2}\right) \mathrm{d} x=\sum_{m=0}^{+\infty} \frac{\mu^{m}}{m!} \int_{0}^{1}|f(x)|^{2 m} \mathrm{~d} x \leq \sum_{m=0}^{+\infty} \frac{m^{m}}{m!}\left(4 \mu \gamma^{2}\right)^{m} \tag{3.3}
\end{equation*}
$$

But $\frac{m^{m}}{m!} \leq \sum_{n=0}^{+\infty} \frac{m^{n}}{n!}=e^{m}$ so that

$$
\int_{0}^{1} \exp \left(\mu|f(x)|^{2}\right) \mathrm{d} x \leq \sum_{m=0}^{+\infty}\left(4 e \mu \gamma^{2}\right)^{m}=\frac{1}{1-4 e \mu \gamma^{2}}<+\infty
$$

provided $\gamma^{2}<\frac{1}{4 e \mu}$.
Next, take any $f \in L^{1}(0,1)$, and apply the first part to $f-S_{n}[f]=\sum_{j=n+1}^{+\infty} c_{j} r_{j}$. As $\gamma_{n}^{2}:=\sum_{j=n+1}^{+\infty}\left|c_{j}\right|^{2} \rightarrow 0$,
for $n$ large enough $\gamma_{n}^{2}<\frac{1}{8 e \mu}$ thus $\exp \left(2 \mu\left|f-S_{n}[f]\right|^{2}\right) \in L^{1}([0,1])$.
Finally, as $|f|^{2} \leq 2\left|f-S_{n}[f]\right|+2\left|S_{n}[f]\right|^{2}$, we have

$$
\exp \left(\mu|f|^{2}\right) \leq \exp \left(2 \mu\left|f-S_{n}[f]\right|^{2}\right) \exp \left(2 \mu\left|S_{n}[f]\right|^{2}\right) \in L^{1}
$$

since $\left|S_{n}[f]\right| \in L^{\infty}$ thus also $\exp \left(2 \mu\left|S_{n}[f]\right|^{2}\right) \in L^{\infty}$.
Next, we consider series of the form

$$
\sum_{j=0}^{+\infty} c_{j} e^{2 i \pi j t} r_{j}(x)
$$

The idea is that such series are of the form $\sum \pm c_{j} e^{2 i \pi j t}$, that is, choosing $x \in(0,1)$ at random, we randomly change the sign of $c_{j}$. Our first result is the following:

Theorem 3.6. Let $\left(c_{k}\right) \in \ell^{2}$ and $f_{x}(t)=\sum_{k=0}^{+\infty} c_{k} r_{k}(x) e^{2 i \pi k t}$. Then, for almost every $x \in(0,1)$, the series converges almost everywhere in $t \in(0,1)$ and $f_{x} \in L^{p}([0,1])$ for every $1 \leq p<+\infty$.
Proof. Let $E$ be the set of $(x, t) \in[0,1]^{2}$ where the series defining $f$ converges.
According to Theorem 3.3, for every $t \in[0,1]$, the set $E_{t}^{2}=\{(x, t) \in E\}$ has measure $\left|E_{x}\right|=1$. It follows that $|E|=1$ but then, for almost every $x \in[0,1], E_{x}^{1}=\{(x, t) \in E\}$ has also measure $\left|E_{x}^{1}\right|=1$.

Next, set $\gamma=\left\|c_{k}\right\|_{2}$ and fix $n \geq 1$. As in (3.3),

$$
\begin{equation*}
\frac{\mu^{n}}{n!} \int_{0}^{1}\left|f_{x}(t)\right|^{2 n} \mathrm{~d} x=\sum_{m=0}^{+\infty} \frac{\mu^{m}}{m!} \int_{0}^{1}\left|f_{x}(t)\right|^{2 m} \mathrm{~d} x=\int_{0}^{1} \exp \left(\mu\left|f_{x}(t)\right|^{2}\right) \mathrm{d} x \leq \frac{1}{1-4 e \mu \gamma^{2}} \tag{3.4}
\end{equation*}
$$

provided $\mu<\frac{1}{4 e \gamma^{2}}$. It follows that

$$
\int_{0}^{1} \int_{0}^{1}\left|f_{x}(t)\right|^{2 n} \mathrm{~d} t \mathrm{~d} x=\int_{0}^{1} \int_{0}^{1}\left|f_{x}(t)\right|^{2 n} \mathrm{~d} x \mathrm{~d} t \leq \frac{n!}{\left(1-4 e \mu \gamma^{2}\right) \mu^{n}}<+\infty
$$

But then, for every $n$, there is a set $F_{n} \subset[0,1]$ with $\left|F_{n}\right|=0$ such that, if $x \in[0,1] \backslash F_{n}, \int_{0}^{1}\left|f_{x}(t)\right|^{2 n} \mathrm{~d} t<$ $+\infty$. Setting $F=\bigcup F_{n},|F|=0$ and, for every $x \in[0,1] \backslash F$, for every $n, f_{x} \in L^{2 n}$. Using the inclusion
of $L^{2 n}([0,1]) \subset L^{p}([0,1])$ when $p \leq 2 n$, we obtain that, for almost every $x, f_{x} \in L^{p}([0,1])$ for every $p \geq 1$, as claimed.

We can now prove the main result of this section:
Theorem 3.7. Let $q>1$ and $\left(n_{j}\right)_{j \geq 0}$ be a q-lacunary sequence of integers, $n_{0} \geq 1$ and $n_{j+1} \geq q n_{j}$. Let $1 \leq p<+\infty$. There are two constants $A_{p, q}, B_{p, q}$ such that, if $\left(c_{j}\right)_{j \geq 0} \in \ell^{2}$, then $g(t)=\sum_{j \geq 0} c_{j} e^{2 i \pi n_{j} t}$ is in $L^{p}([0,1])$ with

$$
\begin{equation*}
A_{p, q}\left(\sum_{j=0}^{+\infty}\left|c_{j}\right|^{2}\right)^{\frac{1}{2}} \leq\left(\int_{0}^{1}\left|\sum_{j \geq 0} c_{j} e^{2 i \pi n_{j} t}\right|^{p} \mathrm{~d} t\right)^{\frac{1}{p}} \leq B_{p, q}\left(\sum_{j=0}^{+\infty}\left|c_{j}\right|^{2}\right)^{\frac{1}{2}} \tag{3.5}
\end{equation*}
$$

Remark 3.8. Note that a simple change of variable also shows that, for every integer $M$,

$$
\begin{equation*}
A_{p, q}\left(\sum_{j=0}^{+\infty}\left|c_{j}\right|^{2}\right)^{\frac{1}{2}} \leq\left(\frac{1}{M} \int_{-M / 2}^{M / 2}\left|\sum_{j \geq 0} c_{j} e^{2 i \pi \frac{n_{j}}{M} t}\right|^{p} \mathrm{~d} t\right)^{\frac{1}{p}} \leq B_{p, q}\left(\sum_{j=0}^{+\infty}\left|c_{j}\right|^{2}\right)^{\frac{1}{2}} \tag{3.6}
\end{equation*}
$$

Also, we may assume that $q \rightarrow A_{p, q}, B_{p, q}$ are continuous.
Proof. The beginning of the proof is the same as for Theorem 3.4 Parseval's identify shows that (3.5) is satisfied when $p=2$ with $A_{2, q}=B_{2, q}=1$. The lower bound is then automatically satisfied for $p \geq 2$ with $A_{p, q}=1$ while the upper bound is satisfied for $p \leq 2$ with $B_{2, q}=1$. Finally, if we establish the upper bound for $p>2$, using Hölder's inequality in the same way as in the proof of Theorem 3.4 , the lower bound follows for $p<2$ with $A_{2, q}=B_{4, q}^{1-\frac{4-p}{p}}$. Also, it is enough to prove the upper bound when $p=2 m, m \geq 2$ and then, if $2(m-1)<p \leq 2 m, B_{p, q} \leq B_{2 k, q}$. Another reduction is that, by homogeneity, it is enough to prove the theorem when $\sum_{j=0}^{+\infty}\left|c_{j}\right|^{2}=1$.

A further restriction is that it is enough to prove the theorem for $q \geq 3$. Indeed, for $1<q<3$, we introduce an integer $N_{q}$ such that $q^{N_{q}} \geq 3$ and write $n_{k}^{(\ell)}=n_{k N_{q}+\ell}$ for $\ell=0, \ldots, N_{q}-1$. Then $n_{k+1}^{(\ell)} \geq q^{N_{q}} n_{k}^{(\ell)}$. If the theorem is established when $q \geq 3$ then, for each $\ell$, the upper bound in (3.5) reads

$$
\left(\int_{0}^{1}\left|\sum_{k \geq 0} c_{k N_{q}+\ell} e^{2 i \pi n_{k}^{(\ell)} t}\right|^{p} \mathrm{~d} t\right)^{\frac{1}{p}} \leq B_{p, q^{N_{q}}}\left(\sum_{k=0}^{+\infty}\left|c_{k N_{q}+\ell}\right|^{2}\right)^{\frac{1}{2}}
$$

But then, with the triangular inequality in $L^{p}$,

$$
\begin{aligned}
\left(\int_{0}^{1}\left|\sum_{j \geq 0} c_{j} e^{2 i \pi n_{j} t}\right|^{p} \mathrm{~d} t\right)^{\frac{1}{p}} & =\left(\int_{0}^{1}\left|\sum_{\ell=0}^{N_{q}-1} \sum_{k \geq 0} c_{k N_{q}+\ell} e^{2 i \pi n_{k}^{(\ell)} t}\right|^{p} \mathrm{~d} t\right)^{\frac{1}{p}} \\
& \leq \sum_{\ell=0}^{N_{q}-1}\left(\int_{0}^{1}\left|\sum_{k \geq 0} c_{k N_{q}+\ell} e^{2 i \pi n_{k}^{(\ell)} t}\right|^{p} \mathrm{~d} t\right)^{\frac{1}{p}} \\
& \leq B_{p, q^{N_{q}}} \sum_{\ell=0}^{N_{q}-1}\left(\sum_{k=0}^{+\infty}\left|c_{k N_{q}+\ell}\right|^{2}\right)^{\frac{1}{2}} \\
& \leq N_{q}^{1 / 2} B_{p, q^{N_{q}}}\left(\sum_{\ell=0}^{N_{q}-1} \sum_{k=0}^{+\infty}\left|c_{k N_{q}+\ell}\right|^{2}\right)^{\frac{1}{2}} \\
& =N_{q}^{1 / 2} B_{p, q^{N_{q}}}\left(\sum_{j \geq 0}\left|c_{j}\right|^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

where we have used Cauchy-Schwarz in $\mathbb{R}^{N_{q}}$ in the next to last line.
A last reduction comes from the observation that, for every $k$

$$
\int_{0}^{1} \exp \left(\mu|g(t)|^{2}\right) \mathrm{d} t=\sum_{n=0}^{+\infty} \frac{\mu^{n}}{n!} \int_{0}^{1}|g(t)|^{2 n} \mathrm{~d} t \geq \frac{\mu^{m}}{m!} \int_{0}^{1}|g(t)|^{2 m} \mathrm{~d} t
$$

It is therefore enough to prove that there is a $\mu(q)$ and a $C>0$ such that, if $\mu<\mu(q)$

$$
\begin{equation*}
\int_{0}^{1} \exp \left(\mu|g(t)|^{2}\right) \mathrm{d} t \leq C \tag{3.7}
\end{equation*}
$$

which would then imply that

$$
\int_{0}^{1}|g(t)|^{2 k} \mathrm{~d} t \leq C \frac{m!}{\mu^{m}}
$$

as desired.
In order to prove (3.7), let us introduce

$$
f_{x}(t)=\sum_{j \geq 0} c_{j} r_{n_{j}}(x) e^{2 i \pi n_{j} t} .
$$

Integrating (3.4) with respect to $t$ and using Fubini, we deduce that

$$
\int_{0}^{1} \int_{0}^{1} \exp \left(\mu\left|f_{x}(t)\right|^{2}\right) \mathrm{d} t \mathrm{~d} x \leq K:=\frac{1}{1-4 e \mu \gamma^{2}}
$$

But then, there is an $x_{0}$ (that we can assume not to be a dyadic rational $x_{0} \neq 2^{j} / k$ ) such that

$$
\int_{0}^{1} \exp \left(\mu\left|f_{x_{0}}(t)\right|^{2}\right) \mathrm{d} t \leq K
$$

Next, we consider the Riesz product

$$
P_{k}(x)=\prod_{j=0}^{k}\left(1+r_{n_{j}}\left(x_{0}\right) \cos 2 \pi n_{j} t\right)=\prod_{k=0}^{m}\left(1+r_{n_{k}}\left(x_{0}\right) \frac{e^{2 \pi n_{k} t}+e^{-2 \pi n_{k} t}}{2}\right)=\sum_{j \in \mathbb{Z}} \gamma_{j} e^{2 i \pi j t}
$$

where the Fourier coefficients have the following property:
$-\gamma_{0}=1$
$-\gamma_{j}=0$ if $j$ is an integer that is not of the form $\sum \pm n_{\ell}$, in particular when $|j|>\sum_{k=0}^{n} n_{k}$

- if $j=\sum \varepsilon_{\ell} n_{\ell}$ with $\varepsilon_{\ell} \in\{-1,0,1\}$. As $q>3$, this $\varepsilon_{\ell}$ 's are unique. Then $\gamma_{j}=\prod_{\varepsilon_{j} \neq 0} \frac{r_{n_{j}}\left(x_{0}\right)}{2}$. In particular, $\gamma_{n_{j}}=\frac{r_{n_{j}}\left(x_{0}\right)}{2}$ for $j=0, \ldots, k$ and $\gamma_{n_{j}}=0$ for $j>k$.

As a consequence, the partial sums of the Fourier series of $g$ are given by

$$
S_{n_{k}}[g](t):=\sum_{j=0}^{k} c_{j} e^{2 i \pi n_{j} t}=\sum_{j=0}^{k} c_{j} r_{j}\left(x_{0}\right)^{2} e^{2 i \pi n_{j} t}=2 \int_{0}^{1} f_{x_{0}}(s) P_{k}(t-s) \mathrm{d} s
$$

Note that $P_{k} \geq 0$ and $\int_{0}^{1} P_{k}(t) \mathrm{d} t=\gamma_{0}=1$ so that $v_{k}=P_{k}(t) \mathrm{d} t$ is a probability measure. As $\varphi(s)=$ $\exp \left(\mu s^{2}\right)$ is increasing and convex, we apply Jensen's inequality (with the measure $v_{k}$ ) to obtain

$$
\left.\varphi\left(\frac{1}{2} S_{n_{k}}[g](t)\right) \leq \varphi\left(\int_{0}^{1}\left|f_{x_{0}}(s)\right| P_{k}(t-s) \mathrm{d} s\right) \leq \int_{0}^{1} \varphi\left(\left|f_{x_{0}}(s)\right|\right) \right\rvert\, P_{k}(t-s) \mathrm{d} s
$$

Integrating over $[0,1]$ and using Fubini, we get

$$
\int_{0}^{1} \varphi\left(\frac{1}{2} S_{n_{k}}[g](t)\right) \mathrm{d} t \leq \int_{0}^{1} \varphi\left(\left|f_{x_{0}}(s)\right|\right) \int_{0}^{1} P_{k}(t-s) \mathrm{d} t \mathrm{~d} s=\int_{0}^{1} \varphi\left(\left|f_{x_{0}}(s)\right|\right) \mathrm{d} s \leq K .
$$

Letting $k \rightarrow+\infty$, we obtain

$$
\int_{0}^{1} \exp \left(\frac{\mu}{2}|g(t)|^{2}\right) \mathrm{d} t \leq K
$$

as claimed (up to $\mu / 2$ replacing $\mu$.
3.3. The proof of Littlewood's conjecture by Mc Gehee, Pigno and Smith. We will now give the proof of the Littlewood conjecture, following closely [4].

Theorem 3.9 (Mc Gehee, Pigno, Smith). There exists a constant $C_{M P S} \leqslant \frac{4}{\pi^{2}}$ such that, if $\left(n_{k}\right)_{k \in \mathbb{N}}$ is an increasing sequence of integers and $\left(a_{k}\right)$ is a complex sequence with finite support, then

$$
C_{M P S} \sum_{k=0}^{+\infty} \frac{\left|a_{k}\right|}{k+1} \leqslant \int_{0}^{1}\left|\sum_{k=0}^{+\infty} a_{k} e^{2 i \pi n_{k} t}\right| \mathrm{d} t .
$$

The proof given below will give $C_{M P S}=\frac{1}{96}$ which is not the best possible. We avoid minor technicalities which would lead to $C_{M P S}=\frac{1}{30}$ (see e.g. [7, 24]). The proof in [13] requires the introduction of various parameters and a cumbersome optimization of those parameters in the final step and leads to $C_{M P S}=\frac{1}{26}$.

Note also that the sum starts at 0 , we have so far been unable to obtain a lower bound when the sum runs over $\mathbb{Z}$.

### 3.3.1. Strategy of the proof.

Notation 3.10. For a function $F \in L^{2}([0,1])$ and $s \in \mathbb{Z}$, we write

$$
\widehat{F}(s)=c_{s}(F)=\int_{0}^{1} F(t) e^{-2 i \pi s t} \mathrm{~d} t
$$

for the Fourier coefficients of $F$. Its Fourier series is then

$$
F(t)=\sum_{s \in \mathbb{Z}} c_{s}(F) e^{2 i \pi s t}
$$

and Parseval's relation reads

$$
\int_{0}^{1}|F(t)|^{2} \mathrm{~d} t=\sum_{s \in \mathbb{Z}}\left|c_{s}(F)\right|^{2}
$$

and can also be written in the form

$$
\int_{0}^{1} F(t) \boldsymbol{G}(t) \mathrm{d} t=\sum_{s \in \mathbb{Z}} c_{s}(F) c_{-s}(\boldsymbol{G})
$$

We fix a trigonometric polynomial

$$
\begin{equation*}
\phi(t)=\sum_{k=0}^{N} a_{k} e^{2 i \pi n_{k} t} \quad \text { and } \quad S=\sum_{k=0}^{N} \frac{\left|a_{k}\right|}{k+1} \tag{3.8}
\end{equation*}
$$

We then write $\left|a_{k}\right|=a_{k} u_{k}$ with $u_{k}$ complex numbers of modulus 1 and we introduce

$$
\begin{equation*}
T_{0}(t)=\sum_{k=0}^{N} \frac{u_{k}}{k+1} e^{-2 i \pi n_{k} t} \tag{3.9}
\end{equation*}
$$

Then by Parseval identity, written in the second form we have

$$
\begin{equation*}
S:=\sum_{k=0}^{N} \frac{\left|a_{k}\right|}{k+1}=\sum_{k=0}^{N} \widehat{\phi}\left(n_{k}\right) \widehat{T}_{0}\left(-n_{k}\right)=\int_{0}^{1} \phi(t) T_{0}(t) \mathrm{d} t . \tag{3.10}
\end{equation*}
$$

so that

$$
S \leqslant\|\phi\|_{1}\left\|T_{0}\right\|_{L^{\infty}([0,1])}
$$

The issue is that, typically we have no control over the $L^{\infty}$ norm of $T_{0}$ other than the trivial and explosive control by $\sum \frac{1}{k+1}$, so we will correct $T_{0}$ into another test function $T_{1}$ as follows;
(1) The $L^{\infty}$ norm of the corrected function $T_{1}$ is controlled by a constant $C,\left\|T_{1}\right\|_{\infty} \leq C$.
(2) $\widehat{T}_{1}\left(-n_{k}\right)$ only differs a little from $\widehat{T}_{0}\left(-n_{k}\right)$ for $0 \leqslant k \leqslant N$, say $\left|\widehat{T}_{1}\left(-n_{k}\right)-\widehat{T}_{0}\left(-n_{k}\right)\right| \leq \frac{\widehat{T}_{0}\left(-n_{k}\right)}{2}=$ $\frac{1}{2(k+1)}$, while we impose no condition on the behavior of $\widehat{T}_{1}(n)$ for $n \neq-n_{k}$.
We would then conclude as follows:

$$
\left|S-\int_{0}^{1} \phi(t) T_{1}(t) \mathrm{d} t\right|=\left|\int_{0}^{1} \phi(t)\left(T_{0}-T_{1}\right)(t) \mathrm{d} t\right|=\left|\sum_{k=0}^{N} \widehat{\phi}\left(\lambda_{k}\right)\left(\widehat{T}_{0}\left(-n_{k}\right)-\widehat{T}_{1}\left(-n_{k}\right)\right)\right|
$$

with Parseval. With the triangular inequality and our expected estimate $\left|\widehat{T}_{1}\left(-n_{k}\right)-\widehat{T}_{0}\left(-n_{k}\right)\right| \leq \frac{1}{2(k+1)}$, we then conclude that

$$
\left|S-\int_{0}^{1} \phi(t) T_{1}(t) \mathrm{d} t\right| \leq \sum_{k=1}^{N}\left|\hat{\phi}\left(\lambda_{k}\right)\right|\left|\widehat{T}_{0}\left(-n_{k}\right)-\widehat{T}_{1}\left(-n_{k}\right)\right| \leq \sum_{k=1}^{N} \frac{\left|a_{k}\right|}{2(k+1)}=\frac{S}{2} .
$$

But then

$$
\frac{1}{2} S \leq\left|\int_{0}^{1} \phi(t) T_{1}(t) \mathrm{d} t\right| \leq\left\|T_{1}\right\|_{\infty} \int_{0}^{1}|\phi(t)| \mathrm{d} t \leq C \int_{0}^{1}|\phi(t)| \mathrm{d} t
$$

which is the expected result with $A=\frac{1}{2 C}$.
The proof of the Theorem $B$ thus amounts to proving the following lemma:
Lemma 3.11. There exists a universal constant $C$ and $a T_{1} \in L^{\infty}$ such that
(1) $\left\|T_{1}\right\|_{\infty} \leqslant C$
(2) $\left|\widehat{T}_{1}\left(-n_{k}\right)-\widehat{T}_{0}\left(-n_{k}\right)\right| \leqslant \frac{1}{2}\left|\widehat{T}_{0}\left(-n_{k}\right)\right|=\frac{1}{2(k+1)}$ for $0 \leqslant k \leqslant N$
where $T_{0}$ is the function given by 3.9.
The remaining of this section is devoted to the proof of this lemma.
3.3.2. Proof of Lemma 3.11 First note that, up to eventually adding extra zeros to the sequence $\left(a_{k}\right)$ and adding $\lambda_{N+j}=\lambda_{N}+j$ to the sequence $\left(\lambda_{k}\right)$, we may assume that $N=2^{m+1}-2$.

We start by decomposing $T_{0}$ into a sum of dyadic blocs on which the amplitude $\left|\widehat{T}_{0}\left(-\lambda_{k}\right)\right|=\frac{1}{k+1}$ is more or less constant. More precisely, for $j=0, \ldots m$ we set $I_{j}=\left[2^{j}, 2^{j+1}[\right.$ and

$$
f_{j}=\sum_{k+1 \in I_{j}} \frac{u_{k}}{k+1} e^{-2 i \pi n_{k} t}
$$

The function $T_{0}$ now appears as the partial sum of order $m$ of the series $\sum f_{j}$, in other words

$$
T_{0}=\sum_{j=0}^{m} f_{j}
$$

Let us start with a simple lemma:
Lemma 3.12. With the above notations, we have
(1) $\left\|f_{j}\right\|_{L^{\infty}([0,1])} \leqslant 1$.
(2) $\left\|f_{j}\right\|_{L^{2}([0,1])} \leqslant 2^{-j / 2}$.

Proof. By construction, $\left|I_{j}\right|=2^{j}$ hence

$$
\left\|f_{j}\right\|_{\infty} \leqslant \sum_{k+1 \in I_{j}} \frac{1}{k+1} \leqslant \frac{\left|I_{j}\right|}{2^{j}}=1
$$

On the other hand, Parseval implies that

$$
\left\|f_{j}\right\|_{2}^{2}=\sum_{k+1=2^{j}}^{2^{j+1}-1} \frac{1}{(k+1)^{2}} \leqslant \frac{2^{j}}{4^{j}}=2^{-j}
$$

as claimed.
Now, write the Fourier series of each $\left|f_{j}\right| \in L^{2}([0,1])$

$$
\left|f_{j}\right|=\sum_{s \in \mathbb{Z}} c_{s}\left(\left|f_{j}\right|\right) e^{2 i \pi s t}
$$

To each $\left|f_{j}\right|$, we associate $h_{j} \in L^{2}([-\pi, \pi])$ defined via its Fourier series as

$$
h_{j}(t)=c_{0}\left(\left|f_{j}\right|\right)+2 \sum_{s=1}^{\infty} c_{s}\left(\left|f_{j}\right|\right) e^{2 i \pi s t}
$$

Lemma 3.13. For $0 \leq j \leq n$, the following properties hold
(1) $\operatorname{Re}\left(h_{j}\right)=\left|f_{j}\right| \leqslant 1$;
(2) $\left\|h_{j}\right\|_{L^{2}([0,1])} \leq \sqrt{2}\left\|f_{j}\right\|_{L^{2}([0,1])}$.

Proof. First, as $\left|f_{j}\right|$ is real valued, $c_{0}\left(\left|f_{j}\right|\right)$ is also real while $\overline{c_{s}\left(\left|f_{j}\right|\right)}=c_{-s}\left(\left|f_{j}\right|\right)$ for every $s \geq 1$. Hence

$$
\overline{h_{j}}(t)=c_{0}\left(\left|f_{j}\right|\right)+2 \sum_{s=1}^{\infty} c_{-s}\left(\left|f_{j}\right|\right) e^{-i s t}
$$

and thus

$$
\operatorname{Re}\left(h_{j}\right)=\frac{h_{j}+\overline{h_{j}}}{2}=c_{0}\left(\left|f_{j}\right|\right)+\sum_{s \neq 0} c_{s}\left(\left|f_{j}\right|\right) e^{i s t}=\left|f_{j}\right| \leqslant 1
$$

by lemma 3.12
By Parseval's identity and again $\overline{c_{s}\left(\left|f_{j}\right|\right)}=c_{-s}\left(\left|f_{j}\right|\right)$,

$$
\begin{aligned}
\left\|h_{j}\right\|_{2}^{2} & =\left|c_{0}\left(\left|f_{j}\right|\right)\right|^{2}+4 \sum_{s=1}^{\infty}\left|c_{s}\left(\left|f_{j}\right|\right)\right|^{2}=\left|c_{0}\left(\left|f_{j}\right|\right)\right|^{2}+2 \sum_{s=1}^{\infty}\left|c_{s}\left(\left|f_{j}\right|\right)\right|^{2}+2 \sum_{s=1}^{\infty}\left|c_{-s}\left(\left|f_{j}\right|\right)\right|^{2} \\
& \leqslant 2 \sum_{s \in \mathbb{Z}}\left|c_{s}\left(\left|f_{j}\right|\right)\right|^{2}=2\left\|f_{j}\right\|_{2}^{2}
\end{aligned}
$$

as claimed.
We now define a sequence $\left(F_{j}\right)_{j=0, \ldots, n}$ inductively through

$$
F_{0}=f_{0} \quad \text { and } \quad F_{j+1}=F_{j} e^{-\eta h_{j+1}}+f_{j+1}
$$

where $0<\eta \leq 1$ is a real number to be adjusted later on. Further set

$$
E_{\eta}:=\sup _{0<x \leq 1} \frac{x}{1-e^{-\eta x}}=\frac{1}{\eta} \sup _{0<x \leq \eta} \frac{x}{1-e^{-x}}=\frac{1}{1-e^{-\eta}} \leq \frac{2}{\eta} .
$$

Lemma 3.14. For $0 \leq j \leq n,\left\|F_{j}\right\|_{\infty} \leq \frac{2}{\eta}$.
Proof. By definition of $E_{\eta}$, if $C \leq E_{\eta}$ and $0 \leq x \leq 1$, then $C e^{-\eta x}+x \leq E_{\eta} e^{-\eta x}+x \leq E_{\eta}$.
We can now prove by induction over $j$ that $\left|F_{j}\right| \leq E_{\eta}$. First, when $j=0$, from Lemma 3.12 we get

$$
\left\|F_{0}\right\|_{\infty}=\left\|f_{0}\right\|_{\infty} \leq 1 \leq E_{\eta} .
$$

Assume now that $\left\|F_{j}\right\|_{\infty} \leq E_{\eta}$, then

$$
\begin{aligned}
\left|F_{j+1}(t)\right| & =\left|F_{j}(t) e^{-\eta h_{j+1}(t)}+f_{j+1}(t)\right| \leq\left|F_{j}(t)\right| e^{-\eta \Re\left(h_{j+1}(t)\right)}+\left|f_{j+1}(t)\right| \\
& =\left|F_{j}(t)\right| e^{-\eta\left|f_{j+1}(t)\right|}+\left|f_{j+1}(t)\right| .
\end{aligned}
$$

As $\left|f_{j+1}(t)\right| \leq 1$ and $\left|F_{j}(t)\right| \leq E_{\eta}$, we get $\left|F_{j+1}(t)\right| \leq E_{\eta}$. It remains to prove that $E_{\eta} \leqslant \frac{2}{\eta}$. To do so, it suffices to see that

$$
e^{-y} \leqslant 1-\left(\frac{e-1}{e}\right) y \quad \text { for } 0 \leqslant y \leqslant 1,
$$

yielding the result immediately.
Lemma 3.15. For $0 \leq \ell \leq n$ and $j=0, \ldots, k$, let $g_{j, k}=e^{-\eta H_{j, k}}$ with

$$
H_{j, k}=\left\{\begin{array}{ll}
h_{j+1}+\ldots+h_{k} & \text { when } j<k \\
0 & \text { when } j=k
\end{array} .\right.
$$

Then

$$
F_{k}=\sum_{j=0}^{k} f_{j} g_{j, k}
$$

Proof. By induction on $k$, when $k=0, H_{0,0}=0$ thus $g_{0,0}=1$ and, indeed, we have

$$
F_{0}=f_{0}=f_{0} g_{0,0}
$$

Assume now that the formula has been established at rank $k-1$ and let us show that $F_{k}=\sum_{j=0}^{k} f_{j} g_{j, k}$. By construction, we have

$$
F_{k}=F_{k-1} e^{-\eta h_{k}}+f_{k}=\left(\sum_{j=0}^{k-1} f_{j} g_{j, k-1}\right) e^{-\eta h_{k}}+f_{k}
$$

with the induction hypothesis. It remains to notice that $g_{k, k}=e^{-\eta H_{k, k}}=1$ and that, for $j=0, \ldots, k-1$, $H_{j, k}=H_{j, k-1}+h_{k}$ thus $g_{j, k}=g_{j, k-1} e^{-\eta h_{k}}$ so that, indeed, we have $F_{k}=\sum_{j=0}^{k} f_{j} g_{j, k}$ as claimed.

Recall that

$$
T_{0}=\sum_{j=0}^{m} f_{j}
$$

and we set

$$
T_{1}^{\eta}=F_{m}=\sum_{j=0}^{m} f_{j} g_{j, m}
$$

where the dependence on $\eta$ comes from the definition of the $g_{j, n}$ 's, in particular

$$
\left\|T_{1}^{\eta}\right\|_{\infty} \leqslant E_{\eta} .
$$

The first part of Lemma 3.11 is thus established and it remains to prove the second part. To do so, we start by some intermediary results;
Lemma 3.16. If $H \in H^{\infty}$ (Hardy space) and $\operatorname{Re}(H) \geqslant 0$, then $e^{-H} \in H^{\infty}$ and

$$
\left\|e^{-H}-1\right\|_{2} \leqslant\|H\|_{2}
$$

Proof. Since $H^{\infty}$ is a Banach algebra, the partial sums $\sum_{k=0}^{n}(-1)^{k} \frac{H^{k}}{k!}$ of $e^{-H}$ are elements of $H^{\infty}$. Moreover, since $H$ is bounded, these sommes converge uniformly toward $e^{-H}$, with $e^{-H} \in H^{\infty}$. Finally, if $z \in \mathbb{C}$ and $\boldsymbol{R}(z) \geqslant 0$,

$$
\left|e^{-z}-1\right|=\left|\int_{0}^{1} z e^{-t z} d t\right| \leqslant \int_{0}^{1}|z| e^{-t \Re(z)} d t \leqslant|z| .
$$

In our case $z=H(t)$, and we have

$$
\left|e^{-H(t)}-1\right| \leqslant|H(t)|
$$

and by integration we have the desired inequality.

Next let us introduce the following notations:
(1) Let $f \in L^{1}([0,1])$, the spectrum of $f$, denoted by $\operatorname{spec}(f)$ is the set of non zero Fourier coefficients, more precisely

$$
\operatorname{spec}(f)=\{n \in \mathbb{Z}: \widehat{f}(n) \neq 0\}
$$

It is easy to show that, if $f, g \in L^{2}([0,1])$, then

$$
\operatorname{spec}(f g) \subset \operatorname{spec}(f)+\operatorname{spec}(g)=\{\lambda+\mu: \lambda \in \operatorname{spec}(f), \mu \in \operatorname{spec}(g)\}
$$

(2) Let A be a subset of $\left[1, N\left[\right.\right.$, we denote by $\Lambda_{A}$ the set of $n_{j}, j \in A$ i.e

$$
\Lambda_{A}=\left\{n_{j}, j \in A\right\}
$$

Lemma 3.17. Let $k+1 \in I_{\ell}=\left[2^{\ell}, 2^{\ell+1}\left[\right.\right.$ then $\widehat{f_{j} g_{j, m}}\left(-n_{k}\right)=0$ if $j<\ell$.
Proof. We must show that $-n_{k} \notin \operatorname{spec}\left(f_{j} g_{j, m}\right)$. By contradiction, we suppose that $-n_{k} \in \operatorname{sp}\left(f_{j} g_{j}\right)$. But since $\operatorname{spec}\left(f_{j}\right) \subset-\Lambda_{I_{j}}$ and, from Lemma 3.16, $\operatorname{spec}\left(g_{j, m}\right) \subset \mathbb{N}$, thus

$$
\operatorname{spec}\left(f_{j} g_{j, m}\right) \subset-\Lambda_{I_{j}}+\mathbb{N}
$$

However, since $j<\ell, I_{j}$ is to the left of $I_{\ell}$, then $-\Lambda_{I_{\ell}}$ is completely to the left of $-\Lambda_{I_{j}}+\mathbb{N}$ (since $k+1 \in I_{\ell}$, then $-n_{k} \in-\Lambda_{I_{\ell}}$ by definition of $\Lambda_{I_{\ell}}$ ).


Proof of (2) in Lemma 3.11] Let $k \in\left[0, N\left[\right.\right.$ and $\ell \leqslant m$ such that $k+1 \in I_{\ell}$. Hence

$$
\widehat{T_{1}}\left(-n_{k}\right)=\sum_{j=0}^{m} \widehat{f_{j} g_{j, m}}\left(-n_{k}\right)=\sum_{j=\ell}^{m} \widehat{f_{j} g_{j, m}}\left(-n_{k}\right)
$$

with Lemma 3.17
On the other hand, $\widehat{T}_{0}\left(-n_{k}\right)=\frac{u_{k}}{k+1}$ while $\widehat{f}_{j}\left(-n_{k}\right)=\frac{u_{k}}{k+1}$ if $k+1 \in I_{j}$ i.e. if $j=\ell$ and $\widehat{f}_{j}\left(-n_{k}\right)=0$ otherwise. So we can write

$$
\widehat{T}_{0}\left(-n_{k}\right)=\sum_{j=\ell}^{m} \widehat{f}_{j}\left(-n_{k}\right)
$$

hence

$$
\left|\widehat{T}_{1}\left(-n_{k}\right)-\widehat{T}_{0}\left(-n_{k}\right)\right|=\sum_{j=\ell}^{m}\left[f_{j}\left(\widehat{g_{j, m}-1} 1\right)\right]\left(-n_{k}\right)=\sum_{j=\ell}^{m} c_{-n_{k}}\left[f_{j}\left(g_{j, m}-1\right)\right] .
$$

But

$$
\begin{aligned}
\left|c_{-n_{k}}\left[f_{j}\left(g_{j, m}-1\right)\right]\right| & \leq\left\|f_{j}\left(g_{j, m}-1\right)\right\|_{L^{1}([0,1)]} \\
& \leq\left\|f_{j}\right\|_{L^{2}([0,1)]}\left\|g_{j, m}-1\right\|_{L^{2}([0,1)]}=\left\|f_{j}\right\|_{L^{2}([0,1)]}\left\|e^{-\eta H_{j, m}}-1\right\|_{L^{2}([0,1)]}
\end{aligned}
$$

by definition of $g_{j, m}$. Using Lemma 3.16 and then Lemma 3.15, we obtain

$$
\begin{aligned}
\left|c_{-n_{k}}\left[f_{j}\left(g_{j, m}-1\right)\right]\right| & \leqslant \eta\left\|f_{j}\right\|_{2}\left\|H_{j, m}\right\|_{2} \leqslant \eta\left\|f_{j}\right\|_{2} \sum_{r=j+1}^{m}\left\|h_{r}\right\|_{2} \\
& \leqslant \eta\left\|f_{j}\right\|_{2} \sqrt{2} \sum_{r=j+1}^{m}\left\|f_{r}\right\|_{2}
\end{aligned}
$$

with Lemma 3.13 Then, from Lemma 3.12 we obtain

$$
\left|c_{-n_{k}}\left[f_{j}\left(g_{j, m}-1\right)\right]\right| \leq \eta 2^{-j / 2} \sqrt{2} \sum_{r=j+1}^{+\infty} 2^{-r / 2}=\eta 2^{-j / 2} \sqrt{2} \frac{2^{-(j+1) / 2}}{1-2^{-1 / 2}}
$$

We conclude that

$$
\left|\widehat{T}_{1}\left(-\lambda_{k}\right)-\widehat{T}_{0}\left(-\lambda_{k}\right)\right| \leq 3 \eta \sum_{j=\ell}^{m} 2^{-j} \leq 6 \eta 2^{-\ell}
$$

On the other hand, as $k+1 \in I_{\ell}=\left[2^{\ell}, 2^{\ell+1}[\right.$,

$$
\left|\widehat{T}_{0}\left(-\lambda_{k}\right)\right|=\frac{1}{k+1}>2^{-\ell-1}
$$

so that

$$
\left|\widehat{T}_{1}\left(-\lambda_{k}\right)-\widehat{T}_{0}\left(-\lambda_{k}\right)\right| \leq 12 \eta\left|\widehat{T}_{0}\left(-\lambda_{k}\right)\right|
$$

Choosing $\eta=\frac{1}{24}$ gives the result.
Note that, when $\eta=\frac{1}{24}, E_{\eta} \leq 48$ so that we can take $C=48$ in Lemma 3.11 leading to $C_{M P S}=\frac{1}{96}$ in Theorem 3.9
3.4. Strongly multidimensional sets. Let $\delta>0$ and $(m, n) \in \mathbb{N}^{2}$. A subset $A$ of $\mathbb{Z}$ is $(\delta ; m, n)$-strongly 2-dimensional if there exists numbers $d$ and $D$ with $D>(2+\delta) d$ such that

$$
A=\bigcup_{k \in I}\left(A_{k}+k D\right)
$$

for some set $I$ containing at least $m$ integers and subsets $A_{k} \subseteq\{-d, \ldots, d\}$ verifying $\left|A_{k}\right| \geqslant n$.
Theorem 3.18 (Hanson [10]). Let $\delta>0$ and $m, n$ be two positive integers satisfying

$$
\begin{equation*}
n \geqslant \pi^{3} 2^{21} C_{M P S}^{3} \ln (n)^{3} \text { and } m \geqslant \pi^{3} 2^{21} C_{M P S}^{3} \ln (n)^{3} \ln (m)^{3}, \tag{3.11}
\end{equation*}
$$

where $C_{M P S}$ is the constant in theorem $B$ Suppose $A$ is $(\delta ; m, n)$ strongly 2-dimensional subset of $\mathbb{Z}$. Then

$$
\int_{0}^{1}\left|\sum_{a \in A} e^{2 i \pi a t}\right| \mathrm{d} t \geqslant \frac{C_{M P S}^{2}}{\left(2^{9} \pi\right)^{2}\left(2+\ln \left(1+\frac{2}{\delta}\right)\right)} \ln (m) \ln (n)
$$

Combining this result with Theorem 3.3 in [23], we see that this theorem is also best possible up to the constant.

Given a set $I \subseteq \mathbb{Z}$, a positive integer $q$, and an arbitrary integer $s$, we define

$$
I(q ; s)=\{k \in I: k=s(\bmod \mathrm{q})\} .
$$

The proof of Theorem 3.18 is a direct consequence of two lemmas. The first one is the following:
Lemma 3.19. Let I be a set of integers with $|I| \geqslant 8$. Then there are positive integers $q$ and $s$ such that

$$
\frac{|I|^{\frac{1}{3}}}{8} \leqslant|I(q ; s)| \leqslant q^{1 / 2}
$$

Proof. For each $j \geqslant 1$, we choose any $s_{j}$ such that $\left|I\left(4^{j} ; s_{j}\right)\right|$ is maximal. But, on one hand,

$$
I=\bigcup_{s=0}^{4^{j}-1} I\left(4^{j}, s\right)
$$

and on the other hand, for $j$ fixed, the sets $I\left(4^{j} ; s\right)$ are disjoints, so at least one of them has cardinality larger than $4^{-j}|I|$. In particular,

$$
\begin{equation*}
\left|I\left(4^{j}, s_{j}\right)\right| \geqslant 4^{-j}|I| \tag{3.12}
\end{equation*}
$$

For $j=1$, we thus have $\left|I\left(4 ; s_{1}\right)\right| \geqslant \frac{|I|}{4} \geqslant 2$. On the other hand, if $j=s \bmod k p$ then $j=s \bmod p$ so that, for any $s$

$$
I\left(4^{m} ; s\right) \subset I\left(4^{\ell} ; s\right) \quad \text { for } \quad \ell<m
$$

and, for sufficiently large $j$ we have $\left|I\left(4^{j} ; s_{j}\right)\right|=1 \leqslant 2^{j}$. Therefore, there exists a minimal $j_{0}$ such that $\left|I\left(4^{j_{0}} ; s_{j_{0}}\right)\right| \leqslant 2^{j_{0}}$. Let $q=4^{j_{0}}$, and $s=s_{j_{0}}$ then using (3.12) and the definition of $j_{0}$

$$
\frac{|I|}{q} \leqslant|I(q ; s)|=\left|I\left(4^{j_{0}} ; s_{j_{0}}\right)\right| \leqslant 2^{j_{0}}=q^{\frac{1}{2}} .
$$

In particular

$$
\begin{equation*}
|I|^{\frac{1}{3}} \leqslant q^{\frac{1}{2}} \tag{3.13}
\end{equation*}
$$

By minimality of $j_{0}-1$

$$
\frac{q^{\frac{1}{2}}}{2}=2^{j_{0}-1} \leqslant\left|I\left(4^{j_{0}-1} ; s_{j_{0}-1}\right)\right| \leq \sum_{r=0}^{3}\left|I\left(4^{j_{0}} ; s_{j_{0}-1}+r 4^{j_{0}-1}\right)\right| \leq 4\left|I\left(4^{j_{0}} ; s_{j_{0}}\right)\right|=4|I(q ; s)|
$$

by definition of $s_{j_{0}}$. We thus get

$$
|I(q ; s)| \geqslant \frac{q^{\frac{1}{2}}}{8} \geqslant \frac{|I|^{\frac{1}{3}}}{8}
$$

with (3.13).
Lemma 3.20. Let $\delta>0$ and let $d$ and $D$ be positive integers with $(2+\delta) d<D$. Suppose $I$ is a finite set of integers, and let

$$
F(t)=\sum_{k \in I} f_{k}(t) e^{2 i \pi D k t}
$$

where

$$
f_{k}(t)=\sum_{|n| \leqslant d} a_{n, k} e^{2 i \pi n t}
$$

Let $q$ and $s$ with $q>4 \pi$ and suppose $I(q ; s)=\left\{k_{1}, \ldots, k_{J}\right\}$ then we have

$$
\|F\|_{L^{1}([0,1]} \geqslant \frac{1}{32 \pi\left(2+\ln \left(1+\frac{2}{\delta}\right)\right)} \sum_{j=1}^{J}\left\|f_{k_{j}}\right\|_{L^{1}([0,1])}\left(\frac{C_{M P S}}{2 j}-\frac{2 \pi d}{q D}\right)
$$

We split the remaining of this section into two parts. In the first one, we show that Lemmas 3.19 and 3.20 imply Theorem 3.11. In the second one, we prove the Lemma 3.20 .
3.4.1. Proof of Theorem 3.18 Let $\delta>0 m, n$ be two integers satisfying the conditions of the theorem and let $A$ be strongly ( $\delta, m, n$ )-regular. Thus, there are two integers $d, D$ with $D>(2+\delta) d$, such that we can write

$$
A=\bigcup_{k \in I}\left(A_{k}+k D\right),
$$

with $|I| \geqslant m$ and $A_{k} \subset\{-d, \ldots, d\}$ with $\left|A_{k}\right| \geqslant n$. We can then write

$$
F(t):=\sum_{a \in A} e^{2 i \pi a t}=\sum_{k \in I} f_{k}(t) e^{2 i \pi D k t}
$$

with

$$
f_{k}(t)=\sum_{a \in A_{k}} e^{2 i \pi a t}=\sum_{n=-d}^{d} a_{n, k} e^{2 i \pi n t}
$$

with $a_{n, k}=1$ if $n \in A_{k}$ and $a_{n, k}=0$ otherwise.
Assume first that there exists $k_{1} \in I$ such that

$$
\begin{equation*}
\left\|f_{k_{1}}\right\|_{L^{1}([0,1])} \geqslant \frac{C_{M P S}}{2^{9} \pi} \ln (m) \ln (n) \tag{3.14}
\end{equation*}
$$

We then choose $q \geqslant \frac{16 \pi}{7 C_{M P S}}$ in such a way that there is an $s$ such that $I(q, s)=\left\{k_{1}\right\}$. Hence by Lemma 3.20 .

$$
\begin{aligned}
\|F\|_{L^{1}([0,1])} & \geq \frac{\left\|f_{k_{1}}\right\|_{L^{1}([0,1])}}{32 \pi\left(2+\ln \left(1+\frac{2}{\delta}\right)\right)}\left(\frac{C_{M P S}}{2}-\frac{2 \pi d}{q D}\right) \\
& \geq \frac{C_{M P S}\left\|f_{k_{1}}\right\|_{L^{1}([0,1])}}{2^{6} \pi\left(2+\ln \left(1+\frac{2}{\delta}\right)\right)}\left(1-\frac{7 d}{8 D}\right) .
\end{aligned}
$$

As $D>2 d$, using (3.14), we conclude that, in this case

$$
\|F\|_{L^{1}([0,1])} \geq\left(\frac{C_{M P S}}{2^{9} \pi}\right)^{2} \frac{\ln n \ln m}{2+\ln \left(1+\frac{2}{\delta}\right)}
$$

which establishes the theorem.
We will thus assume that, for each $k \in I$,

$$
\begin{equation*}
\left\|f_{k}\right\|_{L^{1}([0,1])} \leqslant \frac{C_{M P S}}{2^{9} \pi} \ln (m) \ln (n) \tag{3.15}
\end{equation*}
$$

Note that, from Theorem $B$

$$
\left\|f_{k}\right\|_{L^{1}([0,1])} \geqslant C_{M P S} \ln (n)
$$

so that $2^{9} \pi \leqslant \ln (m)$, in particular, $m \geq 8$. We then take $q$ and $s$ given by Lemma 3.19 applied to the set $I$ so that $J=|I(q ; s)|$ satisfies

$$
\begin{equation*}
\frac{m^{\frac{1}{3}}}{8} \leqslant J \leqslant q^{\frac{1}{2}} \tag{3.16}
\end{equation*}
$$

We write

$$
I(q ; s)=\left\{k_{1}<\ldots<k_{J}\right\}
$$

From Lemma 3.20, we get that

$$
\begin{aligned}
\|F\|_{L^{1}([0,1])} & \geqslant \frac{1}{2^{5} \pi\left(2+\ln \left(1+\frac{2}{\delta}\right)\right)} \sum_{j=1}^{J}\left\|f_{k_{j}}\right\|_{L^{1}}\left(\frac{C_{M P S}}{2 j}-\frac{2 \pi d}{q D}\right) \\
& =\frac{1}{\left.2^{5} \pi\left(2+\ln \left(1+\frac{2}{\delta}\right)\right)\right)}\left(T_{1}-T_{2}\right)
\end{aligned}
$$

with

$$
T_{1}=\frac{C_{M P S}}{2} \sum_{j=1}^{J} \frac{\left\|f_{k_{j}}\right\|_{L^{1}}}{j} \quad \text { and } \quad T_{2}=\frac{2 \pi d}{q D} \sum_{j=1}^{J}\left\|f_{k_{j}}\right\|_{L^{1}}
$$

Next, as $\left\|f_{k_{j}}\right\|_{L^{1}} \geqslant C_{M P S} \ln (n)$,

$$
T_{1} \geq \frac{C_{M P S}^{2} \ln (n)}{2} \sum_{j=1}^{J} \frac{1}{j} \geq \frac{C_{M P S}^{2} \ln (n)}{2} \ln J \geq \frac{C_{M P S}^{2} \ln (n) \ln (m)}{8}
$$

with (3.16).
On the other hand, from (3.15), we get

$$
T_{2} \leqslant \frac{2 \pi J d}{q D} \frac{C_{M P S}}{2^{9} \pi} \ln (m) \ln (n) \leqslant \frac{2 \pi}{q^{\frac{1}{2}}} \frac{C_{M P S}}{2^{9} \pi} \ln (m) \ln (n)
$$

since $d \leqslant \frac{D}{2}$ and $J \leqslant q^{\frac{1}{2}}$ with (3.15). Further, (3.15) also implies that

$$
q^{\frac{1}{2}} \geqslant \frac{m^{\frac{1}{3}}}{8} \geq 2^{4} \pi C_{M P S} \ln (m) \ln (n)
$$

with (3.11), leading to $T_{2} \leqslant \frac{1}{2^{13} \pi}$.
We have established that

$$
\begin{aligned}
\|F\|_{L^{1}([0,1])} & \geqslant \frac{1}{2^{5} \pi\left(2+\ln \left(1+\frac{2}{\delta}\right)\right)}\left(\frac{C_{M P S}^{2} \ln (m) \ln (n)}{2^{3}}-\frac{1}{2^{13} \pi}\right) \\
& =\frac{C_{M P S}^{2}}{\left(2^{9}\right)^{2} \pi\left(2+\ln \left(1+\frac{2}{\delta}\right)\right)}\left(2^{10} \ln (m) \ln (n)-\frac{1}{C_{M P S}^{2}}\right) \\
& \geqslant \frac{C_{M P S}^{2}}{\left(2^{9} \pi\right)^{2}\left(2+\ln \left(1+\frac{2}{\delta}\right)\right)} \ln (m) \ln (n)
\end{aligned}
$$

since $\ln (m) \ln (n) C_{M P S}^{2} \geqslant \frac{1}{2^{10} \pi-1}$.
3.4.2. Proof of Lemma 3.20. The rest of this chapter consist in proving Lemma 3.20 the proof is divided into several lemmas.

The first one is a simple lemma about numerical integration of trigonometric polynomials:
Lemma 3.21. Let $N$ be a positive integer. Then for any trigonometric polynomial $f$ of degree $d$

$$
\left|\|f\|_{L^{1}([0,1])}-\frac{1}{N} \sum_{j=0}^{N-1}\right| f\left(\frac{j}{N}\right)\left|\left\lvert\, \leqslant \frac{2 \pi d}{N}\|f\|_{L^{1}([0,1])}\right.\right.
$$

Note that, as $f$ is 1-periodic, writing $N=R+S, \frac{1}{N} \sum_{j=0}^{N-1}\left|f\left(\frac{j}{N}\right)\right|=\frac{1}{R+S} \sum_{j=-R}^{S-1}\left|f\left(\frac{j}{R+S}\right)\right|$.
Proof. We write, using the triangular and reverse triangular inequalities

$$
\begin{aligned}
\left|\int_{0}^{1}\right| f(t)\left|\mathrm{d} t-\frac{1}{N} \sum_{j=0}^{N-1}\right| f\left(\frac{j}{N}\right)|\mid & =\left|\sum_{j=0}^{N-1} \int_{\frac{j}{N}}^{\frac{j+1}{N}}\right| f(t)\left|-\left|f\left(\frac{j}{N}\right)\right| \mathrm{d} t\right| \\
& \leq \sum_{j=0}^{N-1} \int_{\frac{j}{N}}^{\frac{j+1}{N}}\left|f(t)-f\left(\frac{j}{N}\right)\right| \mathrm{d} t=\sum_{j=0}^{N-1} \int_{\frac{j}{N}}^{\frac{j+1}{R}}\left|\int_{\frac{j}{N}}^{t} f^{\prime}(s) \mathrm{d} s\right| \mathrm{d} t \\
& \leq \sum_{j=0}^{N-1} \int_{\frac{j}{N}}^{\frac{j+1}{N}} \int_{\frac{j}{N}}^{t}\left|f^{\prime}(s)\right| \mathrm{d} s \mathrm{~d} t=\sum_{j=0}^{N-1} \int_{\frac{j}{N}}^{\frac{j+1}{N}}\left|f^{\prime}(s)\right| \int_{s}^{\frac{j+1}{N}} \mathrm{~d} t \mathrm{~d} s \\
& \leq \frac{1}{N} \sum_{j=0}^{N-1} \int_{\frac{j}{N}}^{\frac{j+1}{N}}\left|f^{\prime}(s)\right| \mathrm{d} s=\int_{0}^{1}\left|f^{\prime}(s)\right| \mathrm{d} s
\end{aligned}
$$

where we have used Fubini and the bound $\int_{s}^{\frac{j+1}{N}} \mathrm{~d} t \leq \frac{1}{N}$ when $\frac{j}{N} \leq s \leq \frac{j+1}{N}$. We conclude with Bernstein's inequality, $\left\|f^{\prime}\right\|_{L^{1}([0,1])} \leqslant 2 \pi d\|f\|_{L^{1}([0,1])}$.

For a finitely supported sequence $(A(k))_{k \in \mathbb{Z}}$ we define its discrete Fourier transform (or $\mathbf{Z}$-Fourier transform) as

$$
\mathcal{F}_{d}[A](t)=\sum_{k \in \mathbb{Z}} A(k) e^{-2 i \pi k t}
$$

If $A, B$ are two finitely supported sequences, their convolution is the sequence $A * B$ defined by

$$
A * B(k)) B * A(k)=\sum_{n \in \mathbb{Z}} A(k-n) B(n) .
$$

The Convolution Theorem is also valid here: $\mathcal{F}_{d}[A * B](t)=\mathcal{F}_{d}[A](t) \mathcal{F}_{d}[B](t)$. Two classical examples are

- the Dirichlet kernel: set $\mathbb{d}_{L}=\mathbb{1}_{-L, \ldots, L}$ so that

$$
D_{L}(t)=\mathcal{F}_{d}\left[\mathbb{d}_{L}\right](t)=\sum_{|k| \leqslant L} e^{2 i \pi k t}=\frac{\sin (\pi(2 L+1) t)}{\sin (\pi t)}
$$

- the Fejer kernel: set $\mathbb{f}_{L}(k)=\left(1-\frac{|k|}{L+1}\right) \mathbb{1}_{-L, \ldots, L}(k)$ so that

$$
F_{L}(t)=\mathcal{F}_{d}\left[\mathbb{f}_{L}\right](t)=\sum_{|k| \leqslant L}\left(1-\frac{|k|}{L+1}\right) e^{2 i \pi k t}=\frac{1}{L+1} \frac{(\sin (\pi(L+1) t))^{2}}{(\sin (\pi t))^{2}}
$$

Lemma 3.22. Let $M, N, R, S$ be integers with $2 \leqslant M<N$. Then there exists a function $K_{M, N}$ with the following properties:
(1) $K_{M, N}(k)=1$ for $|k| \leqslant N$,
(2) $K_{M, N}(k)=0$ for $|k| \geqslant N+2 M$
(3) when $R+S \geqslant 2 N+4 M, \frac{1}{R+S} \sum_{j=-R}^{S-1}\left|\mathcal{F}_{d}\left[K_{M, N}\right]\left(\frac{j}{R+S}\right)\right| \leqslant 16 \pi(2+\ln (1+N / M))$

Proof. Define

$$
\begin{aligned}
K_{M, N}(k) & =\frac{1}{M} \mathbb{d}_{N+M} * \mathbb{f}_{M-1}(k)=\frac{1}{M} \sum_{n \in \mathbb{Z}} \mathbb{1}_{\{-M-N, \ldots, M+N\}}(k-n) \mathbb{1}_{\{-M+1, \ldots, M+1\}}(k) \\
& =\frac{1}{M} \sum_{\substack{|n| \leqslant M-1 \\
|n-k| \leqslant N+M}}\left(1-\frac{|n|}{M}\right) .
\end{aligned}
$$

First, for $|k| \leqslant N$, if $|n| \leqslant M-1$, then $|n-k| \leqslant|n|+|k| \leq N+M-1$, so that

$$
K_{M, N}(k)=\frac{1}{M} \sum_{|n| \leqslant M-1}\left(1-\frac{|n|}{M}\right)=1
$$

since

$$
\begin{aligned}
\sum_{|n| \leqslant M-1}\left(1-\frac{|n|}{M}\right) & =\sum_{n=1-M}^{0}\left(1+\frac{n}{M}\right)+\sum_{n=1}^{M-1}\left(1-\frac{n}{M}\right) \\
& =\frac{M+1}{2}+\frac{M-1}{2}=M .
\end{aligned}
$$

On the other hand, if $|k| \geqslant N+2 M$ and $|n| \leq M-1$ then $|k-n| \geq|k|-|n| \geq N+M+1$ so that the sum defining $K_{M, N}$ is empty and $K_{M, N}=0$.

To prove the last item, the Convolution Theorem shows that

$$
\mathcal{F}_{d}\left[K_{M, N}\right](t)=\frac{1}{M} D_{N+M}(t) F_{M-1}(t) .
$$

As $D_{N+M}$ and $F_{M-1}$ are both even, so is $K_{M, N}$ thus

$$
\int_{0}^{1}\left|\mathcal{F}_{d}\left[K_{M, N}\right](t)\right| \mathrm{d} t=2 \int_{0}^{\frac{1}{2}}\left|\mathcal{F}_{d}\left[K_{M, N}\right](t)\right| \mathrm{d} t=2\left(I_{1}+I_{2}+I_{3}\right)
$$

where

$$
\begin{aligned}
I_{1} & =\frac{1}{M} \int_{0}^{\frac{1}{N+M}}\left|D_{N+M}(t) F_{M-1}(t)\right| \mathrm{d} t \\
I_{2} & =\frac{1}{M} \int_{\frac{1}{N+M}}^{\frac{1}{M}}\left|D_{N+M}(t) F_{M-1}(t)\right| \mathrm{d} t \\
I_{3} & =\frac{1}{M} \int_{\frac{1}{M}}^{\frac{1}{2}}\left|D_{N+M}(t) F_{M-1}(t)\right| \mathrm{d} t
\end{aligned}
$$

We have

$$
\left|D_{N+M}(t)\right| \leqslant 2(N+M)+1,0 \leqslant F_{M-1}(t) \leqslant M, \int_{0}^{1} F_{M-1}(t) \mathrm{d} t=1
$$

It follows that

$$
I_{1} \leqslant \frac{1}{M} \int_{0}^{\frac{1}{N+M}}(2(M+N)+1) M \mathrm{~d} t=2+\frac{1}{M+N} \leqslant 3
$$

since $M, N$ are positive integers.
Using the explicit expressions of $D_{N+M}$ and $F_{M-1}$, we have

$$
\begin{aligned}
I_{2} & =\frac{1}{M^{2}} \int_{\frac{1}{N+M}}^{\frac{1}{M}} \frac{|\sin (\pi(2(N+M)+1) t)| \sin ^{2}(\pi M t)}{\sin ^{3}(\pi t)} \mathrm{d} t \leq \frac{1}{M^{2}} \int_{\frac{1}{N+M}}^{\frac{1}{M}} \frac{\sin ^{2}(\pi M t)}{\sin ^{3}(\pi t)} \mathrm{d} t \\
& \leqslant \frac{\pi^{2}}{8} \int_{\frac{1}{N+M}}^{\frac{1}{M}} \frac{\mathrm{~d} t}{t}=\frac{\pi^{2}}{8} \ln \left(1+\frac{N}{M}\right)
\end{aligned}
$$

using that $\sin \pi t \leq \pi t$ for $t \geq 0$ and that $\sin \pi t \geq 2 t$ for $0 \leq t \leq \frac{1}{2}$.
Finally, for $I_{3}$, we do the same computation to bound

$$
I_{3} \leq \frac{1}{M^{2}} \int_{\frac{1}{M}}^{\frac{1}{2}} \frac{\sin ^{2} \pi M t}{t^{3}} \mathrm{~d} t=\int_{1}^{\frac{M}{2}} \frac{\sin ^{2} \pi s}{s^{3}} \mathrm{~d} s \leq \int_{1}^{\frac{M}{2}} \frac{\mathrm{~d} s}{s^{3}} \leq \frac{1}{2}
$$

Grouping all terms and slightly upper bounding the numerical constants, we obtain

$$
\int_{0}^{1}\left|\mathcal{F}_{d}\left[K_{M, N}\right](t)\right| \mathrm{d} t \leqslant 8\left(2+\ln \left(1+\frac{N}{M}\right)\right)
$$

By Lemma 3.21 (and the 1-periodicity of $\mathcal{F}_{d}\left[K_{M, N}\right]$ ), we obtain

$$
\frac{1}{R+S} \sum_{j=-R}^{S-1}\left|\mathcal{F}_{d}\left[K_{M, N}\right]\left(\frac{j}{2 R+1}\right)\right| \leqslant\left(1+\frac{2 \pi d}{R+S}\right)\left\|\mathcal{F}_{d}\left[K_{M, N}\right]\right\|_{L^{1}([0,1])}
$$

But $d=N+2 M-1$ and $R+S \geqslant 2 N+4 M$ so

$$
\frac{2 \pi d}{R+S} \leqslant \frac{\pi(2 N+4 M-2)}{2 N+4 M} \leqslant \pi
$$

Hence we get

$$
\begin{aligned}
\frac{1}{R+S} \sum_{j=-R}^{S-1}\left|\mathcal{F}_{d}\left[K_{M, N}\right]\left(\frac{j}{R+S}\right)\right| & \leqslant(1+\pi)\left\|\mathcal{F}_{d}\left[K_{M, N}\right]\right\|_{L^{1}([0,1])} \\
& \leqslant 16 \pi\left(2+\ln \left(1+\frac{N}{M}\right)\right)
\end{aligned}
$$

concluding the proof.
Lemma 3.23. Let $R, S$ be positive integers and $K=(K(-R), \ldots, K(S-1)) \in \mathbb{C}^{R+S}$. We extend $K$ into - an $R+S$-periodic sequence $K^{(p)}(j(R+S)+\ell)=K(\ell)$, for $\ell=-R, \ldots, S-1$ and $j \in \mathbb{Z}$;

- a finitely supported sequence $K^{(0)}$ by setting $K^{(0)}(\ell)=K(\ell)$ for $\ell=-R, \ldots, S-1$ and $K^{(0)}(\ell)=0$ for $\ell \geq S$ and for $\ell \leq-R-1$.

Then

$$
\int_{0}^{1}\left|\sum_{m \in \mathbb{Z}} a_{m} K^{(p)}(m) e^{2 i \pi m t}\right| \mathrm{d} t \leq \frac{1}{R+S} \sum_{\ell=-R}^{S-1}\left|\mathcal{F}_{d}\left[K^{(0)}\right]\left(\frac{\ell}{R+S}\right)\right| \int_{0}^{1}\left|\sum_{m \in \mathbb{Z}} a_{m} e^{2 i \pi m t}\right| \mathrm{d} t
$$

Proof. Write elements of $\mathbb{C}^{R+S}$ as $\left(a_{-R}, \ldots, a_{S-1}\right)$ and the scalar product $\langle a, b\rangle=\sum_{\ell=-R}^{S-1} a_{\ell} \overline{b_{\ell}}$. For $j=$ $-R, \ldots, S-1$, denote by $e_{k}:=\left[\frac{1}{\sqrt{R+S}} e^{2 i \pi \frac{k e}{R+S}}\right]_{\ell=-R}^{S-1}$ so that $\left(e_{k}\right)_{k=-R, \ldots, S-1}$ is an orthonormal basis of $\mathbb{C}^{R+S}$.

Write $A_{\ell}=\sum_{n \in \mathbb{Z}} \overline{a_{n(R+S)+\ell}} e^{-2 i \pi(n(R+S)+\ell) t}$ for $\ell=-R, \ldots, S-1$ and $A=\left(A_{\ell}\right) \in \mathbb{C}^{R+S}$. Then, by periodicity of $K^{(p)}$

$$
\begin{aligned}
\sum_{m \in \mathbb{Z}} a_{m} K^{(p)}(m) e^{2 i \pi m t} & =\sum_{\ell=-R}^{S-1} K(\ell) \sum_{j \in \mathbb{Z}} a_{j(R+S)+\ell} e^{2 i \pi(j(R+S)+\ell) t}=\langle K, A\rangle=\sum_{k=-R}^{S-1}\left\langle K, e_{k}\right\rangle \overline{\left\langle A, e_{k}\right\rangle} \\
& =\frac{1}{R+S} \sum_{k=-R}^{S-1}\left(\sum_{\ell=-R}^{S-1} K(\ell) e^{-2 i \pi k \frac{\ell}{R+S}}\right)\left(\sum_{\ell=-R}^{S-1} \sum_{n \in \mathbb{Z}} a_{n(R+S)+\ell} e^{2 i \pi(n(R+S)+\ell) t} e^{2 i \pi k \frac{\ell}{R+S}}\right) \\
& =\frac{1}{R+S} \sum_{k=-R}^{S-1} \mathcal{F}_{d}\left[K_{0}\right]\left(\frac{k}{R+S}\right) \sum_{\ell=-R}^{S-1} \sum_{n \in \mathbb{Z}} a_{n(R+S)+\ell} e^{2 i \pi\left[(n(R+S)+\ell) t+\ell \frac{k}{R+S}\right]} .
\end{aligned}
$$

Noticing that $e^{2 i \pi \ell \frac{k}{R+S}}=e^{2 i \pi\left[(n(R+S)+\ell) \frac{k}{R+S}\right]}$, we may write

$$
\begin{aligned}
\sum_{m \in \mathbb{Z}} a_{m} K^{(p)}(m) e^{2 i \pi m t} & =\frac{1}{R+S} \sum_{k=-R}^{S-1} \mathcal{F}_{d}\left[K^{(0)}\right]\left(\frac{k}{R+S}\right) \sum_{\ell=-R}^{S-1} \sum_{n \in \mathbb{Z}} a_{n(R+S)+\ell} e^{2 i \pi(n(R+S)+\ell)\left(t+\frac{k}{R+S}\right)} \\
& =\frac{1}{R+S} \sum_{k=-R}^{S-1} \mathcal{F}_{d}\left[K^{(0)}\right]\left(\frac{k}{R+S}\right) \sum_{m \in \mathbb{Z}} a_{m} e^{2 i \pi m\left(t+\frac{k}{R+S}\right)}
\end{aligned}
$$

From this, we deduce that

$$
\begin{aligned}
\int_{0}^{1}\left|\sum_{m \in \mathbb{Z}} a_{m} K^{(p)}(m) e^{2 i \pi m t}\right| \mathrm{d} t & \leq \frac{1}{R+S} \sum_{k=-R}^{S-1}\left|\mathcal{F}_{d}\left[K^{(0)}\right]\left(\frac{k}{R+S}\right)\right| \int_{0}^{1}\left|\sum_{m \in \mathbb{Z}} a_{m} e^{2 i \pi m\left(t+\frac{k}{R+S}\right)}\right| \mathrm{d} t \\
& =\frac{1}{R+S} \sum_{k=-R}^{S-1}\left|\mathcal{F}_{d}\left[K^{(0)}\right]\left(\frac{k}{R+S}\right)\right| \int_{0}^{1}\left|\sum_{m \in \mathbb{Z}} a_{m} e^{2 i \pi m u}\right| \mathrm{d} u
\end{aligned}
$$

with the change of variable $u=t+\frac{j}{R+S}$ and periodicity of $u \longrightarrow \sum_{m} a_{m} e^{2 i \pi m u}$.

Lemma 3.24. Let $d, D$ and $q$ be positive integers with $(2+2 \delta) d+4 \leqslant D$ for some $\delta>0$ and $q \geqslant 4 \pi$.
Suppose I is a finite set of integers and, for each $k \in I$ let $f_{k}$ be a trigonometric polynomial of degree at most $d$. Then for any integer $s$, we have:

$$
\int_{0}^{1}\left|\sum_{k \in I(q ; s)} f_{k}(t) e^{2 i \pi D k t}\right| \mathrm{d} t \leqslant 32 \pi(2+\ln (1+2 / \delta)) \int_{0}^{1}\left|\sum_{k \in I} f_{k}(t) e^{2 i \pi D k t}\right| \mathrm{d} t .
$$

Proof. Assume we can prove the lemma for $s=0$, that is, for any sequence $\left(f_{k}\right)_{k \in \mathbb{Z}}$ of trigonometric polynomials of degree at most $d$ and any finite set $I$,

$$
\int_{0}^{1}\left|\sum_{q \ell \in I} f_{\ell q}(t) e^{2 i \pi D \ell q t}\right| \mathrm{d} t \leqslant 32 \pi(2+\ln (1+2 / \delta)) \int_{0}^{1}\left|\sum_{k \in I} f_{k}(t) e^{2 i \pi D k t}\right| \mathrm{d} t
$$

Then, replacing $I$ with $I-s$ and replacing $\left(f_{k}\right)$ with $\left(f_{k+s}\right)$ we get

$$
\begin{aligned}
\int_{0}^{1}\left|\sum_{k \in I(q ; s)} f_{k}(t) e^{2 i \pi D \ell q t}\right| \mathrm{d} t & =\int_{0}^{1}\left|\sum_{s+\ell q \in I} f_{s+\ell q}(t) e^{2 i \pi D \ell q t}\right| \mathrm{d} t \\
& \leqslant 32 \pi(2+\ln (1+2 / \delta)) \int_{0}^{1}\left|\sum_{k \in I-s} f_{s+k}(t) e^{2 i \pi D k t}\right| \mathrm{d} t \\
& =32 \pi(2+\ln (1+2 / \delta)) \int_{0}^{1}\left|e^{-2 i \pi D s t} \sum_{\ell \in I} f_{\ell}(t) e^{2 i \pi D k t}\right| \mathrm{d} t
\end{aligned}
$$

which is the desired estimate since $\left|e^{-2 i \pi D s t}\right|=1$. So there is no loss of generality is assuming $s=0$.
Next, we write $f_{k}=\sum_{-d \leqslant \ell \leqslant d} a_{\ell}^{k} e^{2 i \pi(D k+\ell) t}$ and

$$
F(t)=\sum_{k \in I} \sum_{-d \leqslant \ell \leqslant d} a_{\ell}^{k} e^{2 i \pi(D k+\ell) t}=\sum_{m} a_{m} e^{2 i \pi m t}
$$

where

$$
\begin{cases}a_{m}=a_{\ell}^{k} & \text { when } m=D k+\ell, \quad k \in I \quad \text { and } \quad|\ell| \leqslant d  \tag{3.17}\\ 0 & \text { otherwise }\end{cases}
$$

Let $N=d, M=\left\lceil\frac{\delta d}{2}\right\rceil$ the smallest integer larger than $\frac{\delta d}{2}$ and let $K_{M, N}$ the sequence from Lemma 3.22 Since

$$
N+2 M \leqslant d+2\left(\frac{\delta d}{2}+1\right)=d+\delta d+2 \leqslant \frac{D}{2}
$$

then we have

$$
\operatorname{supp}\left(K_{M, N}\right)=[-N-2 M, N+2 M] \subseteq\left[-\frac{D}{2}, \frac{D}{2}\right]
$$

Further $K_{M, N}(m)=1$ for $m \in[-d, d]$. Next, $K_{M, N}^{(p)}$ to be the $q D$-periodic sequence defined by $K_{M, N}^{(p)}(j q D+$ $\ell)=K_{M, N}(\ell)$ for $\ell=-N-2 M, \ldots, N+2 M$ and $K_{M, N}^{(p)}(k)=0$ for all other $k$ 's. We take $R, S>$ $N+2 M$ such that $R+S=q D$ and then $K_{M, N}^{(p)}(k)=0$ for $k=-R, \ldots,-N-2 M-1$ and for $k=N+2 M+1, \ldots, S-1$.

From Lemma 3.23, we get

$$
\begin{aligned}
\int_{0}^{1}\left|\sum_{m} a_{m} K_{M, N}^{(p)}(m) e^{2 i \pi m t}\right| \mathrm{d} t & \leq \frac{1}{R+S} \sum_{j=-R}^{S-1}\left|F_{d}\left[K_{M, N}\right]\left(\frac{j}{R+S}\right)\right| \int_{0}^{1}\left|\sum_{m \in \mathbb{Z}} a_{m} e^{2 i \pi m u}\right| \mathrm{d} u \\
& \leq 16 \pi\left(2+\ln \left(1+\frac{N}{M}\right)\right)\|F\|_{L^{1}([0,1])}
\end{aligned}
$$

with Lemma 3.22
As $\operatorname{supp}\left(K_{M, N}\right) \subseteq\left[-\frac{D}{2}, \frac{D}{2}\right]$ and $K_{M, N}^{(p)}$ is periodic of period $R+S=q D$ then

$$
\begin{equation*}
K_{M, N}^{(p)}(m) \neq 0 \quad \text { if } \quad m=j q D+\ell^{\prime} \quad \text { for } \quad j \in \mathbb{Z} \quad \text { and } \quad\left|\ell^{\prime}\right| \leqslant \frac{D}{2} \tag{3.18}
\end{equation*}
$$

Combining 3.17) and 3.18 we have that $a_{m} K_{M, N}^{(p)}(m) \neq 0$ only when

$$
m=D k+\ell=j q D+\ell^{\prime}
$$

Hence $|j q D-D k|=\left|\ell-\ell^{\prime}\right| \leqslant d+\frac{D}{2}<D$. But this can only happen when $j q=k$, which then also implies $\ell=\ell^{\prime}$. In particular, $m=j q D+\ell$ with $|\ell| \leq d$ and then

$$
a_{m} K_{M, N}^{(p)}(m)=a_{j q D+\ell} K_{M, N}^{(p)}(j q D+\ell)=a_{j q D+\ell} K_{M, N}^{(p)}(\ell)=a_{\ell}^{j q D} .
$$

It follows that

$$
\begin{aligned}
\sum_{m \in \mathbb{Z}} a_{m} K_{M, N}(m) e^{2 i \pi m t} & =\sum_{j \in \mathbb{Z}} \sum_{d \leqslant \ell \leqslant d} a_{j q D+\ell} e^{2 i \pi[(j q D+\ell) t]} \\
& =\sum_{k=0} \sum_{k \in I} a_{k D+\ell} e^{2 i \pi k D t} e^{2 i \pi \ell t} \\
& =\sum_{k \in I(q ; 0)} e^{2 i \pi k D t} \sum_{-d \leqslant \ell \leqslant d} a_{k D+\ell} e^{2 i \pi \ell t} \\
& =\sum_{k \in I(q ; 0)} f_{k}(t) e^{2 i \pi k D t}
\end{aligned}
$$

Finally we get

$$
\begin{aligned}
\int_{0}^{1}\left|\sum_{k \in I(q ; 0)} f_{k}(t) e^{2 i \pi K d t}\right| \mathrm{d} t & =\int_{0}^{1}\left|\sum_{m} a_{m} K_{M, N}(m) e^{2 i \pi m t}\right| \mathrm{d} t \\
& \leqslant 32 \pi(2+\ln (1+N / M))\|F\|_{L^{1}([0,1])} \\
& \leqslant 32 \pi(2+\ln (1+2 / \delta))\|F\|_{L^{1}([0,1])}
\end{aligned}
$$

since $\frac{N}{M} \leqslant \frac{2 d}{\delta D} \leqslant \frac{2}{\delta}$.
We can now prove the lemma.
Proof of lemma 3.20. Write $I(q ; s)=\left\{k_{1}, \ldots, k_{J}\right\}$ and write each $k_{j}$ in the form $k_{j}=r_{j} q+s$. Applying lemma 3.24 yields

$$
\begin{aligned}
\|F\|_{L^{1}([0,1])} & \geqslant \frac{1}{32 \pi(2+\ln (1+2 / \delta))} \int_{0}^{1}\left|\sum_{j=1}^{J} f_{k_{j}}(t) e^{2 i \pi k_{j} D t}\right| \mathrm{d} t=\int_{0}^{1}\left|e^{2 i \pi D s t} \sum_{j=1}^{J} f_{k_{j}}(t) e^{2 i \pi r_{j} q D t}\right| \mathrm{d} t \\
& =\frac{1}{q D} \int_{0}^{q D}\left|\sum_{j=1}^{J} f_{k_{j}}\left(\frac{s}{q D}\right) e^{2 i \pi r_{j} s}\right| \mathrm{d} s \\
& =\frac{1}{q D} \sum_{m=0}^{q D-1} \int_{m}^{m+1}\left|\sum_{j=1}^{J} f_{k_{j}}\left(\frac{s}{q D}\right) e^{2 i \pi r_{j} s}\right| \mathrm{d} s
\end{aligned}
$$

But

$$
\sum_{j=1}^{J} f_{k_{j}}\left(\frac{s}{q D}\right) e^{2 i \pi r_{j} s}=\sum_{j=1}^{J} f_{k_{j}}\left(\frac{m}{q D}\right) e^{2 i \pi r_{j} s}+\sum_{j=1}^{J}\left[f_{k_{j}}\left(\frac{s}{q D}\right)-f_{k_{j}}\left(\frac{m}{q D}\right)\right] e^{2 i \pi r_{j} s}
$$

so that

$$
\|F\|_{L^{1}([0,1])} \geqslant \frac{1}{32(2+\ln (1+2 / \delta))}\left(T_{1}-T_{2}\right)
$$

with

$$
T_{1}=\frac{1}{q D} \sum_{m=0}^{q D-1} \int_{m}^{m+1}\left|\sum_{j=1}^{J} f_{k_{j}}\left(\frac{m}{q D}\right) e^{2 i \pi r_{j} s}\right| \mathrm{d} s
$$

and

$$
T_{2}=\frac{1}{q D} \sum_{m=0}^{q D-1} \int_{m}^{m+1}\left|\sum_{j=1}^{J}\left(f_{k_{j}}\left(\frac{s}{q D}\right)-f_{k_{j}}\left(\frac{m}{q D}\right)\right) e^{2 i \pi r_{j} s}\right| \mathrm{d} s
$$

It remains to show that

$$
T_{1} \geqslant \frac{C_{M P S}}{2} \sum_{j=1}^{J} \frac{\left\|f_{k_{j}}\right\|_{L^{1}}}{j} \quad \text { and } \quad T_{2} \leq \frac{2 \pi d}{q D} \sum_{j=1}^{J}\left\|f_{k_{j}}\right\|_{L^{1}} .
$$

Let us start with $T_{1}$ : using the 1-periodicity in $s$,

$$
\begin{aligned}
T_{1} & =\frac{1}{q D} \sum_{m=0}^{q D-1} \int_{0}^{1}\left|\sum_{j=1}^{J} f_{k_{j}}\left(\frac{m}{q D}\right) e^{2 i \pi r_{j} s}\right| \mathrm{d} s \\
& \geqslant \frac{C_{M P S}}{q D} \sum_{m=0}^{q D(1} \sum_{j=1}^{J} \frac{\left|f_{k_{j}}\left(\frac{m}{q D}\right)\right|}{j}=\frac{C_{M P S}}{q D} \sum_{j=1}^{J} \frac{1}{j} \sum_{m=0}^{q D-1}\left|f_{k_{j}}\left(\frac{m}{q D}\right)\right|
\end{aligned}
$$

with Theorem Applying Lemma 3.21 to $f_{k_{j}}$ and using that $\frac{2 \pi d}{q D}<\frac{1}{2}$ with our hypothesis on $q$ and $D$, we get

$$
\frac{1}{q D} \sum_{m=1}^{q D}\left|f_{k_{j}}\left(\frac{m-1}{q D}\right)\right| \geqslant \frac{\left\|f_{k_{j}}\right\|_{L^{1}}}{2}
$$

and the desired estimate of $T_{1}$ follows immediately.
Let us now estimate $T_{2}$. For $s \in[m, m+1]$, we have

$$
\begin{aligned}
\left|\sum_{j=1}^{J}\left(f_{k_{j}}\left(\frac{s}{q D}\right)-f_{k_{j}}\left(\frac{m}{q D}\right)\right) e^{2 i \pi r_{j} s}\right| & =\left|\sum_{j=1}^{J} \int_{\frac{m}{q D}}^{\frac{s}{q D}} f_{k_{j}}^{\prime}(t) e^{2 i \pi r_{j} s} \mathrm{~d} t\right| \\
& \leqslant \int_{\frac{m}{q D}}^{\frac{m+1}{q D}}\left|\sum_{j=1}^{J} f_{k_{j}}^{\prime}(t) e^{2 i \pi r_{j} s}\right| \mathrm{d} t .
\end{aligned}
$$

From the 1 -periodicity in $s$, the integral of this quantity over $[m, m+1]$ is the same as the integral over $[0,1]$. Thus

$$
\begin{aligned}
T_{2} & \leqslant \frac{1}{q D} \sum_{m=0}^{q D-1} \int_{m}^{m+1} \int_{\frac{m}{q D}}^{\frac{m+1}{q D}}\left|\sum_{j=1}^{J} f_{k_{j}}^{\prime}(t) e^{2 i \pi r_{j} s}\right| \mathrm{d} t \mathrm{~d} s \\
& =\frac{1}{q D} \sum_{m=0}^{q D-1} \int_{\frac{m}{q D}}^{\frac{m+1}{q D}} \int_{0}^{1}\left|\sum_{j=1}^{J} f_{k_{j}}^{\prime}(t) e^{2 i \pi r_{j} s}\right| \mathrm{d} s \mathrm{~d} t \\
& =\frac{1}{q D} \int_{0}^{1} \int_{0}^{1}\left|\sum_{j=1}^{J} f_{k_{j}}^{\prime}(t) e^{2 i \pi r_{j} s}\right| \mathrm{d} s \mathrm{~d} t \\
& \leqslant \frac{1}{q D} \sum_{j=1}^{J}\left\|f_{k_{j}}^{\prime}\right\|_{L^{1}([0,1])} \leqslant \frac{2 \pi d}{q D} \sum_{j=1}^{J}\left\|f_{k_{j}}\right\|_{L^{1}([0,1])}
\end{aligned}
$$

with Bernstein's inequality.
3.5. Newman's extremal trigonometric polynomial. Finally, let us insist on the fact that all results in this section are worse case scenarios i.e. the lowest possible $L^{1}$ norm of a trigonometric polynomial with eventually a constraint on the spectrum or on the coefficients.

If one looks at the maximal possible value of the $L^{1}$-norm under the constraint that all coefficients have modulus 1, then, from Cauchy-Schwarz

$$
\int_{0}^{1}\left|\sum_{j=0}^{N} a_{j} e^{2 i \pi j t}\right| \mathrm{d} t \leq\left(\int_{0}^{1}\left|\sum_{j=0}^{N} a_{j} e^{2 i \pi j t}\right|^{2} \mathrm{~d} t\right)^{\frac{1}{2}}=\left(\sum_{j=0}^{N}\left|a_{j}\right|^{2}\right)^{\frac{1}{2}}=\sqrt{N+1}
$$

if $\left|a_{j}\right|=1$ for all $j$ 's. However, if one wants to reach the bound $\sqrt{N+1}$, one would need that equality holds in the Cauchy-Schwarz Inequality so $\left|\sum_{j=0}^{N} a_{j} e^{2 i \pi j t}\right|$ should be constant. But, it is easy to show that the only trigonometric polynomials with constant modulus are monomials (thus in our case, equality can
only occur when $N=0$ ). Indeed, consider the polynomial $P(z)=\sum_{j=0}^{N} a_{j} z^{j}$ with $a_{N} \neq 0$. Introduce $P^{*}(z)=\overline{P(\bar{z})}=\sum_{j=0}^{N} \overline{a_{j}} z^{j}$ Then $|P(z)|^{2}=c$ when $|z|=1$ can be written in the form $P(z) P^{*}(1 / z)=c$ for $|z|=1$, which is now an equality between meromorphic functions over $\mathbb{C} \backslash\{0\}$. As this is true on $\{|z|=1\}$ it is true over all of $\mathbb{C} \backslash\{0\}$, in particular, $P$ has only 0 as zero thus $P(z)=a_{N} z^{N}$.

So the natural question is, how near to $\sqrt{N+1}$ one can get. A result by E. Beller and D. J. Newman [2] shows that one can obtain $\sqrt{N}-O(1)$. For sake of simplicity, we will only present a previous result by D. J. Newman [18] which contains similar ingredients:

Theorem 3.25 (Newman, [18]). There is an absolute constant $c>0$ and an integer $N_{0}$ such that, for every $N \geq N_{0}$ there is a sequence $a_{0}, \ldots, a_{N}$ with $\left|a_{j}\right|=1$ for all $j$ and such that

$$
\int_{0}^{1}\left|\sum_{j=0}^{N} a_{j} e^{2 i \pi j t}\right| \mathrm{d} t \geq \sqrt{N}-c
$$

Proof. The example is related to Gauss sums. We fix $N$ and set $\omega=\exp \left(i \frac{\pi}{N+1}\right), a_{j}=\omega^{j^{2}}$ and define

$$
P(t)=\sum_{j=0}^{N} a_{j} e^{2 i \pi j t}=\sum_{j=0}^{N} \exp \left(2 i \pi\left(\frac{j^{2}}{2(N+1)}+j t\right)\right) .
$$

The theorem is based on the following lemma:
Lemma 3.26. With the previous notation, when $N \rightarrow+\infty$

$$
\int_{0}^{1}|P(t)|^{4} \mathrm{~d} t=N^{2}+O\left(N^{3 / 2}\right)
$$

We postpone the proof of the lemma and show how we can conclude with it.
Parseval's identity gives $\|P\|_{2}=\sqrt{n+1}$ and then Hölder's inequality implies

$$
N \leq N+1=\int_{0}^{1}|P(t)|^{2} \mathrm{~d} t \leq\left(\int_{0}^{1}|P(t)| \mathrm{d} t\right)^{\frac{2}{3}}\left(\int_{0}^{1}|P(t)|^{4} \mathrm{~d} t\right)^{\frac{1}{3}}
$$

From the lemma, we deduce that there is a constant $A>0$ such that $\int_{0}^{1}|P(t)|^{4} \mathrm{~d} t \leq N^{2}+A N^{3 / 2}$ when $N$ is large enough, so that

$$
\begin{aligned}
\int_{0}^{1}|P(t)| \mathrm{d} t & \geq \frac{N^{3 / 2}}{\left(N^{2}+A N^{3 / 2}\right)^{1 / 2}}=N^{1 / 2} \frac{1}{\left(1+A N^{-1 / 2}\right)^{1 / 2}}=N^{1 / 2}\left(1-\frac{A}{2} N^{-1 / 2}+o\left(N^{-1 / 2}\right)\right) \\
& \geq N^{1 / 2}-A
\end{aligned}
$$

for $N$ large enough.
It remains to prove the lemma:

Proof of Lemma 3.26 We write

$$
\left|\sum_{j=0}^{N} a_{j} e^{2 i \pi j t}\right|^{2}=\left(\sum_{j=0}^{N} a_{j} e^{2 i \pi j t}\right)\left(\sum_{k=0}^{N} \overline{a_{k}} e^{-2 i \pi k t}\right):=\sum_{\ell=-N}^{N} c_{\ell} e^{2 i \pi \ell t} .
$$

Note that $c_{0}=\sum_{j=0}^{N} a_{j} \overline{a_{j}}=N+1, c_{-\ell}=\overline{c_{\ell}}$ and, for $\ell \geq 1$,

$$
\begin{aligned}
c_{\ell} & =\sum_{k=0}^{N-\ell} a_{\ell+k} \overline{a_{k}}=\sum_{k=0}^{N-\ell} \omega^{(\ell+k)^{2}} \omega^{-k^{2}}=\omega^{\ell^{2}} \sum_{k=0}^{N-\ell} \omega^{2 k \ell} \\
& =\omega^{\ell^{2}} \frac{1-\omega^{2(N-\ell+1) \ell}}{1-\omega^{2 \ell}}=-\omega^{-\ell} \frac{\omega^{\ell^{2}}-\omega^{-\ell^{2}}}{\omega^{\ell}-\omega^{-\ell}}
\end{aligned}
$$

since $\omega^{2(N+1)}=1$. We thus obtain that

$$
\left|c_{\ell}\right|^{2}=\frac{\sin ^{2} \frac{\pi}{N+1} \ell^{2}}{\sin ^{2} \frac{\pi}{N+1} \ell}
$$

On the other hand, from Parseval,

$$
\int_{0}^{1}|P(t)|^{4} \mathrm{~d} t=\sum_{\ell=-N}^{N}\left|c_{\ell}\right|^{2}=(N+1)^{2}+2 \sum_{\ell=1}^{N}\left|c_{\ell}\right|^{2}
$$

since $c_{0}=N+1$ and $\left|c_{-\ell}\right|=\left|c_{\ell}\right|$.
To compute the last sum, we split it into 4 parts

$$
\begin{array}{ll}
S_{1}=\sum_{1 \leq \ell \leq \sqrt{N}}\left|c_{\ell}\right|^{2} & S_{2}=\sum_{\sqrt{N}<\ell \leq \frac{N+1}{2}}\left|c_{\ell}\right|^{2} \\
S_{3}=\sum_{\frac{N+1}{2}<\ell<N+1-\sqrt{N}}\left|c_{\ell}\right|^{2} & S_{4}=\sum_{N+1-\sqrt{N} \leq \ell \leq N}\left|c_{\ell}\right|^{2}
\end{array}
$$

As $\left|c_{N+1-\ell}\right|=\left|c_{\ell}\right|$ we have $S_{4} \leq S_{1}$ and $S_{3} \leq S_{2}$ so that we only need to show that $S_{1}$ and $S_{3}$ are both $O\left(N^{3 / 2}\right)$.

For $S_{1}$, we use the estimate $\left|\frac{\sin \ell \theta}{\sin \theta}\right| \leq \ell$ to bound $\left|c_{\ell}\right|^{2} \leq \ell^{2}$, leading to

$$
S_{1} \leq \sum_{1 \leq \ell \leq \sqrt{N}} \ell^{2} \leq N \sum_{1 \leq \ell \leq \sqrt{N}} 1=N^{3 / 2}
$$

Further, as for $0 \leq \theta \leq \frac{\pi}{2}, \sin \theta \geq \frac{2}{\pi} \theta$, we bound $\left|c_{\ell}\right|^{2} \leq \frac{(N+1)^{2}}{4 \ell^{2}}$ so that

$$
S_{2} \leq \frac{(N+1)^{2}}{4} \sum_{\sqrt{N}<\ell \leq \frac{N+1}{2}} \frac{1}{\ell^{2}} \leq \frac{(N+1)^{2}}{4} \int_{\sqrt{N}-1}^{+\infty} \frac{\mathrm{d} t}{t^{2}}=\frac{(N+1)^{2}}{4(\sqrt{N}-1)}=O\left(N^{3 / 2}\right)
$$

as claimed.

## 4. $L^{1}$ ESTIMATES WITH REAL FREQUENCIES

4.1. Some results for the Besicovitch norm. We will now present three results for the Besicovitch norms of non-harmonic trigonometric polynomials.

Let us start with the analogue of Mc Gehee, Pigno and Smith's result. Let us present a nice argument by Hudson and Leckband that shows that the estimate for the Besicovitch norm follows from Theorem The converse is of course true as well and the result was obtained directly in [13] and even allowed to slightly improve the constant.

Theorem 4.1 (Hudson \& Leckband [11]). For $\left(\lambda_{j}\right)_{j \geq 0}$ be real numbers with $\lambda_{j+1}-\lambda_{j}>0$ and let $\left(a_{j}\right)_{j \geq 0}$ be a sequence of complex numbers with finite support. Then

$$
\lim _{T \rightarrow+\infty} \frac{1}{T} \int_{-T / 2}^{T / 2}\left|\sum_{j=0}^{+\infty} a_{j} e^{2 i \pi \lambda_{j} t}\right| \mathrm{d} t \geq C_{M P S} \sum_{j=0}^{+\infty} \frac{\left|a_{j}\right|}{j+1}
$$

where $C_{M P S}$ is the same constant as in Theorem $B$

Moreover, assume that $\left(\lambda_{k}\right)$ is $q$-lacunary i.e. $\lambda_{0} \geq 1$ and $\lambda_{k+1} \geq q \lambda_{k}$. Then, for $1 \leq p<+\infty$,

$$
A_{p, q}\left(\sum_{j=0}^{+\infty}\left|a_{j}\right|^{2}\right)^{1 / 2} \leq \lim _{T \rightarrow+\infty}\left(\frac{1}{T} \int_{-T / 2}^{T / 2}\left|\sum_{j=0}^{+\infty} a_{j} e^{2 i \pi \lambda_{j} t}\right|^{p} \mathrm{~d} t\right)^{\frac{1}{p}} \leq B_{p, q}\left(\sum_{j=0}^{+\infty}\left|a_{j}\right|^{2}\right)^{1 / 2}
$$

with $A_{p, q}, B_{p, q}$ the constants in Theorem 3.7
Actually, only the first part is in [11]. The second part is here obtained with almost the same proof and seems to be new.

Proof. Let $a_{0}, \ldots, a_{N}$ be complex numbers, $\lambda_{0}<\lambda_{1}<\cdots<\lambda_{N}$ be real numbers and

$$
\Phi(t)=\sum_{j=0}^{N} a_{j} e^{2 i \pi \lambda_{j} t}
$$

Let $\varepsilon>0$. By a lemma of Dirichlet ([25] p 235], [9]), there is an increasing sequence of integers $\left(M_{n}\right)_{n \geq 1}$ and, for each $n \geq 1$ a finite family of integers $\left(N_{j, n}\right)_{j=0, \ldots, N}$ such that

$$
\left|\lambda_{j}-\frac{N_{j, n}}{M_{n}}\right|<\frac{\varepsilon}{M_{n}} \quad \text { for } j=0, \ldots, N
$$

which implies that

$$
\left|e^{2 i \pi \lambda_{j} t}-e^{2 i \pi \frac{N_{j, n}}{M_{n}} t}\right| \leq 2 \pi\left|\lambda_{j}-\frac{N_{j, n}}{M_{n}}\right||t| \leq 2 \pi \frac{\varepsilon}{M_{n}}|t| \quad \text { for } j=0, \ldots, N
$$

Define the $M_{n}$-periodic function

$$
\Psi_{n}(t)=\sum_{j=0}^{N} a_{j} e^{2 i \pi N_{j, n} t / M_{n}}
$$

and note that, for $t \in\left[-M_{n} / 2, M_{n} / 2\right]$,

$$
\left|\Phi(t)-\Psi_{n}(t)\right| \leq \sum_{j=0}^{N}\left|a_{j}\right|\left|e^{2 i \pi \lambda_{j} t}-e^{2 i \pi \frac{N_{j, n}}{M_{n}} t}\right| \leq 2 \pi \varepsilon \sum_{j=0}^{N}\left|a_{j}\right| .
$$

But then

$$
\begin{aligned}
\left|\left(\frac{1}{M_{n}} \int_{-M_{n} / 2}^{M_{n} / 2}|\Phi(t)|^{p} \mathrm{~d} t\right)^{1 / p}-\left(\frac{1}{M_{n}} \int_{-M_{n} / 2}^{M_{n} / 2}\left|\Psi_{n}(t)\right|^{p} \mathrm{~d} t\right)^{1 / p}\right| & \\
& \leq\left(\frac{1}{M_{n}} \int_{-M_{n} / 2}^{M_{n} / 2}\left|\Phi(t)-\Psi_{n}(t)\right|^{p} \mathrm{~d} t\right)^{1 / p} \\
& \leq\left(2 \pi \sum_{j=0}^{N}\left|a_{j}\right|\right)^{1 / p} \varepsilon^{1 / p}
\end{aligned}
$$

We can now conclude as follows. First, in the general case, As $\Psi_{n}$ is $M_{n}$-periodic, we may apply Theorem B to obtain

$$
\begin{aligned}
C_{M P S} \sum_{j=0}^{N} \frac{\left|a_{j}\right|}{j+1} & \leq \frac{1}{M_{n}} \int_{-M_{n} / 2}^{M_{n} / 2}\left|\Psi_{n}(t)\right| \mathrm{d} t \\
& \leq \frac{1}{M_{n}} \int_{-M_{n} / 2}^{M_{n} / 2}|\Phi(t)| \mathrm{d} t++\frac{1}{M_{n}} \int_{-M_{n} / 2}^{M_{n} / 2}\left|\Phi(t)-\Psi_{n}(t)\right| \mathrm{d} t \\
& \leq \frac{1}{M_{n}} \int_{-M_{n} / 2}^{M_{n} / 2}|\Phi(t)| \mathrm{d} t+2 \pi \varepsilon \sum_{j=0}^{N}\left|a_{j}\right|
\end{aligned}
$$

Letting $n \rightarrow+\infty$ and then $\varepsilon \rightarrow 0$ we obtain Theorem4.1.

$$
\lim _{T \rightarrow+\infty} \frac{1}{T} \int_{-T / 2}^{T / 2}\left|\sum_{k=0}^{N} a_{k} e^{2 i \pi \lambda_{k} t}\right| \mathrm{d} t \geq C_{M P S} \sum_{k=0}^{N} \frac{\left|a_{k}\right|}{k+1}
$$

Let us now assume further that $\lambda_{k+1} \geq q \lambda_{k}$. Let $\tilde{q}$ be such that $1<\tilde{q}<q$ and, assume that $\varepsilon$ has been chosen such that $q-(1+q) \varepsilon>\tilde{q}$. Observe that

$$
\begin{align*}
\frac{N_{j+1, n}}{M_{n}} & \geq \lambda_{j+1}-\left|\lambda_{j+1}-\frac{N_{j+1, n}}{M_{n}}\right| \geq q \lambda_{j}-\frac{\varepsilon}{M_{n}}  \tag{4.1}\\
& \geq q \frac{N_{j, n}}{M_{n}}-q\left|\lambda_{j}-\frac{N_{j, n}}{M_{n}}\right|-\frac{\varepsilon}{M_{n}}  \tag{4.2}\\
& \geq q \frac{N_{j, n}}{M_{n}}-(1+q) \frac{\varepsilon}{M_{n}} \tag{4.3}
\end{align*}
$$

that is $N_{j+1, n} \geq q N_{j, n}-(1+q) \varepsilon \geq \tilde{q} N_{j, n}$.
Applying (3.6) to $n_{k}=N_{k, n}$ and $M=M_{n}$ we obtain

$$
A_{p, \tilde{q}}\left(\sum_{j=0}^{+\infty}\left|a_{j}\right|^{2}\right)^{\frac{1}{2}} \leq\left(\frac{1}{M_{n}} \int_{-M_{n} / 2}^{M_{n} / 2}\left|\sum_{j \geq 0} a_{j} e^{2 i \pi \frac{N_{j, n}}{M_{n}} t}\right|^{p} \mathrm{~d} t\right)^{\frac{1}{p}} \leq B_{p, \tilde{q}}\left(\sum_{j=0}^{+\infty}\left|a_{j}\right|^{2}\right)^{\frac{1}{2}}
$$

From (4.1) we conclude that

$$
\begin{array}{r}
A_{p, \tilde{q}}\left(\sum_{j=0}^{+\infty}\left|a_{j}\right|^{2}\right)^{\frac{1}{2}}-\left(2 \pi \sum_{j=0}^{N}\left|a_{j}\right|\right)^{1 / p} \varepsilon^{1 / p} \leq\left(\frac{1}{M_{n}} \int_{-M_{n} / 2}^{M_{n} / 2}\left|\sum_{j \geq 0} a_{j} e^{2 i \pi \frac{N_{j, n}}{M_{n}} t}\right|^{p} \mathrm{~d} t\right)^{\frac{1}{p}} \\
\leq B_{p, \tilde{q}}\left(\sum_{j=0}^{+\infty}\left|a_{j}\right|^{2}\right)^{\frac{1}{2}}+\left(2 \pi \sum_{j=0}^{N}\left|a_{j}\right|\right)^{1 / p} \varepsilon^{1 / p}
\end{array}
$$

The result follows by letting $\varepsilon \rightarrow 0$ and then $\tilde{q} \rightarrow q$.

### 4.2. Nazarov's theorem.

Theorem 4.2 (Quantitative version of Nazarov theorem for small $\delta$ ). There exists positive constants $c_{*}, \delta_{*}$ such that, for $0<\delta<\delta_{*}$ the following holds:
for every $\lambda_{0}<\ldots<\lambda_{N}$ of real numbers satisfying $\lambda_{k+1}-\lambda_{k} \geqslant 1$ and $a_{0}, \ldots, a_{N}$ complex numbers,

$$
\begin{equation*}
\sum_{k=0}^{N} \frac{\left|a_{k}\right|}{k+1} \leqslant \frac{c_{*}}{\delta^{15 / 2}} \int_{-\frac{1+\delta}{2}}^{\frac{1+\delta}{2}}\left|\sum_{k=0}^{N} a_{k} e^{2 i \pi \lambda_{k} t}\right| \mathrm{d} t . \tag{4.4}
\end{equation*}
$$

First, we start by some preliminary notations and results. Let $I=I_{\delta}:=\left[-\frac{1+\delta}{2}, \frac{1+\delta}{2}\right]$.
Let us fix $\left(\lambda_{k}\right)_{k=0, \ldots, N} \subset \mathbb{R}$ with $\lambda_{k+1}-\lambda_{k} \geq 1$ for every $k,\left(a_{k}\right)_{k=0, \ldots, N}$ a sequence of complex numbers and write $\left|a_{k}\right|=a_{k} u_{k}$ with $\left|u_{k}\right|=1$. Let

$$
S=\sum_{k=0}^{N} \frac{\left|a_{k}\right|}{k+1} \quad \text { and } \quad \phi(t)=\sum_{k=0}^{N} a_{k} e^{2 i \pi \lambda_{k} t}
$$

so that we must find $C_{\delta}$ such that:

$$
\begin{equation*}
\|\phi\|_{L^{1}(I)} \geq C_{\delta} S . \tag{4.5}
\end{equation*}
$$

We define

$$
S_{\delta}=\sum_{k=0}^{N} \frac{\left|a_{k}\right|}{k+N_{\delta}} \quad \text { and } \quad T_{\delta}(t)=\sum_{k=0}^{N} \frac{u_{k}}{k+N_{\delta}} e^{-2 i \pi \lambda_{k} t}
$$

where $N_{\delta}$ is a large integer that we will adjust through the proof. This integer will be of the form $N_{\delta}=2^{m_{\delta}}$. We will prove that

$$
\begin{equation*}
\|\phi\|_{L^{1}(I)} \geq B_{\delta} S_{\delta} \tag{4.6}
\end{equation*}
$$

and, as $k+N_{\delta} \leq(k+1) N_{\delta}, S_{\delta} \geq \frac{S}{N_{\delta}}$ so that we obtain the desired inequality (4.5) with a constant $C_{\delta}=\frac{B_{\delta}}{N_{\delta}}$.

The meaning of $N_{\delta}$ is the following. Consider:

- a new sequence of frequencies $\left(\tilde{\lambda}_{j}\right)_{j \in \mathbb{Z}}$ such that $\tilde{\lambda}_{j}=\lambda_{j-N_{\delta}}$ for $j=N_{\delta}, \ldots, N_{\delta}+N$. and then $\tilde{\lambda}_{j}=\lambda_{0}+j-N_{\delta}$ for $j<N_{\delta}$ and $\tilde{\lambda}_{j}=\lambda_{N}+j-N$ for $j>N$. In particular, we still have $\left|\tilde{\lambda}_{j}-\tilde{\lambda}_{k}\right| \geq 1$. In other words, the sequence $\left(\lambda_{j}\right)_{j=0, \ldots, N}$ is completed into a sequence $\left(\lambda_{j}\right)_{j \in \mathbb{Z}}$ that is still 1-separated and then shifting it by $N_{\delta}$.
- A new sequence of complex numbers $\left(\tilde{a}_{j}\right)_{j \in \mathbb{Z}}$ with $\tilde{a}_{j}=a_{j-N_{\delta}}$ for $j=N_{\delta}, \ldots, N_{\delta}+N$ and $\tilde{a}_{j}=0$ for other $j$ 's. In other words, the sequence $\left(a_{j}\right)_{j=0, \ldots, N}$ is completed into a sequence $\left(a_{j}\right)_{j \in \mathbb{Z}}$ by 0 -padding it and then shifting it by $N_{\delta}$.

Then (4.6) reads

$$
\int_{I_{\delta}}\left|\sum_{j \in \mathbb{Z}} \tilde{a}_{j} e^{2 i \pi \tilde{\lambda}_{j} t}\right| \mathrm{d} t \geq B_{\delta} \sum_{j \in \mathbb{Z}} \frac{\left|\tilde{a}_{j}\right|}{j+N_{\delta}}
$$

with the convention that $0 / 0=0$.
Note that, up to adding 0 terms at the end of the sequence $a_{j}$, we may assume that $N+N_{\delta}$ is of the form $2^{n_{\delta}}-1$ for some integer $n_{\delta}$. This will allow us to write

$$
\sum_{k=0}^{N}=\sum_{j=m_{\delta}}^{n_{\delta}} \sum_{2^{j} \leq r+N_{\delta^{\prime}<2^{j+1}}}
$$

Next, as in Ingham's proof, we will introduce an auxiliary function. Again, we consider

$$
h(t)= \begin{cases}\cos (\pi t) & \text { if }|t| \leqslant \frac{1}{2} \\ 0 & \text { otherwise }\end{cases}
$$

whose Fourier transform is given by

$$
\widehat{h}(\lambda)=\frac{2}{\pi} \frac{\cos (\pi \lambda)}{1-4 \lambda^{2}} .
$$

We will need to smooth a bit this function to obtain a better decay of the Fourier transform and thereby slightly enlarge its support. More precisely, let $p=10, q=8$ and let

$$
f_{\delta}(t)=\frac{p+q}{\delta} \mathbb{1}_{\left[-\frac{\delta}{2(p+q)}, \frac{\delta}{2(p+q)}\right]}(t)
$$

and define its $p+q$-fold self convolutior ${ }^{1}$

$$
g_{\delta}=*_{p+q} f_{\delta}
$$

Clearly $g_{\delta}$ is non-negative, even and with support $\left[-\frac{\delta}{2}, \frac{\delta}{2}\right]$. Finally, we define $\varphi_{\delta}$ as

$$
\begin{equation*}
\varphi_{\delta}=\frac{\pi}{2} h * g_{\delta} \tag{4.7}
\end{equation*}
$$

In the following lemma, we list the properties needed on $\varphi_{\delta}$. They are all established via easy calculus and straight forward Fourier analysis.

Lemma 4.3. There is a $c_{0}>0$ and a $\delta_{0}>0$ such that, if $0<\delta<\delta_{0}$ then,
(1) $\widehat{\varphi_{\delta}}(\lambda)=\frac{\cos (\pi \lambda)}{1-4 \lambda^{2}} \operatorname{sinc}^{p+q}\left(\frac{\pi \delta \lambda}{p+q}\right)$,

[^1](2) $\left\|\varphi_{\delta}\right\|_{\infty} \leqslant \frac{\pi}{2}$.
(3) Let $D_{\delta}=c_{0} \delta^{-\frac{p+q}{p+2}} \geq 1$ and $v>0$ then, for $|\lambda| \geqslant \max \left(1, D_{\delta} v^{\frac{1}{p+2}}\right)$,
$$
|\hat{\varphi}(\lambda)| \leqslant \frac{v}{|\lambda|^{q}}
$$
(4) Let $\gamma_{\delta}=\left(\operatorname{sinc} \frac{\pi \delta}{p+q}\right)^{p+q}$ then, for $|\lambda| \geq 1$,
$$
\left|\widehat{\varphi}_{\delta}(\lambda)\right| \leqslant \frac{\gamma_{\delta}}{4 \lambda^{2}-1}
$$

From now on, we will assume that $0<\delta<\frac{7}{3 \pi}<1$ so that $D_{\delta} \geq 1$. In particular, when $|\lambda| \geq D_{\delta}$, we have $|\hat{\varphi}(\lambda)| \leqslant|\lambda|^{-3}$.
Proof of Lemma 4.3. The first one is simple Fourier analysis.
For the second one, we write

$$
\left\|\varphi_{\delta}\right\|_{\infty} \leqslant \frac{\pi}{2}\left\|g_{\delta}\right\|_{1}\|h\|_{\infty} \leqslant \frac{\pi}{2}\left\|f_{\delta}\right\|_{1}^{p+q}\|h\|_{\infty}
$$

and use simple calculus to conclude.
For the third one, we notice that $4 \lambda^{2}-1 \geq 3 \lambda^{2}$ when $\lambda \geq 1$ thus

$$
\left|\widehat{\varphi_{\delta}}(\lambda)\right|=\left|\frac{\cos (\pi \lambda)}{4 \lambda^{2}-1}\left(\frac{\sin \left(\frac{\pi \delta \lambda}{p+q}\right)}{\frac{\pi \delta \lambda}{p+q}}\right)^{2 p}\right| \leqslant \frac{1}{3}\left(\frac{p+q}{\pi}\right)^{p+q} \delta^{-(p+q)} \frac{1}{|\lambda|^{p+2}} \frac{1}{|\lambda|^{q}} \leqslant \frac{v}{|\lambda|^{q}}
$$

since $|\lambda| \geq \frac{1}{3^{\frac{1}{p+2}}}\left(\frac{p+q}{\pi}\right)^{\frac{p+q}{p+2}} \delta^{-\frac{p+q}{p+2}} V^{\frac{1}{p+2}}$. Thus this fact is established with $c_{0}=\frac{1}{3^{\frac{1}{p+2}}}\left(\frac{p+q}{\pi}\right)^{\frac{p+q}{p+2}}$.
For the last one, we take $\delta_{0}$ small enough to have $\operatorname{sinc} \frac{\pi \delta_{0}}{p+q}=\sup _{t \geq \delta_{0}}|\operatorname{sinc} t|$ and then $\left|\widehat{g}_{\delta}(\lambda)\right| \leq \gamma_{\delta}$ when $|\lambda| \geq 1$. The first identity allows to conclude.

We can now state the first crucial result in this proof.
Lemma 4.4. There exist $\delta_{1}>0, c_{1}>0$ such that, if $0<\delta<\delta_{1}, 0<c_{1} \delta^{2}<1-\sqrt{\gamma_{\delta}}$.
Moreover, let

$$
\alpha_{\delta}=1-\left(c_{1} \delta^{2}+\frac{\gamma_{\delta}}{1-c_{1} \delta^{2}}\right)
$$

and let $m_{\delta}$ be such that

$$
N_{\delta}=2^{m_{\delta}} \geq \delta^{-7 / 2}
$$

Then, for $0 \leqslant k \leqslant N$,

$$
\sum_{\substack{0 \leqslant j \leqslant N \\ j \neq k}} \frac{\left|\hat{\varphi}\left(\lambda_{j}-\lambda_{k}\right)\right|}{j+N_{\delta}} \leqslant \frac{1-\alpha_{\delta}}{k+N_{\delta}}
$$

Proof. The Taylor expansion when $\delta \rightarrow 0$ of $1-\sqrt{\gamma_{\delta}}$ is of the form

$$
1-\sqrt{\gamma_{\delta}}=A \delta^{2}+O\left(\delta^{4}\right)
$$

with $A>0$. Thus, if $c_{1}<A$, for $\delta$ small enough, $0<c_{1} \delta^{2}<1-\sqrt{\gamma_{\delta}}$. Next, notice that $0<1-$ $\left(\beta+\frac{\gamma_{\delta}}{1-\beta}\right)<1$ if $0<\beta<1-\sqrt{\gamma_{\delta}}$ which shows that $0<\alpha_{\delta}<1$. For future use, note that there is a $\kappa>0$ such that

$$
\begin{equation*}
\alpha_{\delta}=\kappa \delta^{2}+O\left(\delta^{4}\right) \tag{4.8}
\end{equation*}
$$

We will further assume that $\delta$ is small enough for

$$
\delta^{-7 / 2} \geq \max \left(c_{1}^{-\frac{q+1}{q-2}} \delta^{-2 \frac{q+1}{q-2}}, c_{2} \delta^{-2-\frac{p+q}{p+2}}\right)=\max \left(c_{1}^{-\frac{q+1}{q-2}} \delta^{-3}, \frac{c_{0}}{c_{1}} \delta^{-7 / 2}\right)
$$

since we chose $q=8$ and $p=10$.
Note that, for every $\varepsilon>0$, the power $7 / 2$ could be reduced to $3+\varepsilon$ by taking $p$ large enough, but could not be reduced below 3 with this construction.

We can now turn to the estimate itself. Set $\beta=c_{1} \delta^{2}$ and split the sum in the left hand side of the main inequality into two sums

$$
E:=\sum_{\substack{0 \leqslant j \leqslant N \\ j \neq k}} \frac{\left|\hat{\varphi}\left(\lambda_{j}-\lambda_{k}\right)\right|}{j+N_{\delta}}=E_{1}+E_{2}
$$

where

$$
E_{1}=\sum_{j+N_{\delta}<(1-\beta)\left(k+N_{\delta}\right)} \frac{\left|\hat{\varphi}\left(\lambda_{j}-\lambda_{k}\right)\right|}{j+N_{\delta}}
$$

and

$$
E_{2}=\sum_{\substack{j+N_{\delta} \geqslant(1-\beta)\left(k+N_{\delta}\right) \\ j \neq k}} \frac{\left|\hat{\varphi}\left(\lambda_{j}-\lambda_{k}\right)\right|}{j+N_{\delta}} .
$$

The result is obtained if we prove the two estimates

$$
E_{1} \leqslant \frac{\beta}{k+N_{\delta}} \quad \text { et } \quad E_{2} \leqslant \frac{\gamma_{\delta} /(1-\beta)}{k+N_{\delta}} .
$$

Now, as $N_{\delta} \geq \frac{c_{0}}{c_{1}} \delta^{-2-\frac{p+q}{p+2}}, \beta N_{\delta} \geqslant D_{\delta}$. Then, if $j$ is an index corresponding to $E_{1}$, then

$$
\left|\lambda_{k}-\lambda_{j}\right| \geqslant|k-j|=\left(k+N_{\delta}\right)-\left(j+N_{\delta}\right) \geqslant \beta\left(k+N_{\delta}\right) \geqslant \beta N_{\delta} \geqslant D_{\delta}
$$

hence, from Lemma 4.31] with $v=1$,

$$
\begin{aligned}
E_{1} & \leqslant \sum_{j+N_{\delta}<(1-\beta)\left(k+N_{\delta}\right)}\left|\hat{\varphi}\left(\lambda_{j}-\lambda_{k}\right)\right| \leqslant \sum_{j+N_{\delta}<(1-\beta)\left(k+N_{\delta}\right)} \frac{1}{\left|\lambda_{j}-\lambda_{k}\right|^{q}} \\
& \leqslant \sum_{j+N_{\delta}<(1-\beta)\left(k+N_{\delta}\right)} \frac{1}{\left(\beta\left(k+N_{\delta}\right)\right)^{q}} .
\end{aligned}
$$

But, $E_{1}$ contains less than $k$ terms so

$$
\begin{equation*}
E_{1} \leqslant \frac{k}{k+N_{\delta}} \frac{\beta^{-(q+1)}}{\left(k+N_{\delta}\right)^{q-2}} \frac{\beta}{k+N_{\delta}} \leqslant \frac{\beta}{k+N_{\delta}} \tag{4.9}
\end{equation*}
$$

since $N_{\delta} \geqslant \beta^{-\frac{q+1}{q-2}}=c_{1}^{-\frac{q+1}{q-2}} \delta^{-2 \frac{q+1}{q-2}}$.
We shall now bound $E_{2}$. In this sum,

$$
j+N_{\delta} \geqslant(1-\beta)\left(k+N_{\delta}\right) \quad \text { and } \quad\left|\lambda_{j}-\lambda_{k}\right| \geqslant 1
$$

then

$$
\begin{aligned}
E_{2} & \leqslant \frac{1}{(1-\beta)\left(k+N_{\delta}\right)} \sum_{\substack{1 \leqslant j \leqslant N \\
j \neq k}} \frac{\gamma_{\delta}}{4\left(\lambda_{j}-\lambda_{k}\right)^{2}-1} \\
& \leqslant \frac{\gamma_{\delta}}{(1-\beta)\left(k+N_{\delta}\right)} \sum_{\substack{1 \leqslant j \leqslant N \\
j \neq k}} \frac{1}{4(j-k)^{2}-1} \\
& \leqslant \frac{\gamma_{\delta}}{(1-\beta)\left(k+N_{\delta}\right)} \sum_{\ell=1}^{\infty} \frac{2}{4 \ell^{2}-1} .
\end{aligned}
$$

Since $\frac{2}{4 \ell^{2}-1}=\frac{1}{2 \ell-1}-\frac{1}{2 \ell+1}$, we obtain the expected bound $E_{2} \leqslant \frac{\gamma_{\delta} /(1-\beta)}{k+N_{\delta}}$.
The following lemma is a first step towards proving Theorem 4.2 and is a consequence of Lemma 4.4

Lemma 4.5. Let us use the notations of the lemma 4.4 Then,

$$
\begin{equation*}
\left|\int_{I_{\delta}} T_{\delta}(t)\left(\sum_{k=0}^{N} a_{k} e^{2 i \pi \lambda_{k} t}\right) \varphi(t) \mathrm{d} t\right| \geq \alpha_{\delta} \sum_{k=0}^{N} \frac{\left|a_{k}\right|}{k+N_{\delta}} . \tag{4.10}
\end{equation*}
$$

Proof. By definition of $T_{\delta}$,

$$
\begin{aligned}
\int_{I_{\delta}} T_{\delta}(t) e^{2 i \pi \lambda_{k} t} \varphi(t) \mathrm{d} t & =\sum_{j=0}^{M} \frac{u_{j}}{j+N_{\delta}} \int_{I_{\delta}} e^{-2 i \pi \lambda_{j} t} e^{2 i \pi \lambda_{k} t} \varphi(t) d t \\
& =\sum_{j=0}^{M} \frac{u_{j}}{j+N_{\delta}} \widehat{\varphi}\left(\lambda_{j}-\lambda_{k}\right) \\
& =\frac{u_{k}}{k+N_{\delta}}+\sum_{\substack{0 \leqslant j \leqslant M \\
j \neq k}} \frac{u_{j}}{j+N_{\delta}} \hat{\varphi}\left(\lambda_{j}-\lambda_{k}\right)
\end{aligned}
$$

thus

$$
\left|\int_{I_{\delta}} T_{\delta}(t) e^{2 i \pi \lambda_{k} t} \varphi(t) d t-\frac{u_{k}}{k+N_{\delta}}\right| \leq \sum_{\substack{0 \leqslant j \leqslant M \\ j \neq k}} \frac{1}{j+N_{\delta}} \hat{\varphi}\left(\lambda_{j}-\lambda_{k}\right)
$$

By applying the lemma 4.4 that

$$
\left|\int_{I_{\delta}} T_{\delta}(t) e^{2 i \pi \lambda_{k} t} \varphi(t) d t-\frac{u_{k}}{k+N_{\delta}}\right| \leqslant \frac{1-\alpha_{\delta}}{k+N_{\delta}} .
$$

It follows that

$$
\left|\int_{I_{\delta}} T_{\delta}(t) a_{k} e^{2 i \pi \lambda_{k} t} \varphi(t) d t-\frac{u_{k} a_{k}}{k+N_{\delta}}\right| \leqslant \frac{1-\alpha_{\delta}}{k+N_{\delta}}\left|a_{k}\right|
$$

Using the fact that $u_{k} a_{k}=\left|a_{k}\right|$ and the triangular inequality, we obtain

$$
\left|\int_{I_{\delta}} T_{\delta}(t)\left(\sum_{k=0}^{N} a_{k} e^{2 i \pi \lambda_{k} t}\right) \varphi(t) d t-\sum_{k=0}^{N} \frac{\left|a_{k}\right|}{k+N_{\delta}}\right| \leqslant\left(1-\alpha_{\delta}\right) \sum_{k=0}^{N} \frac{\left|a_{k}\right|}{k+N_{\delta}}
$$

from which the lemma follows immediately.

## Construction of $\tilde{T}_{\delta}$

Recall that, from our assumption on $N_{\delta}$ and $N$, we can write

$$
T_{\delta}(t)=\sum_{k=0}^{M} \frac{u_{k}}{k+N_{\delta}} e^{-2 i \pi \lambda_{k} t}=\sum_{j=m_{\delta}}^{n_{\delta}} f_{j}(t)
$$

where we set $\mathcal{D}_{j}=\left\{k \in \mathbb{N}: 2^{j} \leq k<2^{j+1}\right\}$ and

$$
f_{j}(t)=\sum_{r+N_{\delta} \in \mathcal{D}_{j}} \frac{u_{r}}{r+N_{\delta}} e^{-2 i \pi \lambda_{r} t}
$$

Before we estimate the norms of the $f_{j}$ 's, let us recall Hilbert's inequality (see e.g. [4, Chapter 10]).
Lemma 4.6 (Hilbert's inequality). Let $\lambda_{1}, \ldots, \lambda_{N}$ be real numbers with $\left|\lambda_{k}-\lambda_{\ell}\right| \geq 1$ when $k \neq \ell$, and let $z_{1}, \ldots, z_{N}$ be complex numbers. We have

$$
\left|\sum_{\substack{1 \leq k, \ell \leq N \\ k \neq \ell}} \frac{z_{k} \overline{z_{\ell}}}{\lambda_{k}-\lambda_{\ell}}\right| \leqslant \pi \sum_{k=1}^{N}\left|z_{k}\right|^{2} .
$$

We can now prove the following:
Lemma 4.7. For $m_{\delta} \leqslant j \leqslant n_{\delta}$,
(1) $\left\|f_{j}\right\|_{\infty} \leqslant 1$
(2) $\left\|f_{j}\right\|_{L^{2}\left(I_{\delta}\right)} \leqslant 2^{-\frac{j}{2}} \sqrt{\left|I_{\delta}\right|+1}$.

Proof. The first estimate is obtained by straightforward computations: for all $t$,

$$
\left|f_{j}(t)\right| \leqslant \sum_{r+N_{\delta} \in \mathcal{D}_{j}} \frac{1}{r+N_{\delta}} \leqslant \frac{\left|\mathbb{D}_{j}\right|}{2^{j}}=1
$$

hence $\left\|f_{j}\right\|_{\infty} \leqslant 1$.
For the second one, set $v_{r}=\frac{u_{r}}{r+N_{\delta}}$. Then

$$
\begin{aligned}
\left\|f_{j}\right\|_{L^{2}\left(I_{\delta}\right)}^{2} & =\int_{I_{\delta}} f_{j}(t) \overline{f_{j}(t)} \mathrm{d} t=\int_{I_{\delta}} \sum_{r+N_{\delta}, s+N_{\delta} \in \mathcal{D}_{j}} v_{r} \overline{v_{s}} e^{-2 i \pi\left(\lambda_{r}-\lambda_{s}\right) t} \mathrm{~d} t \\
& =\left|I_{\delta}\right| \sum_{r+N_{\delta} \in \mathcal{D}_{j}}\left|v_{r}\right|^{2}+\sum_{\substack{r+N_{\delta}, s+N_{\delta} \in \mathcal{D}_{j} \\
r \neq s}} v_{r} \overline{v_{s}} \int_{-\left|I_{\delta}\right| / 2}^{\left|I_{\delta}\right| / 2} e^{-2 i \pi\left(\lambda_{r}-\lambda_{s}\right) t} \mathrm{~d} t \\
& =\left|I_{\delta}\right| \sum_{r+N_{\delta} \in \mathcal{D}_{j}}\left|v_{r}\right|^{2}+\sum_{\substack{r+N_{\delta}, s+N_{\delta} \in \mathcal{D}_{j} \\
r \neq s}} v_{r} \overline{v_{s}}\left(\frac{e^{i\left|I_{\delta}\right| \pi\left(\lambda_{r}-\lambda_{s}\right)}-e^{-i\left|I_{\delta}\right| \pi\left(\lambda_{r}-\lambda_{s}\right)}}{2 i \pi\left(\lambda_{r}-\lambda_{s}\right)}\right) .
\end{aligned}
$$

It follows that

$$
\left\|f_{j}\right\|_{L^{2}(I)}^{2} \leqslant\left|I_{\delta}\right| \sum_{r+N_{\delta}}\left|v_{r}\right|^{2}+\frac{1}{2 \pi}\left|\sum_{\substack{r, s \\ r \neq s}} \frac{v_{r} e^{-i \pi \lambda_{r}(1+\delta)} \overline{v_{s} e^{-i \pi \lambda_{s}(1+\delta)}}}{\lambda_{s}-\lambda_{r}}\right|+\frac{1}{2 \pi}\left|\sum_{\substack{r, s \\ r \neq s}} \frac{v_{r} e^{i \pi \lambda_{r}(1+\delta)} \overline{v_{s} e^{i \pi \lambda_{s}(1+\delta)}}}{\lambda_{s}-\lambda_{r}}\right|
$$

We then apply Hilbert's inequality 4.6 to the last two sums to obtain

$$
\begin{aligned}
\left\|f_{j}\right\|_{2}^{2} & \leqslant\left|I_{\delta}\right| \sum_{r+N_{\delta}}\left|v_{r}\right|^{2}+\frac{1}{2} \sum_{r+N_{\delta, \beta} \in \mathcal{D}_{j}}\left|v_{r}\right|^{2}+\frac{1}{2} \sum_{r+N_{\delta} \in \mathcal{D}_{j}}\left|v_{r}\right|^{2} \\
& =\left(\left|I_{\delta}\right|+1\right) \sum_{r+N_{\delta}}\left|v_{r}\right|^{2} .
\end{aligned}
$$

Since

$$
\begin{aligned}
\sum_{r+N_{\delta} \in \mathcal{D}_{j}}\left|v_{r}\right|^{2} & =\sum_{r+N_{\delta} \in \mathcal{D}_{j}} \frac{\left|u_{r}\right|^{2}}{\left(r+N_{\delta}\right)^{2}}=\sum_{r+N_{\delta} \in \mathcal{D}_{j}} \frac{1}{\left(r+N_{\delta}\right)^{2}} \\
& \leqslant \sum_{r+N_{\delta} \in \mathcal{D}_{j}} \frac{1}{2^{2 j}} \leqslant \frac{2^{j}}{2^{2 j}}=2^{-j},
\end{aligned}
$$

we get $\left\|f_{j}\right\|_{L^{2}(I)}^{2} \leqslant\left(\left|I_{\delta}\right|+1\right) 2^{-j}$ as claimed.
We then write the Fourier series expansion of $\left|f_{j}\right| \in L^{2}\left(I_{\delta}\right)$ as

$$
\left|f_{j}(t)\right|=\sum_{s \in \mathbb{Z}} a_{s, j} e^{\frac{2 i \pi}{I_{\delta} \mid} s t},
$$

and define $h_{j} \in L^{2}\left(I_{\delta}\right)$ via its Fourier series expansion

$$
h_{j}(t)=a_{0, j}+2 \sum_{s=1}^{\infty} a_{s, j} e^{\frac{2 i s \pi}{I_{\delta} \mid} t} .
$$

Lemma 4.8. For $m_{\delta} \leqslant j \leqslant n_{\delta}$, the following properties hold
(1) $\operatorname{Re}\left(h_{j}\right)=\left|f_{j}\right|$;
(2) $\left\|h_{j}\right\|_{2} \leqslant \sqrt{2}\left\|f_{j}\right\|_{2}$;
(3) $h_{j} \in H^{\infty}\left(I_{\delta}\right)$.

Proof. First, as $\left|f_{j}\right|$ is real valued, its zero Fourier coefficient $a_{0, j}$ is also real, and for the remaining ones $\overline{a_{s, j}}=a_{-s, j}$ for every $s \geq 1$. A direct computation then shows that $\operatorname{Re}\left(h_{j}\right)=\left|f_{j}\right|$ which is less than 1 by lemma 4.7 while Parseval shows that $\left\|h_{j}\right\|_{2} \leqslant \sqrt{2}\left\|f_{j}\right\|_{2}$.

We now define a sequence $\left(F_{j}\right)_{j \geqslant m_{\delta}}$ inductively through

$$
F_{m_{\delta}}=f_{m_{\delta}} \quad \text { and } \quad F_{j+1}=F_{j} e^{-\varepsilon h_{j+1}}+f_{j+1}
$$

where $0<\varepsilon<1$ is a small parameter that we will adjust later. Further set

$$
E_{\varepsilon}:=\sup _{0<x \leq 1} \frac{x}{1-e^{-\varepsilon x}}=\frac{1}{\varepsilon} \sup _{0<x \leq \varepsilon} \frac{x}{1-e^{-x}}=\frac{1}{1-e^{-\varepsilon}}
$$

From the next to last identity, it is easy to obtain the following simple bound:

$$
\frac{1}{\varepsilon} \leq E_{\varepsilon} \leq \frac{2}{\varepsilon}
$$

Lemma 4.9. For all $m_{\delta} \leqslant j \leqslant n_{\delta}$,

$$
\left\|F_{j}\right\|_{\infty} \leqslant \frac{2}{\varepsilon}
$$

Proof. By definition of $E_{\varepsilon}$, if $C \leq E_{\varepsilon}$ and $0 \leq x \leq 1$, then $C e^{-\varepsilon x}+x \leq E_{\varepsilon} e^{-\varepsilon x}+x \leq E_{\varepsilon}$.
We can now prove by induction over $j$ that $\left|F_{j}\right| \leq E_{\varepsilon}$ from which the lemma follows. First, when $j=0$, from Lemma 4.7 we get

$$
\left\|F_{0}\right\|_{\infty}=\left\|f_{0}\right\|_{\infty} \leq 1 \leq E_{\varepsilon}
$$

Assume now that $\left\|F_{j}\right\|_{\infty} \leq E_{\varepsilon}$, then

$$
\begin{aligned}
\left|F_{j+1}(t)\right| & =\left|F_{j}(t) e^{-\varepsilon h_{j+1}(t)}+f_{j+1}(t)\right| \leq\left|F_{j}(t)\right| e^{-\varepsilon \Re\left(h_{j+1}(t)\right)}+\left|f_{j+1}(t)\right| \\
& =\left|F_{j}(t)\right| e^{-\varepsilon\left|f_{j+1}(t)\right|}+\left|f_{j+1}(t)\right|
\end{aligned}
$$

As $\left|f_{j+1}(t)\right| \leq 1$ and $\left|F_{j}(t)\right| \leq E_{\varepsilon}$, we get $\left|F_{j+1}(t)\right| \leq E_{\varepsilon}$ as claimed.
Lemma 4.10. Let $m_{\delta} \leqslant n \leqslant n_{\delta}$. For $j=m_{\delta}, \ldots, n$ we define $g_{j, n}=e^{-\varepsilon H_{j, n}}$ with

$$
H_{j, n}= \begin{cases}h_{j+1}+\ldots+h_{n} & \text { if } j<n \\ 0 & \text { if } j=n\end{cases}
$$

Then $F_{n}=\sum_{j=m_{\delta}}^{n} f_{j} g_{j, n}$. Moreover $\left\|H_{j, n}\right\|_{2} \leqslant \frac{\sqrt{2\left(\left|I_{\delta}\right|+1\right)}}{\sqrt{2}-1} 2^{-\frac{j}{2}}$.
Proof. The first part is obtained by a simple induction on $n$. Moreover, the lemma 4.8 implies

$$
\begin{aligned}
\left\|H_{j, n}\right\|_{2} & =\left\|\sum_{r=j+1}^{n} h_{r}\right\|_{2} \leqslant \sum_{r=j+1}^{n}\left\|h_{r}\right\|_{2} \leqslant \sqrt{2} \sum_{r=j+1}^{n}\left\|f_{r}\right\|_{2} \\
& \leqslant \sqrt{2\left(\left|I_{\delta}\right|+1\right)} \sum_{r=j+1}^{\infty} 2^{-\frac{r}{2}}=\frac{\sqrt{2\left(\left|I_{\delta}\right|+1\right)}}{\sqrt{2}-1} 2^{-\frac{j}{2}},
\end{aligned}
$$

as stated.
Next, we will need the following simple well-known lemma:
Lemma 4.11. If $H \in H^{\infty}$ and $\operatorname{Re}(H) \geqslant 0$, then $e^{-H} \in H^{\infty}$ and

$$
\left\|e^{-H}-1\right\|_{2} \leqslant\|H\|_{2}
$$

Proof. Since $H^{\infty}$ is a Banach algebra, the partial sums $\sum_{k=0}^{n}(-1)^{k} \frac{H^{k}}{k!}$ of $e^{-H}$ are elements of $H^{\infty}$. Moreover, since $H$ is bounded, these sums converge uniformly toward $e^{-H}$, with $e^{-H} \in H^{\infty}$. Finally, if $z \in \mathbb{C}$ and $\mathfrak{R}(z) \geqslant 0$,

$$
\left|e^{-z}-1\right|=\left|\int_{0}^{1} z e^{-t z} d t\right| \leqslant \int_{0}^{1}|z| e^{-t \mathfrak{R}(z)} d t \leqslant|z|
$$

In our case $z=H(t)$, and we have

$$
\left|e^{-H(t)}-1\right| \leqslant|H(t)|
$$

and by integration we have the desired inequality.
Lemma 4.12. Assume that $0<\varepsilon \leqslant \frac{\sqrt{\left|I_{\delta}\right|}(\sqrt{2}-1)}{\sqrt{2\left(\left|I_{\delta}\right|+1\right)}}$. Then, for $m_{\delta} \leqslant j \leqslant n \leqslant n_{\delta}$,
(1) $\left\|g_{j, n}-1\right\|_{2} \leqslant \varepsilon\left\|H_{j, n}\right\|_{2} \leqslant \frac{\sqrt{2\left(\left|I_{\delta}\right|+1\right)}}{\sqrt{2}-1} \varepsilon 2^{-\frac{j}{2}}$
(2) The Fourier series of $g_{j, n}(t)-1$ writes $g_{j, n}(t)-1=\sum_{s \geqslant 0} c_{s, j} e^{\frac{2 i s \pi}{|I|} t}$, with $\sum_{s=0}^{+\infty}\left|c_{s, j}\right|^{2} \leqslant 1$.

Proof. By lemma $4.11\left\|g_{j}-1\right\|_{2} \leqslant \varepsilon\left\|H_{j}\right\|_{2}$. Then, since $g_{j, n}$ is analytic, its Fourier series writes

$$
g_{j}(t)-1=\sum_{s \geqslant 0} c_{s, j} e^{\frac{2 i \pi}{\left|T_{\delta}\right|} s t} .
$$

But then, with Parseval

$$
\left(\sum_{s \geqslant 0}\left|c_{s, j}\right|^{2}\right)^{\frac{1}{2}}=\frac{1}{\sqrt{\left|I_{\delta}\right|}}\left\|g_{j}-1\right\|_{2} \leqslant \frac{\varepsilon}{\sqrt{\left|I_{\delta}\right|}}\left\|H_{j}\right\|_{2} \leqslant \frac{\varepsilon}{\sqrt{\left|I_{\delta}\right|}} \frac{\sqrt{2\left(\left|I_{\delta}\right|+1\right)}}{\sqrt{2}-1} 2^{-\frac{j}{2}} \leqslant 2^{-\frac{j}{2}}<1
$$

which implies the claimed bound.
Now recall that

$$
T_{\delta}=\sum_{m_{\delta} \leqslant j \leqslant n_{\delta}} f_{j}
$$

and define

$$
\tilde{T}_{\delta}=F_{n_{\delta}} .
$$

In particular, from Lemma 4.9 we have

$$
\begin{equation*}
\left\|\tilde{T}_{\delta}\right\|_{\infty} \leq \frac{2}{\varepsilon} \tag{4.11}
\end{equation*}
$$

The key estimates here is the following;
Lemma 4.13. Once again, we use the notations of the lemma 4.4 There exists $\delta_{2}>0$ such that, if $0<\delta<$ $\delta_{2}$ and $N_{\delta} \geq \delta^{-7 / 2}$ then

$$
\begin{equation*}
\left|\int_{I_{\delta}}\left(\tilde{T}_{\delta}-T_{\delta}\right)(t)\left(\sum_{k=0}^{N} a_{k} e^{2 i \pi \lambda_{k} t}\right) \varphi(t) \mathrm{d} t\right| \leqslant \frac{2}{3} \alpha_{\delta} \sum_{k=0}^{N} \frac{\left|a_{k}\right|}{k+N_{\delta}} . \tag{4.12}
\end{equation*}
$$

where $\varphi$ is the function defined in (4.7).
Proof. It is enough to prove that, under the conditions of the lemma, for $0 \leqslant k \leqslant N$ we have

$$
\begin{equation*}
\left|\int_{I_{\delta}}\left(\tilde{T}_{\delta}-T_{\delta}\right)(t) e^{2 i \pi \lambda_{k} t} \varphi(t) \mathrm{d} t\right| \leqslant \frac{2}{3} \frac{\alpha_{\delta}}{k+N_{\delta}} . \tag{4.13}
\end{equation*}
$$

Once (4.13) is established, it will then be enough to multiply the left hand side by $a_{k}$ and to use the triangular inequality

We fix $k \in[0, N]$ and let $\ell$ the index such that $k+N_{\delta} \in \mathcal{D}_{\ell}$. We define $R, R_{1}$ and $R_{2}$ as follows

$$
\begin{aligned}
R & =\int_{I_{\delta}}\left(\tilde{T}_{\delta, \beta}-T_{\delta, \beta}\right)(t) e^{2 i \pi \lambda_{k} t} \varphi(t) \mathrm{d} t \\
& =\int_{I_{m_{\delta}} \leqslant j \leqslant \ell-2} f_{j}(t)\left(g_{j}(t)-1\right) e^{2 i \pi \lambda_{k} t} \varphi\left(t \mathrm{~d} t+\int_{I_{\delta}} \sum_{\ell-1 \leqslant j \leqslant n_{\delta}} f_{j}(t)\left(g_{j}(t)-1\right) e^{2 i \pi \lambda_{k} t} \varphi(t) \mathrm{d} t\right. \\
& :=R_{1}+R_{2}
\end{aligned}
$$

We will first bound $R_{1}$. Note that if $s \in \mathbb{Z}$,

$$
\begin{aligned}
\int_{I_{\delta}} f_{j}(t) \varphi(t) e^{2 i \pi \lambda_{k} t} e^{\frac{2 i \pi}{\left|T_{\delta}\right|} s t} \mathrm{~d} t & =\int_{I_{\delta}} \sum_{r+N_{\delta} \in \mathcal{D}_{j}} \frac{u_{r}}{r+N_{\delta}} \varphi(t) e^{2 i \pi\left(-\lambda_{r}+\lambda_{k}+\frac{s}{\left|I_{\delta}\right|}\right)} \mathrm{d} t \\
& =\sum_{r+N_{\delta} \in \mathcal{D}_{j}} \frac{u_{r}}{r+N_{\delta}} \widehat{\varphi}\left(\lambda_{r}-\lambda_{k}-\frac{s}{\left|I_{\delta}\right|}\right)
\end{aligned}
$$

From there, we obtain

$$
\begin{aligned}
\int_{I_{\delta}} f_{j}(t)\left(g_{j}(t)-1\right) e^{2 i \pi \lambda_{k} t} \varphi(t) \mathrm{d} t & =\int_{I_{\delta}} f_{j}(t) \varphi(t) e^{2 i \pi \lambda_{k} t} \sum_{s \geqslant 0} c_{s, j} e^{\frac{2 i s \pi}{e_{\delta} \mid} t} \mathrm{~d} t \\
& =\sum_{s=0}^{+\infty} c_{s, j} \int_{I_{\delta}} f_{j}(t) \varphi(t) e^{2 i \pi \lambda_{k} t} e^{\frac{2 i \pi}{\left|I_{\delta}\right|} s t} \mathrm{~d} t \\
& =\sum_{s=0}^{+\infty} c_{s, j} \sum_{r+N_{\delta} \in \mathcal{D}_{j}} \frac{u_{r}}{r+N_{\delta}} \hat{\varphi}\left(\lambda_{r}-\lambda_{k}-\frac{s}{\left|I_{\delta}\right|}\right) \\
& =\sum_{r+N_{\delta} \in \mathcal{D}_{j}} \frac{u_{r}}{r+N_{\delta}} \sum_{s=0}^{\infty} c_{s, j} \hat{\varphi}\left(\lambda_{r}-\lambda_{k}-\frac{s}{\left|I_{\delta}\right|}\right) .
\end{aligned}
$$

So finally we get

$$
R_{1}=\sum_{m_{\delta} \leqslant j \leqslant \ell-2} \sum_{r+N_{\delta} \in \mathcal{D}_{j}} \frac{u_{r}}{r+N_{\delta}} \sum_{s=0}^{\infty} c_{s, j} \hat{\varphi}\left(\lambda_{r}-\lambda_{k}-\frac{s}{\left|I_{\delta}\right|}\right) .
$$

Let $c_{s}(r)=c_{s, j}$ if $r+N_{\delta} \in I_{j}$. Since $\hat{\varphi}$ is an even function, we can write

$$
R_{1}=\sum_{2^{m_{\delta} \leqslant r+N_{\delta}<2^{\ell-1}}} \frac{u_{r}}{r+N_{\delta}} \sum_{s=0}^{\infty} c_{s}(r) \hat{\varphi}\left(\lambda_{k}-\lambda_{r}+\frac{s}{\left|I_{\delta}\right|}\right):=\sum_{2^{m} \leqslant r+N_{\delta}<2^{\ell-1}} \frac{u_{r}}{r+N_{\delta}} E_{r} .
$$

From Lemma 4.3 recall that, with $D_{\delta}=c_{0} \delta^{-\frac{p+q}{p+2}}$ and $v=\frac{\alpha_{\delta}}{\left|I_{\delta}\right|^{1 / q}}$ then, for

$$
|\lambda| \geqslant \max \left(1, D_{\delta^{\prime}} \nu^{-\frac{1}{p+2}}\right)
$$

we have

$$
\begin{equation*}
|\hat{\varphi}(\lambda)| \leqslant \frac{\alpha_{\delta}}{\left(\left|I_{\delta}\right||\lambda|\right)^{q}} \tag{4.14}
\end{equation*}
$$

Now, $s \geqslant 0,\left|I_{\delta}\right| \geq 1$ and, as $r+N_{\delta}<2^{\ell-1}, 2^{\ell} \leqslant k+N_{\delta}<2^{\ell+1}, \lambda_{k}>\lambda_{r}$ thus

$$
\begin{align*}
\left|I_{\delta}\right|\left|\lambda_{k}-\lambda_{r}+\frac{s}{\left|I_{\delta}\right|}\right| & =\left|I_{\delta}\right|\left(\lambda_{k}-\lambda_{r}\right)+s \geqslant \lambda_{k}-\lambda_{r}+s \geqslant k-r+s  \tag{4.15}\\
& =\left(k+N_{\delta}\right)-\left(r+N_{\delta}\right)>2^{\ell}-2^{\ell-1}=2^{\ell-1} \geqslant 2^{m_{\delta}-1}
\end{align*}
$$

Further, from (4.8) and $1 \leq\left|I_{\delta}\right| \leq 2, D_{\delta} \nu^{-\frac{1}{p+2}} \leq c_{3} \delta^{-\frac{p+q+2}{p+2}}=c_{3} \delta^{-\frac{20}{12}}$. Thus, choosing $m_{\delta}$ sufficiently large for $N_{\delta}=2^{m_{\delta}} \delta^{-7 / 2}$ and $\delta \leq \delta_{2}$ for some $\delta_{2}>0$ small enough, we are able to apply (4.14) and obtain, with (4.15)

$$
\left|\hat{\varphi}\left(\lambda_{k}-\lambda_{r}+\frac{s}{\left|I_{\delta}\right|}\right)\right| \leqslant \frac{\alpha_{\delta}}{(k-r+s)^{q}} .
$$

We can now bound $E_{r}$. Since $\sum_{s=0}^{\infty}\left|c_{s}(r)\right|^{2} \leqslant 1$, the previous bound and Cauchy-Schwarz give us

$$
\begin{aligned}
\left|E_{r}\right| & =\sum_{s=0}^{\infty}\left|c_{s}(r)\right|\left|\hat{\varphi}\left(\lambda_{k}-\lambda_{r}+\frac{s}{1+\delta}\right)\right| \leqslant \alpha_{\delta}\left(\sum_{s=0}^{\infty} \frac{1}{(k-r+s)^{2 q}}\right)^{1 / 2} \\
& \leqslant \alpha_{\delta}\left(\sum_{n=k-r}^{\infty} \sum_{n \geqslant k-r} \frac{1}{n^{2 q}}\right)^{1 / 2} \\
& \leqslant \alpha_{\delta}\left(\int_{k-r-1}^{\infty} \frac{d t}{t^{2 q}}\right)^{1 / 2}=\frac{\sqrt{2 q-1} \alpha_{\delta}}{(k-r-1)^{q-1 / 2}}
\end{aligned}
$$

But $k-r>2^{\ell-1}$ then $k-r-1 \geqslant 2^{\ell-1}$. Since $k+N_{\delta} \in \mathcal{D}_{\ell}$ i.e $2^{\ell} \leqslant k+N_{\delta} \leqslant 2^{\ell+1}$ we get $\frac{1}{k-r-1} \leqslant \frac{4}{k+N_{\delta}}$ and then

$$
\left|E_{r}\right| \leqslant \frac{4^{q-1 / 2} \sqrt{2 q-1} \alpha_{\delta}}{25\left(k+N_{\delta}\right)^{q-1 / 2}}
$$

Finally, we deduce that

$$
\begin{aligned}
\left|R_{1}\right| & =\left|\sum_{2^{m_{\delta} \leqslant r+N_{\delta}<2^{\ell-1}}} \frac{u_{r}}{r+N_{\delta}} E_{r}\right| \leqslant \sum_{2^{m_{\delta} \leqslant r+N_{\delta}<2^{\ell-1}}} \frac{\left|E_{r}\right|}{r+N_{\delta}} \\
& \leqslant \frac{4^{q-1 / 2} \sqrt{2 q-1} \alpha_{\delta}}{\left(k+N_{\delta}\right)^{q-1 / 2}}
\end{aligned}
$$

since last sum has at most $2^{\ell-1} \leqslant k+N_{\delta}$.
We will now bound $R_{2}$.

$$
\begin{aligned}
\left|R_{2}\right| & \leqslant \sum_{\ell-1 \leqslant j \leqslant n_{\delta}} \int_{I}\left|f_{j}(t)\right|\left|g_{j}(t)-1\right||\varphi(t)| \mathrm{d} t \\
& \leqslant\|\varphi\|_{\infty} \sum_{\ell-1 \leqslant j \leqslant n_{\delta}}\left\|f_{j}\right\|_{2}\left\|g_{j}-1\right\|_{2}
\end{aligned}
$$

According to the lemmas 4.7(1) and 4.12 (1) we get

$$
\left|R_{2}\right| \leqslant\|\varphi\|_{\infty} \varepsilon \frac{\sqrt{2}(2+\delta)}{\sqrt{2}-1} \sum_{l-1 \leqslant j \leqslant m} 2^{-j}
$$

since

$$
\sum_{\ell-1 \leqslant j \leqslant n_{\delta}} 2^{-j} \leqslant \sum_{j=\ell-1}^{\infty} 2^{-j}=2^{-\ell+2}=8.2^{-(\ell+1)}
$$

and $k+N_{\delta} \in I_{l}$ then $\frac{1}{2^{\ell+1}} \leqslant \frac{1}{k+N_{\delta}}$. Consequently

$$
\sum_{\ell-1 \leqslant j \leqslant n_{\delta}} 2^{-j} \leqslant \frac{8}{k+N_{\delta}}
$$

Finally, we deduce that

$$
R_{2} \leqslant \varepsilon\|\varphi\|_{\infty} \frac{\sqrt{2}\left(\left|I_{\delta}\right|+1\right)}{\sqrt{2}-1} \frac{8}{k+N_{\delta}}
$$

and we obtain $R_{2} \leqslant \frac{\alpha_{\delta}}{3} \frac{1}{k+N_{\delta}}$ when $\varepsilon \leqslant \frac{(\sqrt{2}-1)}{24\|\varphi\|_{\infty}\left(\left|I_{\delta}\right|+1\right) \sqrt{2}} \alpha_{\delta}$.

Note that, from (4.8) and $\left|I_{\delta}\right| \leq 2$, we can take $\varepsilon=c_{4} \delta^{2}$ for some $c_{4}>0$.
It is now easy to deduce the theorem 4.2 using the 2 inequalities 4.10) and 4.12).
Proof of theorem 4.2 Let $S_{\delta}=\sum_{k=0}^{N} \frac{\left|a_{k}\right|}{k+N_{\delta}}$ and $\Phi(t)=\sum_{k=0}^{N} a_{k} e^{2 i \pi \lambda_{k} t}$ as previously defined. Recall that in (4.10), we have shown that

$$
\begin{aligned}
\alpha_{\delta} S_{\delta} & \leq\left|\int_{I_{\delta}} T_{\delta}(t) \phi(t) \varphi(t) \mathrm{d} t\right| \\
& \leq\left|\int_{I_{\delta}} \tilde{T}_{\delta}(t) \phi(t) \varphi(t) \mathrm{d} t\right|+\left|\int_{I_{\delta}}\left(\tilde{T}_{\delta}(t)-T_{\delta}(t)\right) \phi(t) \varphi(t) \mathrm{d} t\right| \\
& \leq\left|\int_{I_{\delta}} \tilde{T}_{\delta}(t) \phi(t) \varphi(t) \mathrm{d} t\right|+\frac{2}{3} \alpha_{\delta} S_{\delta}
\end{aligned}
$$

with (4.12).
It follows that

$$
\begin{aligned}
S_{\delta} & \leq \frac{3}{\alpha_{\delta}}\left|\int_{I} \tilde{T}_{\delta}(t) \phi(t) \varphi(t) \mathrm{d} t\right| \\
& \leq \frac{3\|\tilde{T}\|_{\infty}\|\varphi\|_{\infty}}{\alpha_{\delta}} \int_{I_{\delta}}|\phi(t)| \mathrm{d} t
\end{aligned}
$$

But, if $\delta$ is small enough and $N_{\delta} \geq \delta^{-7 / 2}$,

- from Lemma $4.3,\|\varphi\|_{\infty} \leq \frac{\pi}{2}$;
- from (4.8), $\alpha_{\delta}=\kappa \delta^{2}+O\left(\delta^{4}\right)$
- as $\varepsilon=c_{4} \delta^{2}$, from (4.11), $\|\tilde{T}\|_{\infty}=\frac{2}{c_{4} \delta^{2}}$.

Therefore, there are two absolute constants $\delta_{*}$ and $c_{*}$ such that, if $\delta \leq \delta_{*}$,

$$
S_{\delta} \leq \frac{c_{*}}{\delta^{4}} \int_{I_{\delta}}|\phi(t)| \mathrm{d} t
$$

As noticed at the start of the proof, this implies that

$$
\sum_{n=0}^{N} \frac{\left|a_{k}\right|}{k+1} \leq \frac{c_{*}}{\delta^{\frac{15}{2}}} \int_{-\frac{1+\delta}{2}}^{\frac{1+\delta}{2}}\left|\sum_{k=0}^{N} a_{k} e^{2 i \pi \lambda_{k} t}\right| \mathrm{d} t
$$

for every $N$, every sequence of real numbers $\left(\lambda_{j}\right)_{j \geq 0}$ with $\lambda_{j+1}-\lambda_{j} \geq 1$ and every complex sequence $\left(a_{j}\right)_{j \geq 0}$.

We have not fully optimised the proof, by taking $q$ sufficiently large and $p / q$ sufficiently large, one can replace $\delta^{15 / 2}$ by $\delta^{7+\eta}$ for any fixed $\eta$.

## 5. Some open problems

The $L^{2}$ theory of exponential sums is rather well understood. This is not the case for $L^{1}$ theory for which there are still many open questions. Let us mention a few of them.
(1) There is a major difference between the sums that appear in Ingham's Theorem and those that appear in Mc Geehe, Pigno, Smith and Nazarov's Theorems. In the $L^{2}$ case, the sums can be two sided and not in the $L^{1}$ case. The proof given here does not work in this case (this is due to the construction of $\tilde{T}$ ) and we are tempted to conjecture the following

Question 1. Let $T>1$ and $\left(\lambda_{k}\right)_{k \in \mathbb{Z}}$ a real sequence such that $\lambda_{k+1}-\lambda_{k} \geq 1$ for every $k$ and $\lambda_{k}$ has same sign as $k$.

Does there exist a constant $C$ such that, for every $N$ and every sequence $\left(c_{j}\right)_{j=-N, \ldots, N}$ of complex numbers,

$$
\sum_{k=-N}^{N} \frac{\left|c_{k}\right|}{|k|+1} \leq C \int_{-T / 2}^{T / 2}\left|\sum_{k=-N}^{N} c_{k} e^{2 i \pi \lambda_{k} t}\right| \mathrm{d} t
$$

(2) The second question is the optimality of the condition $T=1$ in Nazarov's Theorem. In view of Ingham's counterexample, it is tempting to conjecture that $T>1$ is requested (as observed by Nazarov, his proof requires this).
Question 2. Is the condition $T>1$ necessary in Nazarov's Theorem. If yes, what is the right behaviour of the constants.

We think the estimate shown here is not optimal.
(3) Another question related to the previous one comes from Haraux's Theorem. When $\lambda_{k+1}-\lambda_{k} \rightarrow$ $+\infty, T$ can be chosen arbitrarily small. A key element of Haraux's strategy is that the lower and upper bounds in Ingham's inequality are both multiples of the $\ell^{2}$-norm of the coefficients. This is no longer the case in the $L^{1}$ setting.

In forthcomming work, we have been able to use a compactness argument to show that one may take $T$ arbitrarily small in Nazarov's Theorem when $\lambda_{k+1}-\lambda_{k} \rightarrow+\infty$. However, in doing so, we loose control of constants. This leads to the following:
Question 3. Prove a quantitative version Nazarov's Theorem with $T$ arbitrarily small when $\lambda_{k+1}-$ $\lambda_{k} \rightarrow+\infty$.
(4) Are $L^{1}([-T, T])$-norms of lacunary non-harmonic Fourier series comparable to the $\ell^{2}$-norms of the coefficients? This is the case for Besikovich norms.

Note that

$$
\sum_{j=0}^{\infty} \frac{\left|a_{j}\right|}{j+1} \leq\left(\sum_{j=0}^{\infty} \frac{1}{(j+1)^{2}}\right)^{1 / 2}\left(\sum_{j=0}^{\infty}\left|a_{j}\right|^{2}\right)^{1 / 2}=\frac{\pi}{\sqrt{6}}\left(\sum_{j=0}^{\infty}\left|a_{j}\right|^{2}\right)^{1 / 2} .
$$

The question is then
Question 4. Find a (gap) condition on $\left(\Lambda_{k}\right)$ and on $T$ that implies that there is a constant $C>0$ such that, for every $\left(a_{k}\right)$ with finite support

$$
\frac{1}{T} \int_{-T / 2}^{T / 2}\left|\sum_{j=0}^{+\infty} a_{j} e^{2 i \pi \lambda_{j} t}\right| \mathrm{d} t \geq C\left(\sum_{j=0}^{\infty}\left|a_{j}\right|^{2}\right)^{1 / 2}
$$

One may also go the other way and ask whether one can still obtain a result like Theorem B when $\lambda_{k+1}-\lambda_{k} \rightarrow 0$ but with a smaller power on the denominator. For instance, when $\lambda_{k}=\ln k$ then the Fourier series become Dirichlet series

$$
\sum_{k=1}^{+\infty} \frac{a_{k}}{k^{2 i \pi t}}=\sum_{k=1}^{+\infty} a_{k} e^{2 i \pi(\ln k) t}
$$

The following question was asked in [3]:
Question 5. Is it true that, for every sequence $\left(a_{k}\right)_{k \geq 1}$ with finite support,

$$
C\left(\left|a_{1}\right|+\sum_{k \geq 2} \frac{\left|a_{k}\right|}{\sqrt{k} \ln k}\right) \leq \lim _{T \rightarrow+\infty} \int_{-T / 2}^{T / 2}\left|\sum_{k=1}^{+\infty} \frac{a_{k}}{k^{2 i \pi t}}\right| \mathrm{d} t .
$$

## References

[1] A.S. Belov \& S. V. Konyagin On the conjecture of Littlewood and minima of even trigonometric polynomials. Harmonic analysis from the Pichorides viewpoint (Anogia, 1995), 1-11, Publ. Math. Orsay, 96-01, Univ. Paris XI, Orsay, 1996.
[2] E. Beller \& D. J. Newman An $l^{1}$ extremal problem for polynomials. Proc. Amer. Math. Soc. 29 (1971), 474-481.
[3] O. F. Brevig, K.-M. Perfekt, K. Seip, A. G. Siskakis \& D. Vukotić The multiplicative Hilbert matrix. Adv. Math. 302 (2016), 410-432.
[4] D. Choimet \& H. Queffélec Twelve landmarks of twentieth-century analysis. Cambridge University Press, New York, 2015
[5] P. J. Cohen On a conjecture of Littlewood and idempotent measures. Amer. J. Math. 82 (1960), 191--212.
[6] H. Davenport On a theorem of P. J. Cohen. Mathematika 7 (1960), 93-97.
[7] R.A. DeVore \& G. G. Lorentz Constructive Approximation. Grundlehren der mathematischen Wissenschaften, 303. Springer-Verlag, Berlin, 1993.
[8] J. J. F. Fournier On a theorem of Paley and the Littlewood conjecture. Ark. Mat. 17 (1979), 199-216.
[9] L. Grafakos Classical Fourier analysis. Third edition. Graduate Texts in Mathematics, 249. Springer, New York, 2014
[10] B. Hanson Littlewood's Problem for Sets with Multidimensional Structure., I.M.R.N. 21 (2021), 16736-16750.
[11] S. Hudson \& M. Leckband Hardy's inequality and fractal measures. J. Funct. Anal. 108 (1992), 133-160.
[12] A. E. Ingham Some trigonometrical inequalities with applications to the theory of series. Math. Z. 41 (1936), 367-379.
[13] Ph. Jaming, K. Kellay \& C. Saba The Littlewood problem and non-harmonic Fourier series. Math. Ann. (2023). https://doi.org/10.1007/s00208-023-02692-w.
[14] V. Komornik \& P. Loreti Fourier Series in Control Theory. Springer-Verlag, New York, 2005.
[15] S. V. Konyagin On the Littlewood problem. (Russian) Izv. Akad. Nauk SSSR Ser. Mat. 45 (1981), no. 2, 243-265, 463.
[16] O. C. McGehee, L. Pigno \& B. Smith Hardy's inequality and the $L^{1}$ norm of exponential sums. Ann. of Math. (2) 113 (1981), 613-618.
[17] F. L. Nazarov On a proof of the Littlewood conjecture by McGehee, Pigno and Smith. St. Petersburg Math. J. 7 (1996), no. 2, 265-275
[18] D. J. Newman An L ${ }^{1}$ Extremal Problem for Polynomials. Proc. Amer. Math. Soc. 16 (1965), no. 6, 1287-1290
[19] S. K. Pichorides A lower bound for the $L^{1}$ norm of exponential sums. Mathematika 21 (1974), 155-159.
[20] S. K. Pichorides On a conjecture of Littlewood concerning exponential sums. I. Bull. Soc. Math. Grèce (N.S.) 18 (1977), 8-16.
[21] S. K. Pichorides On a conjecture of Littlewood concerning exponential sums. II. Bull. Soc. Math. Grèce (N.S.) 19 (1978), 274-277.
[22] S. K. Pichorides On the $L^{1}$ norm of exponential sums. Ann. Inst. Fourier (Grenoble) 30 (1980), 79-89.
[23] X. Shao On character sums and exponential sums over generalized arithmetic progressions. Bull. London Math. Soc. 45 (2013), 541-550.
[24] R. M. Trigub \& E. S. Belinsky Fourier Analysis and Approximation of Functions, Kluwer, 2004.
[25] A. Zygmund Trigonometric Series, voll. Cambridge 1959.
Univ. Bordeaux, CNRS, Bordeaux INP, IMB, UMR 5251, F-33400, Talence, France


[^0]:    2020 Mathematics Subject Classification. 42A75.
    Key words and phrases. Ingham's Inequality, Littlewood problem, non-harmonic Fourier series, lacunary series.

[^1]:    ${ }^{1}$ If $\chi$ is a function, we write $*_{1} \psi=\psi * \psi$ for the convolution of $\psi$ with itself and then define inductively $*_{k+1} \psi=\left(*_{k} \psi\right) * \psi$.

