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Measures for persuasion dialogs:
A preliminary investigation

Leila AMGOUD !, Florence DUPIN DE SAINT CYR
a Institut de Recherche en Informatique de Toulouse (IRIBn¢e

Abstract. Persuasion is one of the main types of dialogs encountereceiyday
life. The basic idea behind a persuasion is that two (or mayeh disagree on a
state of affairs, and each one tries to persuade the othbatwe his mind. For that
purpose, agents exchange arguments of different strengths.

Several systems, grounded on argumentation theory, havepbegosed in the
literature for modeling persuasion dialogs. These systenesstadied more or less
deeply the different protocols required for this kind ofldgs, and have investi-
gated different termination criteria. However, nothing asdsabout theproperties
of the generated dialogs, nor on the behavior of the intergeigents. Besides, an-
alyzing dialogs is a usual task in everyday life. For insearmlitical debates are
generally deeply dissected.

In this paper we definmeasuregor analyzing dialogs from the point of view of
an external agent. In particular, three kinds of measureprafosed: i) measures
of the quality of the exchanged arguments in terms of theingttes, ii) measures of
the behavior of each participating agent in terms ofdtserenceits aggressiveness
in the dialog, and finally in terms of theoveltyof its arguments, iii) measures of
the quality of the dialog itself in terms of tlelevanceandusefulnessf its moves.

Keywords. Argumentation, Persuasion dialogs, Quality measures

1. Introduction

Since the seminal work by Walton and Krabbe [11] on the rolargiimentation in dia-
log, and on the classification of different types of dialapgre is an increasing interest
on modeling those dialog types using argumentation teciesigindeed, severdlalog
systemdave been proposed in the literature for modelimfigrmation seekinglialogs
(e.g. [8]),inquiry dialogs (e.g. [4])negotiation(e.g. [10]), and finallypersuasiordialogs
(e.g.[3,6,9,13]). Persuasion dialogs are initiated frgmosition of conflict in which one
agent believeg and the other believesp, and both try to persuade the other to change
its mind by presenting arguments in support of their thesis.

It is worth noticing that in all these disparate works, aalipsystem is built around
three main components: i)ammunication languaggpecifying the locutions that will
be used by agents during a dialog for exchanging informatioguments, offers, etc.,
i) a protocolspecifying the set of rules governing the well-definitiord@logs, and iii)

1Corresponding Author: IRIT-CNRS, 118, route de Narbonri@62, Toulouse Cedex, France; E-mail:
amgoud@irit.fr.



agents’ strategies which are the different tactics usedyeyis for selecting their moves
at each step in a dialog.

All the above systems allow agents to engage in dialogs they of course to the
rules of the protocol. Thus, the only properties that areajuteed for a generated dialog
are those related to the protocol. For instance, one can gtaiva dialog terminates, the
turn shifts equally between agents in that dialog (if sudk sl specified by the proto-
col), agents can backtrack to an early move in the dialog,Nate that the properties
inherited from a protocol concern the way the dialog is gateet. However, they don't
say anything about thgropertiesof that dialog.

Judging the properties of a dialog may be seen as a subjéesgive. Two people listening
to the same political debate may disagree, for instanceh®rivtinner” of the debate,
and more generally on their feeling about the dialog itdd#vertheless, it is possible
to define more objective criteria, for instance, the aggvessss of each participant, the
way agents may borrow ideas from each others, the selfadiotion of agents, the rel-
evance of the exchanged information, etc.

Focusing only on persuasion dialogs, in this paper, we ameeroed by analyzing al-
ready generated dialogs whatever the protocol used is aatewdr the strategies of the
agents are. We place ourselves in the role of an externahabsthat tries to evaluate
the dialog. For this purpose, three kinds of measures aggopeal: 1) Measures of the
quality of the exchanged arguments in terms of thights 2) Measures of the behav-
ior of each participating agent in terms of @sherenceits aggressiveneds the dialog,
and finally in terms of theourceof its arguments, 3) Measures of the properties of the
dialog itself in terms of the relevance and usefulness ahitses. These measures are of
great importance since they can be used as guidelines fatecpt in order to generate
the “best” dialogs. They can also serve as a basis for amgjytialogs that hold between
agents.

The rest of the paper is organized as follows: Section 2 Isstia basics of argu-
mentation theory. In Section 3, we present the basic coaapa persuasion dialog.
Section 4 details our dialog measures as well as their ptiepeBection 5 is devoted to
some concluding remarks and conclusions.

2. Basics of argumentation systems

Argumentation is a reasoning model based on the construatid the comparison of
arguments whose definition will be given in Section 3. In B),argumentation system
is defined as follows:

Definition 1 (Argumentation system) An argumentation systerfAS) is a pairT =
(A, R), whereA is a set of arguments arfd C A x A is an attack relation. We say that
an argumenty; attacks an argument; iff (o, o;) € R (or o;; R «5).

Note that to each argumentation system is associated anextigraph whose nodes are
the different arguments, and the edges represent the atthtlon between them. Let
Gr denote the graph associated to the argumentation sySterf4, R).



Since arguments are conflicting, it is important to know vardeguments are acceptable.
For that purpose, in [5], different acceptability semasiti@ve been proposed. Let us
recall them here.

Definition 2 (Conflict-free, Defence)Let 5 C A.

e Bisconflict-freeiff A, a; € B such that(a;, a;) € R.
e 3 defendsan argumenty; iff for each argumenty; € A, if (o, ;) € R, then
Jay, € B such that(ay, o) € R.

Definition 3 (Acceptability semantics) Let B be a conflict-free set of arguments.4f

e B is anadmissible extensioiff 5 defends all its elements;

e 3 is apreferred extensioiff it is a maximal (w.r.t. set=) admissible extension;

e [3is astable extensioiff it is a preferred extension that attacks w.r.t. the reat
R all arguments in4\B.

Letéy, ..., &, denote the possible extensions under a given semantics.

Now that the acceptability semantics are defined, we caneldim status of any argu-
ment. As we will see, an argument may have one among threéfmstatusesskepti-
cally acceptedcredulously acceptedndrejected

Definition 4 (Argument status) Let(.A, R) be an argumentation system, afid. .., &,
its extensions under stable (resp. preferred) semantizy lc A.

e « is skeptically accepteiff « € &;,VE; # Dwithi =1,...,n;
e « is credulously acceptef « is in some extensions and not in others.
e «aisrejectedff A€, such that € &;.

3. Persuasion dialogs

Let £ be a logical language from which arguments may be built. Inapplication,
arguments are reasons of believing something. Througheupaper, the structure and
the origin of such arguments are supposed to be unknown. Wowen argument is
assumed to have at least two partsupport(representing the set of premises or formulas
used to build the argument) and@¢anclusionrepresenting the belief one wants to justify
through the argument). Arguments will be denoted by lonwsedareek letters.

Definition 5 (Argument) Anargumentyis a paira = (H, h) whereh € LandH C L.
H is thesupportof the argument returned by the functidh= Support(«), andh is its
conclusionreturned by the functioh = Conc(«).

In what follows,arg denotes a function that returns for a given Set £ all the argu-
ments that may be built from formulas 6f Thus,arg(L) is the set of arguments that
may be built from the whole logical language

As well established in the literature and already said, meyuts may be conflicting since,
for instance, they may support contradictory conclusiémsvhat follows, R - is a bi-
nary relation that captures all the conflicts that may exisbag arguments aofrg(L).



Thus,R; C arg(L) x arg(L). For two argumente;, 5 € arg(L), the pair(o, 5) € R.
means that the argumentattacks the argumept

LetAg = {a1,...,a,} be a set of symbols representing agents that may be invatved i
a persuasion dialog. Each agent is supposed to be able tgnizeceach argument of
arg(L) and each conflict ifR .. Note that this does not mean at all that an agent is aware
of all the arguments. This assumption means that agenthaseaine logical language
and the same definition of arguments.

A persuasion dialog consists mainly of an exchange of argten®f course other kinds
of moves can be exchanged like questions and assertionsuggvarguments play the
key role in determining the outcome of the dialog. Thus, tigfmut the paper, we are
only interested by the arguments exchanged in a dialog. ibea of such a dialog is

an argument, and its aim is to compute the status of that agurif at the end of the

dialog, the argument is “skeptically accepted” or “reje€tehen we say that the dialog
hassucceededtherwise the dialog hdailed.

Definition 6 (Moves) A movem € M is a triple (S, H, z) such that:

e S ¢ Agis the agent that utters the moBpeaker(m) = S
e H C Agis the set of agents to which the move is addressesker(m) = H
e 1 € arg(L) is the content of the moveontent(m) = x.

During a dialog several moves may be uttered. Those movestittde a sequence de-
noted by(my, ..., m,), wherem is the initial move whereas.,, is the final one. The
empty sequence is denoted By For any integen, the set of sequences of lengths
denoted byM™. These sequences are built under a given protocol. A proamcounts to
define a function that associates to each sequence of masetspfvalid moves. Several
protocols have been proposed in the literature, like fotaimse [3,9]. In what follows,
we don'’t focus on particular protocols.

Definition 7 (Persuasion dialog)A persuasion dialo@ is a non-empty and finite se-
quence of movesny, . .., m,,).

Thesubjectof D is Subject(D) = Content(my), and thelengthof D, denoted D], is
the number of moves+ 1. Each sub-sequenceny, . . ., m;) (withi < n) is asub-dialog
D' of D. We will write alsoD? C D.

It is worth noticing that to each persuasion dialbg one may associate an argu-
mentation system that will be used to evaluate the statuaadf argument uttered during
the dialog. This argumentation system is also used to cagrthatoutput of the dialog.

Definition 8 (AS of a persuasion dialog)Let D = (my,...,m,,) be a persuasion dia-
log. Theargumentation systeof D is the pairASp = (Args(D), Confs(D)) s.t:

1. Args(D) = {Content(m;)|i=0,...,n}

2. Confs(D) = {(«, B) such thatw, 8 € Args(D) and(«, 5) € Rz}

In other words Args(D) andConfs(D) return respectively, the set of arguments
exchanged during the dialog and the different conflicts agrtbnse arguments.



Example 1 Let D be the following persuasion dialog between two agentand as.
D= <<a/17 {O’Q}a Oél>7 <a21 {a1}7 a2>> <a17 {CLQ}) a3>7 <CL1, {a2}7 OZ4>, <a27 {a1}7 Oé]>> Let

us assume that there exist conflictsRip among some of these arguments. Those con-
flicts are summarized in the figure below.

Inthis caseArgs(D) = {a1, as, a3, as} andConfs(D) = {(asg, a1), (a3, a2), (a4, a2) }.

Property 1 Let D be a persuasion dialogvD? such thatD’ = D, Args(D7) C
Args(D), andConfs(D’) C Confs(D).

Any dialog has an output. In case of a persuasion, the oufpatdialog is either the

status of the argument under discussion (i.e. the subjdwthwhat status is “skeptically
accepted” or “rejected”, or failure in case the status ofghbject is “credulously ac-
cepted”. The idea is that a dialog succeeds as soon as the efahe subject is deter-
mined, and thus a winner agent is known. However, when amagtiis credulously

accepted, this means that each agent keeps its positiontiaersubject, and the dialog
fails to meet its objective.

Definition 9 (Output of a persuasion dialog) Let D be a persuasion dialog. Theitput
of D, denoted bylutput(D) is

A iff Subject(D) is skeptically accepteth ASp

R iff Subject(D) is rejected iNnASp

Fail iff Subject(D) is credulously accepteid ASp

It may be the case that from the set of formulas involved intatsef arguments, it is
possible to build new arguments that do not belong'td et

Formulas(FE) = Uy pSupport(a)

be that set of formulas. Due to the monotonic constructiona@fuments,E C
arg(Formulas(E)) but the reverse is not necessarily true. Indeed, an argur@eratins
always an argument even when new attackers are receivecevgowts status is non-
monotonic, and may change. As a consequence of the previolssion, new conflicts
may also appear among those new arguments, and even betereemguments and el-
ements ofF. This shows clearly that the argumentation system assatigith a dialog
is not necessarily “complete”. In what follows, we define ttmmplete version of an
argumentation system associated with a given didlog

Definition 10 (Complete AS)Let D be a persuasion dialog, andSp = (Args(D),
Confs(D)) its associated AS.

Thecomplete ASs CASp = (arg(Formulas(Args(D))), R.) whereR. = {(«a, ) s.t.
a, 3 € arg(Formulas(Args(D))) and(«, 8) € Rz}



Recall thatArgs(D) C arg(Formulas(Args(D))) andConfs(D) C R. C R.. Note
that the status of an argumenin the systemASp is not necessarily the same as in the
complete syster@ASp.

4. Measuring persuasion dialogs

In this section we discuss different measures of persuasadogs. Three aspects can be
analyzed: 1) the quality of the exchanged arguments duripgrsuasion dialog, 2) the
agent’s behavior, and 3) the properties of the dialog itself

4.1. Measuring the quality of arguments

During a dialog, agents utter arguments that may have difteveights A weight may
highlight the quality of information involved in the arguntein terms for instance of
its certainty degree. It may also be related to the cost afalvg that information. In
[1], several definitions of such arguments’ weights havenlpreposed, and their use for
comparing arguments has been made explicit. It is wortltimgtithat the same argument
may not have the same weight from one agent to another. Infolatvs, a weight in
terms of a numerical value is associated to each argumeatgidater this value is, the
better the argument.

weight : arg(L) — IN*

The functionweight is given by the agent which wants to analyze the dialog. Titus,
may be given by an agent that is involved in the dialog, or by@ernal one. On the
basis of arguments’ weights, it is possible to compute thightef a dialog as follows:

Definition 11 (Measure of dialog weight)Let D be a persuasion dialog. Theeightof
DisWeight(D) =3, cargs(p) veight(ai)

It is clear that this measure is monotonic. Formally:
Property 2 Let D be a persuasion dialogD’ = D thenWeight (D7) < Weight(D).

This measure allows to compare pairs of persuasion dialolysom the basis of the ex-
changed arguments. It is even more relevant when the twogdiddave the same subject
and got the same output.

It is also possible to compute the weight of arguments ulteseeach agent in a given
dialog. For that purpose, one needs to know what has beebgadch agent. This can
be computed by a simple projection on the dialog given thahtig

Definition 12 (Dialog projection) Let D = (my, ..., m,) be a persuasion dialog, and
a; € Ag. Theprojectionof D on agenta; is D% = (m;,,...,m;,) such that) < i; <
... <ir <nand¥vl € [1,k], m;, € D andSpeaker(m;,) = a;.

The contribution of each agent is defined as follows:



Definition 13 (Measure of agent’s contribution) Let D = {(m,,...,m,) be a persua-
sion dialog, andz; € Ag. Thecontributionof agenta; in D is

_ Y weight(c;) S.t.a;€Args(D%)
- Weight(D) :

Contr(a;, D)

Example 2 Let us consider the persuasion dialdgpresented in Example 1. Recall that
Args(D) = {a1, a0, 3,4}, D** = {a1,a3,a4} and D2 = {a;, as}. Suppose now
that an external agent wants to analyze this dialog. Thetfan¢ weight” of this agent

is as follow:weight () = 1, weight(as) = 4, weight(as) = 2 andweight(ay) = 3.

It is then clear from the definitions that the overall weightlee dialog isweight (D)

= 10. The contributions of the two agents are respecti@ytr(a;, D) = 6/10 and
Contr(ag, D) = 5/10.

Consider now an example in which an agent sends several tiraesme argument.

Example 3 Let us consider a persuasion dialdg such thatArgs(D) = {a, 8}. D™

= {a} and D*2 = {(}. Let us assume that there are 50 moves in this dialog of which
49 moves are uttered by agemnt and one move uttered by agent Suppose now that
an external agent wants to analyze this dialog. The functienight” of this agent is

as follow: weight(«) = 1 and weight(() = 30. The overall weight of the dialog is
Weight(D) = 31. The contributions of the two agents are respectigelytr(a;, D) =

1/31 andContr(ag, D) = 30/31.

It is easy to check that when the protocol under which a dig@ogenerated does not
allow an agent to repeat an argument already given by anatfest, then the sum of the
contributions of the different agents is equal to 1.

Proposition 1 LetD = (my, ..., m,) be a persuasion dialog and,, . . ., a,, the agents
involved init.y-,_,  Contr(a;, D) = 1iff #m;,m; with 0 < 4,5 < n, such that
Speaker(m;) # Speaker(m;), andContent(m;) = Content(m;).

It is worth noticing that the measu@ntr is not monotonic. Indeed, the contri-
bution of an agent may change during the dialog. It may ire@d¢hen decreases in the
dialog. However, at a given step of a dialog, the contributibthe agent that will present
the next move will for sure increase, whereas the continstiof the other agents may
decrease. Formally:

Proposition 2 Let D = (my, ..., m,) be a persuasion dialog ang € Ag. Letm € M
such thatSpeaker(m) = a;. Then,Contr(a;, D & m) > Contr(a,;, D), andVa; # a;,
Contr(aj, D @ m) < Contr(a;, D), WwithD & m = (myg, ..., my, m).

4.2. Analyzing the behavior of agents

The behavior of an agent in a given persuasion dialog may biyzed on the basis
of three main criteria: i) its degree afjgressiveness the dialog, ii) the source of its
arguments, i.e. whether it builds arguments using its owmfibas, or rather the ones
revealed by other agents, and finally iii) its degreeaierencen the dialog.

The first criterion, i.e. the aggressiveness of an agent ialagl amounts to compute to
what extent an agent was attacking arguments sent by othatsaguch agents prefer to



destroy arguments presented by other parties rather teaaming arguments supporting
their own point of view. Formally, thaggressiveness degreéan agent:; towards an
agenta; during a persuasion dialog is equal to the number of its aegustthat attack
the other agent’s arguments over the number of argumenrds iittered in that dialog.

Definition 14 (Measure of aggressivenesd)et D = (my, ..., m,) be a persuasion di-
alog, anda;,a; € Ag. Theaggressiveness degrekagenta; towardsa; in D is

_ |{ochrgs(D%) S.t.38€Args(D) @Nd (a,8)EConts(D)}| 2
[Args(Di)] '

Agr(a;,aj, D)

Example 4 Let D be a persuasion dialog between two agenteindas. Let us assume
that Args(D) = {a1, a2, 01,02}, D = {a1, a2} and D*2 = {f1, B2}. The conflicts
among the four arguments are depicted in the figure below.

The aggressiveness degrees of the two agents are respeativéa,, az, D) = 0/2
=0, andAgr(as,aq, D) = 1/2.

The aggressiveness degree of an agent changes as soon aargumaent is uttered by
that agent. It decreases when that argument does not attgckrgument of the other
agent, and increases otherwise. Formally:

Proposition 3 Let D = (my, ..., m,) be a persuasion dialog and, a; € Ag. Letm €
M such thatSpeaker(m) = a;, and letD @ m = (my, ..., m,, m).

Agr(a;,aj, D®&m) > Agr(a,,aj, D) iff 3o € Args(D® ) such thatContent(m), o) €
R, andAgr(a;,a;, D & m) < Agr(a;, a;, D) otherwise.

The second criterion concerns the source of arguments. &mtagn build its arguments
either from its own knowledge base, thus using its own foasubr using formulas
revealed by other agents in the dialog. In [2], this idea afdwing formulas from other
agents has been presented as one of the tactics used byfageetecting the argument
to utter at a given step of a dialog. The authors argue thatdiaygdso, an agent may
minimize the risk of being attacked subsequently.

Let us now check to what extent an agent borrows informatiom fother agents. Before
that, let us first determine which formulas are owned by eagmntaccording to what
has been said in a dialog. Informally, a formula is owned bygent, if this formula is
revealed for the first time by that agent. Note that a formel@aled for the first time by
agenta; may also pertain to the base of another agenHere, we are interested by who
reveals first that formula.

Definition 15 (Agent’s formulas) Let D = (my, ..., m,) be a persuasion dialog, and
a; € Ag. Theformulas ownedy agenta; are: OwnF(a;, D) = {z € L such thatim;
with Speaker(m;) = a; andz € Support(Content(m;)) and #im; s.tk < j and
Speaker(my) # a; andx € Support(Content(my)}.

2The expressiofiZ| denotes the cardinal of the set E.



Now that we know which formulas are owned by each agent, wecoarpute the
degree of loarfor each participating agent. It may be tactically usefuiuim an agents’
arguments against him since they should be immune fromestgl This loan degree
can thus help for evaluating the strategical behavior ofgena

Definition 16 (Measure of loan)Let D = (my, ..., m,) be a persuasion dialog, and
ai, a; € Ag. Theloan degre®f agenta; from agents; in D is:

Formulas(Args(D%)) N OwnF(D, a;
j
|Formulas(Args(D®))|

Loan(a;,a;, D) =

The third criterion concerns the coherence of an agentekide a persuasion dialog
where an agent; defends its point of view, it is important that this agent slowt
contradict itself. In fact, there are two kinds of self caliction:

1. anexplicit contradiction in which an agent presents at a given step éélagl
an argument, and later it attacks that argument. Such cendliccady appear in
the argumentation systeAS p«; = (Args(D% ), Confs(D®)) associated to the
moves uttered by agent. In other words, the s&tonfs(D* ) is not empty.

2. animplicit contradiction that appears only in the complete versiohatf $ystem,
i.e. iINCASpa;.

In what follows, we will define a measure degree of incoherencéor evaluating
to what extent an agent was incoherent in a dialog.

Definition 17 (Measure of incoherence)Let D be a persuasion dialogy; € Ag, and
CASpe; = (A%, R%) its complete system. Thecoherence degresf agenta; in D is

Re:
|ASH x Ag

Inc(a;, D) =

Example 5 Let D be a persuasion dialog in which agest has uttered two arguments
a1 and as. Let us assume that from the formulas of those argumentsddrgument,
say as, is built. The figure below depicts the conflicts among thedlarguments. The
incoherence degree of agent is equal to 2/9.

Note that, the above definition is general enough to captatie &xplicit and im-
plicit contradictions. Moreover, this measure is more @@than the one defined on the

basis of attacked arguments, ilnc(a;, D) = HFEAL sucrlljt\ata aMERH  Ysing
this measure, the incoherence degree of the agent in the &xawnple is 1/3. Indeed,

even if the argument; is attacked by two arguments, only one conflict is considered

It is easy to check that if an agent is aggressive towards,iteen it is incoherent.



Property 3 Let D be a persuasion dialog, an@; € Ag. If Agr(a;,a;, D) > 0 then
Inc(a;, D) > 0.

The following example shows that the reverse is not alwayes. tr

Example 6 Let D be a persuasion dialogy; € Ag. Let us assume thatrgs(D%) =
{a1, a2}, andConfs(D%) = (). This means thakgr(a;,a;, D) = 0. Let CASpe; =
(A%, R%) be the complete version of the previous systemfth= {a1, as, a3} and
R% = {(as, 1), (ag, az)}. Itis clear thatInc(a;, D) = 2/9.

Similarly, it can be shown that if all the formulas of an agentare borrowed from
another ageni; and that; is aggressive towards;, thena; is for sure incoherent.

Proposition 4 Let D be a persuasion dialog, ang}, a; € Ag. If Loan(a;,a;,D) =1
andAgr(a;,a;, D) > 0, thenInc(a;, D) > 0.

4.3. Measuring the dialog itself

In the previous sections, we have defined measures for évajuhe quality of argu-
ments uttered in a persuasion dialog, and others for amajythie behavior of agents in-
volved in such a dialog. In this section, we define two otheasnees for evaluating the
quality of the dialog itself. The first measure checks to wddent moves uttered in a
given dialog are in relation with the subject of that dialligs very common in everyday
life, that agents deviate from the subject of the dialog.oBefintroducing the measure,
let us first define formally the notion of relevance.

Definition 18 (Relevant move)LetD = (my, ..., m,) be a persuasion dialog. A move
m;=o,... n IS relevantto the subject oD iff there exists a path (not necessarily directed)
from Subject(D) to Content(m;) in the directed graph associated witS .

Example 4 (continued):Let us consider the persuasion dialog given in Example 4- Sup
pose thaBubject(D) = 3. Itis clear that the arguments,, 8; are relevant, whereas
the argumenp, is not.

On the basis of this notion of relevance, one can define a meésuknowing the per-
centage of moves that are relevant in a dialog.

Definition 19 (Measure of relevance)Let D = (my, ..., m,) be a persuasion dialog.
Therelevance degreaf D is

» Such thatm; is relevant}|
|D|

Relevance(D) = [{mizo...,

Example 4 (continued):In the previous exampl@elevance(D) = 3/4.

It is clear that the greater this degree is, the better tHegli&Vhen the relevance degree
of a dialog is equal to 1, this means that agents did not de¥iatn the subject of the
dialog. However, this does not mean at all that all the moaee lan impact on the result
of the dialog, i.e. on the status of the subject. Another mnesis then needed to compute
the percentage of useful moves. Before introducing thissomeq let us first define what
is a useful move. The following definition is similar to thesomsed in [9].



Definition 20 (Useful move)Let D = (my,...,m,) be a persuasion dialog. A move
Mi=o,... n IS usefulin D iff Output(D) # Output(D \ m;) whereD \ m; is the dialog
obtained by removing the mowe;>.

It can be checked that the two notions of usefulness andamebevare closely related.

Proposition 5 Let D be a persuasion dialog, ang € M. If m is useful inD, thenm
is relevant to the subject db.

Note that the converse is not true as shown in the followiramgXe.

Example 7 Let us assume a dialofp whose subject i&a, and whose graph is the one
presented below.

OO

The sef{ay, as, oy} is the only preferred extension AB . It is clear that the argument
oy IS relevant towy, but it is not useful foD. Indeed, the removal af, will not change
the status ofv; which is skeptically accepted.

On the basis of the above notion of usefulness of moves, ibs$siple to compute the
degree of usefulness of the dialog as a whole.

Definition 21 (Measure of usefulness).et D = (my, ..., m,) be a persuasion dialog.
Theusefulness degre# D is

{mi=o,...» such thatm; is useful}|

Usefulness(D) = D]

It is worth noticing that according to the structure of ther associated to the argu-
mentation system of a dialog, it is possible to know whetherdegrees of relevance and
usefulness of that dialog are less that 1 or not. Formally:

Proposition 6 Let D be a persuasion dialog, an@ be the graph associated wikSp.
If G is not connected thetsefulness(D) < 1 andRelevance(D) < 1.

5. Conclusion

Several systems have been proposed in the literature fowialy agents to engage in
persuasion dialogs. Different dialog protocols have theanbdiscussed. These latter
are the high level rules that govern a dialog. Examples ofi sutes are "how the turn
shifts between agents”, and "how moves are chained in agliad these rules should
ensure "correct" dialogs, i.e. dialogs that terminate a&adh their goals. However, they

<m0,...mi,1,m¢+1,...,mn) ifi;éOandi;én
SD\m;={ (m1,...,my) ifi=0
<m07~~~7mn—1> ifi=n



don’t say anything on thquality of the dialogs. One even wonders whether there are
criteria for measuring the quality of a dialog. In this paper argue that the answer
to this question is yes. Indeed, under the same protocdéreift dialogs on the same
subject may be generated, and some of them may be judgedtbhetteothers. There are
three kinds of reasons, each of them is translated intotguakasures: i) the arguments
exchanged are stronger, ii) the generated dialogs are oomeise(i.e. all the uttered
arguments have an impact on the result of the dialog), ié)ikhavior of agents was
"ideal". In the paper, the behavior of an agent is analyzedhenbasis of three main
criteria: itsdegree of aggressivenests degree of loanand itsdegree of coherencén
sum, different measures have been proposed in this pap#reauality of dialogs. To
the best of our knowledge, this is the first work on such messsiurdialogs. Exceptions
may be the works by Hunter [7] and by Yuan et col. [12] on defjnilialog strategies.
For instance, Hunter has defined a strategy for selectingragts in a dialog. The basic
idea is that an agent selects the ones that will satisfy thisgd the audience. The agent
is thus assumed to maintain two bases: a base containingitdeliefs, and another
base containing what the agent thinks are the goals of thierseel These works are thus
more concerned with proposing dialog strategies than wittyaing dialogs.

An extension of this work would be the study of the generapprties of protocols
generating good dialogs w.r.t. the measures presentedipdper. Another future work
consists of applying these measures to other types of diaéspecially negotiation.
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