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Abstract

In persuasion dialogs, agents exchange arguments on @sabjhich they
disagree. Thus, each agent tries to persuade the otheramgehheir minds.
Several systems, grounded on argumentation theory, hae fr@posed in the
literature for modeling persuasion dialogs. It is impottanbe able to analyze
the quality of these dialogs. Henagyality criteria have to be defined in order to
perform this analysis.

This paper tackles this important problem and proposes iGiggion that con-
cerns the conciseness of a dialog. A dialog is concise it@tnioves are relevant
and useful in order to reach the same outcome as the origadabd From a given
persuasion dialog, in this paper we compute its correspgriiiieal” dialog. This
ideal dialog is concise. A persuasion dialog is thus intergsdf it is close to its
ideal dialog.

1 Introduction

Persuasion is one of the main types of dialogs encountere¢eiryday life. A persua-
sion dialog concerns two (or more) agents who disagree cat@ st affairs, and each
of them tries to persuade the others to change their mindsthib purpose, agents
exchange arguments of different strengths. Several sgdtere been proposed in the
literature for allowing agents to engage in persuasiorod®le.g. [1, 2, 3, 4, 5, 6, 7]).
A dialog system is built around three main components:addmmunication language
specifying the locutions that will be used by agents durinijgéog for exchanging in-
formation, arguments, etc., ii)@otocolspecifying the set of rules governing the well-
definition of dialogs such as who is allowed to say what andn#hand iii) agents’
strategies which are the different tactics used by agemtsdiecting their moves at
each step in a dialog. All the existing systems allow agemengage in dialogs that
obey to the rules of the protocol. Thus, the only propertied are guaranteed for a
generated dialog are those related to the protocol. Faanost one can show that a
dialog terminates, the turn shifts equally between agentisat dialog (if such rule is

*This is a draft version, the article was published In : 10tlrdpean Conference on Symbolic and
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specified by the protocol), agents can refer only to the prexyimove or are allowed
to answer to an early move in the dialog, etc. The propentiesrited from a protocol
are related to the way the dialog is generated. However,rtteqol is not concerned
by thequality of that dialog. Moreover, it is well-known that under the sapnotocol,
different dialogs on the same subject may be generated.irftgsrtant to be able to
compare them w.r.t. their quality. Such a comparison may teetefine the protocols
and to have more efficient ones.

While there are a lot of works on dialog protocols (eg. [8]),work is done on
defining criteria for evaluating the persuasion dialogsegated under those protocols,
except a very preliminary proposal in [9]. The basic ideghat paper is, given a finite
persuasion dialog, it can be analyzed w.r.t. three famifexiteria. The first family
concerns the quality of arguments exchanged in this didlbg.second family checks
the behavior of the agents involved in this dialog. The tfémily concerns the dialog
as a whole. In this paper, we are more interested by investggthis third family
of quality criteria. We propose a criterion based on the s@Emess of the generated
dialog. A dialog is concise if all its moves (i.e. the exchad@rguments) are both
relevantto the subject (i.e. they don’t deviate from the subject efdialog) anduseful
(i.e. they are important to determine the outcome of theodjallnspired from works
on proof procedures that have been proposed in argumentaéory in order to check
whether an argumentis accepted or not [10], we compute aardcterize a sub-dialog
of the original one that is concise. This sub-dialog is cdestd asdeal. The closer
the original dialog to its ideal sub-dialog, the better ssquality. All the proofs are in
[11].

The paper is organized as follows: Section 2 recalls thecbaxi argumentation
theory. Section 3 presents the basic concepts of a persudisiog. Section 4 defines
the notions of relevance and usefulness in a dialog. Sebtmesents the concept of
ideal dialog founded on an ideal argumentation tree builnfthe initial dialog.

2 Basics of argumentation systems

Argumentation is a reasoning model based on the construatiol the comparison
of arguments. Arguments are reasons for believing in sttésn or for performing
actions. In this paper, the origins of arguments are sumptwsbe unknown. They are
denoted by lowercase Greek letters. In [12], an argumemtatistem is defined by:

Definition 1 (Argumentation system) Anargumentation systeima pairAS = (A, R),
whereA is a set of arguments arfld C A x A is an attack relation. We say that an
argumenty attacks an argument iff (o, 8) € R.

Note that to each argumentation system is associated detirgaph whose nodes are
the different arguments, and the arcs represent the attation between them.

Since arguments are conflicting, it is important to know ehdcguments are accept-
able. For that purpose, in [12], differeatceptability semanticsave been proposed.
In this paper, we consider the casegrbundedsemantics. Remaining semantics are
left for future research.



Definition 2 (Defense—Grounded extension).etAS = (A4, R) and5 C A.

e 3 defendsan argumenix € Aiff V 8 € A, if (8,a) € R, thendd € B s.t.
(0,8) € R.

e Thegrounded extensioof AS, denoted by, is the least fixed point of a function
F whereF(B) = {« € A| B defendsy}.

When the argumentation system is finite in the sense thata¥gament is attacked
by a finite number of arguments,= |, , F*(0).
Now that the acceptability semantics is defined, we can défieestatus of any ar-
gument. As we will see, an argument may have two possiblesstatacceptedor
rejected

Definition 3 (Argument status) Let AS = (4, R) be an argumentation system, and
£ its grounded extension. An argumentc A is acceptedff o € &, it is rejected
otherwise. We denote Is¢atus(«, AS) the status ofv in AS.

Property 1 ([10]) LetAS = (A, R), £ its grounded extension, ande A. If o € &,
thena is indirectly defendetiby non-attacked arguments against all its attackers.

3 Persuasion dialogs

This section defines persuasion dialogs in the same spiritfdk A persuasion dialog
consists mainly of an exchange of arguments between diffeigents of the selg =
{ai,...,amn}. The subject of such a dialog is an argument, and its aim issaighe the
status of that argument. At the end of the dialog, the argtimes be either “accepted”
or “rejected”, this status is the output of the dialog. In wfdlows, we assume that
agents arenly allowed to exchange arguments.

Each participating agent is supposed to be able to recoghigkements ofirg(L)
andR ., wherearg(L) is the set of all arguments that may be built from a logical
languagel andR . is a binary relation that captures all the conflicts that megte
among arguments afrg(£). Thus, R, C arg(L) x arg(L). For two arguments
a, f € arg(L), the pair(a, 5) € R, means that the argumentattacks the argument
(. Note that this assumption does not mean at all that an ageaware of all the
arguments. But, it means that agents use the same logiqaidge and the same
definitions of arguments and conflict relation.

Definition 4 (Moves) A movem is a triple (S, H, &) such that:
e S € Agis the agent that utters the moBpeaker(m) = S
e H C Agisthe set of agents to which the move is addresseger(m) = H

e a € arg(L) is the content of the moveentent(m) = «.

1An argumenio is indirectly defendedy § iff there exists a finite sequenea, . . ., a2,+1 such that
a =a1, = azn+1, andvi € [1,2n], (ait1,a;) € R,n € N*.



During a dialog several moves may be uttered. Those movestitde a sequence
denoted by(m,, ..., m,), wherem; is the initial move whereas.,, is the final one.
The empty sequence is denoted(byThese sequences are built under a given protocol.
A protocol amounts to define a function that associates to aguence of moves, a set
of valid moves. Several protocols have been proposed iritérature, like for instance
[1, 6]. In what follows, we don’t focus on particular protdso

Definition 5 (Persuasion dialog) A persuasion dialo@ is a non-empty and finite se-
qguence of movegny, ..., m,) s.t. thesubjectof D is Subject(D) = Content(m;),
and thelengthof D, denoted D/, is the number of moves:. Each sub-sequende:;,
..., m;) is asub-dialogD? of D. We will write alsoD! = D.

To each persuasion dialog, one may associate an arguneansgtem that will be
used to evaluate the status of each argument uttered dtiaind to compute its output.

Definition 6 (AS of a pers. dialog) Let D = (m4, ..., m,) be a persuasion dialog.
Theargumentation systeof D is the pairASp = (Args(D), Confs(D)) such that:

- Args(D) = {Content(m;) | i € [1,n]}

- Confs(D) = {(o, ) | @, B € Args(D) and(a, 3) € Rz}

In other wordsArgs(D) andConfs(D) return respectively, the set of arguments ex-
changed during the dialog and the different conflicts amboge arguments.

Example 1 Let D, be the following persuasion dialog between two agentandas.

Dy = ((a1,{az}, a1), (a2, {a1}, az), (a1, {az}, az), (a1, {az}, au), (a2, {a1}, 1))
Let us assume that there exist conflictddp among some of these arguments. Those
conflicts are summarized in the figure below.

(@~
()

Here,Args(D;) = {a1, as, ag, as} andConfs(D1) = {(ag, a1), (as, a2), (aq, a2)}.

Property 2 Let D = (my, ..., m,) be a persuasion dialogvD’ = D, it holds that
Args(D7?) C Args(D), andConfs(D’) C Confs(D).

The output of a dialog is the status of the argument undeudsion (i.e., the subject):

Definition 7 (Output of a persuasion dialog) Let D be a persuasion dialog. Ttoaut-
putof D, denoted byutput(D), isStatus(Subject(D),ASp).

4 Criteria for Dialog quality

In this paper, we are interested in evaluating the concé&senga dialogD which is
already generated under a given protocol. This dialog israed to befinite. Note
that this assumption is not too strong since a main propéryy protocol is the ter-
mination of the dialogs it generates [13]. A consequenchisfassumption is that the



argumentation systelS , associated td is finite as well. In what follows, we pro-
pose two criteria that evaluate the importance of the mdvasare exchanged iP,
then we propose a way to compute the “ideal” dialog that reatie same outcome as
D.

In everyday life, it is very common that agents deviate frowa $ubject of the dialog.
The first criterion evaluates to what extent the moves ultere in relation with the
subject of the dialog. This amounts to check whether theistsea path from a move
to the subject in the graph of the argumentation system &gsddo the dialog.

Definition 8 (Relevant and useful move)

LetD = (ma, ..., m,) be a persuasion dialog. A mowe;, i € [1,n], is relevantto
D iff there exists a path (not necessarily directed) frooatent(m;) to Subject(D)

in the directed graph associated wi#ts . m; is usefuliff there exists a directed path
from Content(m;) to Subject(D) in this graph.

Example 2 Let D, be a persuasion dialog. Letrgs(Ds2) = {a1,as,1,62}. The
conflicts among the four arguments are depicted in the figalevia

o e

Suppose thatubject(D2) = ay. Itis clear that the argumentss, 3; are rele-
vant, whileg; is irrelevant. Here@l is useful, butvs is not.

Property 3 If a movem is useful in a dialogD, thenm is relevant toD.

On the basis of the notion of relevance, one can define a neetimircomputes the
percentage of moves that are relevant in a didbodn Example 2Relevance(Ds) =
3/4. Itis clear that the greater this degree is, the betedtalog. When the relevance
degree of a dialog is equal to 1, this means that agents didevidte from the subject
of the dialog. The useful moves are moves that have a moretdirduence on the
status of the subject. However, this does not mean thatphesence has an impact on
the result of the dialog, i.e., on the status of the subjetie Moves that have a real
impact on the status of the subject are said “decisive”.

Definition 9 (Decisive move)LetD = (my, ..., m,,) be a persuasion dialog ariS ,
its argumentation system. Amaove (i = 1,...,n) is decisivein D iff

Status(Subject(D),ASp) # Status(Subject(D),ASp © Content(m;))

whereASp © Content(m,;) = (A’, R’) s.t. A’ = Args(D)\ {Content(m,)} and R’
= Confs(D)\ {(x, Content(m;)), (Content(m;), z) | z € Args(D)}.

Property 4 If a movem is decisive in a persuasion dialdg thenm is useful inD.



From the above property, it follows that each decisive mevaso relevant. Note
that the converse is not true as shown in the following exampl

Example 3 Let D3 be a dialog whose subjectig and whose graph is the following:

()
OO

The set{ay, a3, a5} is the only grounded extensionAS . . It is clear that the argu-
mentay is relevant toaq, but it is not decisive foDs. Indeed, the removal @i, will
not change the status eof which is accepted.

Example 4 Let D, be a dialog whose subjectds , and whose graph is the following:

QO

In this example, neitheks nor as is decisive inD,4. However, this does not mean that
the two arguments should be removed since the statug dépends on at least one of
them (they are both useful).

On the basis of the above notion of decisiveness of movesawedefine the degree
of decisiveness of the entire dialog as the percentage oéaitnat are decisive.

5 Computing the ideal dialog

As already said, it is very common that dialogs contain redmeies in the sense that
some moves are uttered but these are useless for the sulsjbat/e no impact on the
output of the dialog. Only a subset of the arguments is nacgss determine the status
of the subject. Our aim is to compute the subset that returastly the same status
for the subject of the dialogue as the whole set of argument$that is sufficient to
convince that this result holds against any attack avalabkhe initial dialog. That
subset will form the "ideal" dialog. In what follows, we wiprovide a procedure for
finding this subset and thus the ideal dialog.

A subset of arguments that will be convenient for our purpms®ains those ar-
guments that belong to a proof tree leading to the statuseo§tibject. This is due
to the fact that a proof tree contains every necessary angufimeobtaining the status
of the subject. When the subject is accepted, the proof tatans defenders of the
subject against any attack. When the subject is rejecteghrvof tree contains at least
every non attacked attacker. Hence, proof trees seem agdaquaummarize perfectly
the dialog. However, it is important to say that not any prihafory that exists in the
literature will lead to the ideal dialog. This is due to thetfthat some of them are not
concise. In [10], a comparison of proof theories for grouhsiemantics shows that the
one used here is the most concise.



5.1 Canonical dialogs

Let us define a sub-dialog of a given persuasion didldhat reaches the same output
asD. In[10], a proof procedure that tests the membership of gmraent to a grounded
extension has been proposed. The basic notions of this guoeare revisited and
adapted for the purpose of characterizing canonical dé&alog

Definition 10 (Dialog branch) Let D be a persuasion dialog andiSp, = (Args(D),
Confs(D)) its argumentation system.dhalog branctior D is a sequencény, . . ., a,)
of arguments s. i, 5 € [0, p]

1. o; € Args(D)

2. a9 = Subject(D)

3. ifi # 0then(a;, a;—1) € Confs(D)

4. ifi andj are even and # j thena; # o

5. ifiisevenand # 0 then(a;_1, ;) ¢ Confs(D)

6. V3 € Args(D), (o, - . ., ap, §) is not a dialog branch.

Intuitively, a dialog branch is a kind of partial sub-gragh®& , in which the nodes
contains arguments and the arcs represents inverted ¢snfldote that arguments
that appear at even levels are not allowed to be repeatededver, these arguments
should strictly attackthe preceding argument. The last point requires that a hrianc
maximal. Let us illustrate this notion on examples.

Example 5 The only dialog branch that can be built from dialé is depicted below:

Example 6 Let D5 be a persuasion dialog with subjeetvhose graph is the following:

@

The only possible dialog branch associated to this dialafésfollowing:
Property 5 A dialog branch is non-empty and finite.

This result comes from the definitions of a dialog branch dredaersuasion dialog.
Moreover, it is easy to check the following result:

2An argumeni strictly attacks an argumerit in a argumentation systeqd, R) iff (o, 3) € R and

(B,a) € R.



Property 6 For each dialog brancHhay, ..., ) of a persuasion dialod there exists
a unique directed patfoy, a1, ..., ag) of same length(k) in the directed graph
associated tASp.

In what follows, we will show that when a dialog branch is oéavength, then its
leaf is not attacked in the original dialog.

Theorem 1 Let D be a persuasion dialog anfy, . .. ) be a given dialog branch
of D. If pis even, thedl3 € Args(D) such that3, a,,) € Confs(D).

Let us now introduce the notion of a dialog tree.

Definition 11 (Dialog tree) Let D be a persuasion dialog anASp = (Args(D),
Confs(D)) its argumentation system. dialog treeof D, denoted byD?, is a finite
tree whose branches are all the possible dialog branchetscéa be built fromD.

We denote bAS ¢ the argumentation system associatedXq ASp: = (At, C)
st. A = {a € Args(D) s.t. o appears in a node oD!} and C* = {(a, ) €
Confs(D) s.t. (3, ) is an arc of D*}.

Hence, a dialog tree is a tree whose root is the subject ofdétmipsion dialog.

Example 7 Let us consideDs whose subject is; and whose graph is the following:

The dialog tree associated to this dialog is depicted below:

@
@
@

Note that the argument, does not belong to the dialog tree.
Property 7 Each persuasion dialog has exactly one corresponding diarke.

An important result states that the status of the subjedt@fbriginal persuasion
dialog D is exactly the same in both argumentation systé&®s andASp: (where
ASp: is the argumentation system whose arguments are all thenargs that appear
in the dialog treeD? and whose attacks are obtained by inverting the arcs between
those arguments ip?).

3The length of a path is defined by its number of arcs.



Theorem 2 Let D be a persuasion dialog anllS ;, its argumentation system. It holds
thatStatus(Subject(D),ASp) = Status(Subject(D),ASpt).

In order to compute the status of the subject of a dialog, wecoasider the dialog
tree as an And/Or tree. A node of an even level is an And nodeteels a node of odd
levelis an Or one. This distinction between nodes is dueddéabt that an argument is
accepted if it can be defended against all its attackersaldgiree can be decomposed
into one or several trees called canonical trees.

Definition 12 (Canonical tree) Let D be a persuasion dialog, and lé?’ its dialog
tree. Acanonical treés a subtree oD* whose root iSubject(D) and which contains
all the arcs starting from an even node and exactly one antiatafrom an odd node.

It is worth noticing that from a dialog tree one may extrackeaist one canonical
tree. LetDS, ..., D¢, denote those canonical trees. We will denotedsy, . . ., AS;,

m

their corresponding argumentation systems. It can be eutblat the status 8ubject(D)
is not necessarily the same in these different systems.

Example 8 From the dialog tree oDg, two canonical trees can be extracted:

OO0 @

©
OnOn®

It can be checked that the argumentis accepted in the argumentation system of the
canonical tree on the left while it is rejected in the one @ tight.

The following result characterizes the statusabject(D) in the argumentation
systemAS; associated to a canonical tr&x.

Theorem 3 Let D be a persuasion dialogD$ a canonical tree andh\S; its corre-
sponding argumentation system.

e Subject(D) is accepted irAS; iff all the branches oD¢ are of even-length.
e Subject(D) is rejected inAS; iff there exists a branch db¢ of odd-length.
The following result follows immediately from this Theoreand Theorem 1.

Corollary 1 Let D be a persuasion dialog¢ a canonical tree and\S; its corre-
sponding argumentation system.
If Subject(D) is accepted irAS;, then all the leaves abs are not attacked irD.

An important result shows the link between the outcome ofadodiD and the
outcomes of the different canonical trees.



Theorem 4 Let D be a persuasion dialog)s, ..., D¢, its different canonical trees
andASf, ... AS; their corresponding argumentation systems.

- Output(D)*is accepted iff i € [1,m] s.t. Status(Subject(D), ASY) is accepted.
- Output(D) is rejected iffvj € [1,m], Status(Subject(D), AS)) is rejected.

This resultis of great importance since it shows that a ceabdtmee whose branches
are all of even-length is sufficient to reach the same outcasrtée original dialog in
case the subject is accepted. When the subject is rejetiedytiole dialog tree is
necessary to ensure the outcome.

Example 9 In Example 7, the subjeet; of dialog D¢ is accepted since there is a
canonical tree whose branches are of even length (it is tm@ial tree on the left in
Example 8). It can also be checked thatis in the grounded extensidmv;, a4, as,
ag, (g, 0411} of ASp.

So far, we have shown how to extract from a graph associatddanilialog its
canonical trees. These canonical trees contain only u@efate relevant) moves:

Theorem 5 Let D§ be a canonical tree of a persuasion dialég Any move built on
an argument oD¥ is usefulin the dialogD.

The previous theorem gives an upper bound of the set of mbaesan be used to
build a canonical dialog, a lower bound is the set of decisiowes.

Theorem 6 Every argument of a decisive move belongs to the dialog meld@each
canonical dialog.

The converse is false since many arguments are not deasighown in Example
4. Indeed, there are two attackers that are not decisivdbutialog tree contains both
of them (as does the only canonical dialog for this example).

5.2 The ideal dialog

In the previous section, we have shown that from each diald@log tree can be built.
This dialog tree contains direct and indirect attackers @gig@nders of the subject.
From this dialog tree, interesting subtrees can be exulzatel are called canonical
trees. A canonical tree is a subtree containing only pddicentire branches of the
dialog tree (only one argumentin favor of the subject is einder attacking an attacker
while each argument against a defender is selected). Intbasmibject of the dialog
is accepted it has been proved that there exists at leasiamoaical tree such that the
subject is accepted in its argumentation system. This dealonee is a candidate for
being an ideal tree since it is sufficient to justify the adaepe of the subject against
any attack available in the initial dialog. Among all thesedidate we define the ideal
tree as the smallest one. In the case the subject is rejected initial dialog, then the
dialog tree contains all the reasons to reject it, hence wpqgse to consider the dialog
tree itself as the only ideal tree.

“Recall thaDutput (D) = Status(Subject (D), ASp).
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Definition 13 (ideal trees and dialogs)If a dialog D has an accepted output
- then anideal treeassociated td is a canonical tree oD in whichSubject(D) is
accepted and having a minimal number of nodes among all therdeal graphs that
also accepBubject(D)
- else thddeal treeis the dialog tree oD.

A dialog using once each argument of an ideal graph is calledleal dialog

Example 10 An ideal Dialog for Dialog D6 (on the left) has the followingagh (on the right):

- @ @E-@
OO~ @ O~

Given the above definition, an ideal dialog contains exattity same number of
moves that the number of nodes of the ideal graph.

i

Property 8 Given a dialogD whose subject is accepted. An ideal dialdg for D is
the shortest dialog with the same output, and s.t. everyraaqu in favor of the subject
in ID (includingSubject(D) itself) is defended against any attack (existingih

This property ensures that, when the subject is acceptéetimitial dialogD, an
ideal dialog/ D is the more concise dialog that entails an acceptation.Haratords,
we require that the ideal dialog should contain a set of agquiathat sumariz®.

Note that the ideal dialog exists but is not always uniqueehiean example of an
argumentation system of a dialog which leads to two ideast@ence it will lead to
at least two ideal dialogs).

oo g8s

So far, we have formally defined the notion of ideal dialogd aave shown how it is
extracted from a persuasion dialog. It is clear that theezl¢is terms of set-inclusion
of the exchanged arguments) to its ideal version the diglgipé better the dialog.

6 Conclusion

In this paper, we have proposed three criteria for evalgatie moves of a persuasion
dialog with respect to its subject: relevance, usefulnessdecisiveness. Relevance
only expresses that the argument of the move has a link wélstibject (this link
is based on the attack relation of the argumentation systdssgfulness is a more
stronger relevance since it requires a directed link froenafgument of the move to
the subject. Decisive moves have a heavier impact on thegliaince their omission
changes the output of the dialog.

11



Inspired from works on proof theories for grounded semanti@argumentation, we
have defined a notion of “ideal dialog”. More precisely, weédérst defined a dialog
tree associated to a given dialog as the graph that conteémg possible direct and
indirect attackers and defenders of the subject. From thisgltree, it is then possible
to extract sub-trees called “ideal trees” that are sufficierprove that the subject is
accepted or rejected in the original dialog and this, agaimg possible argument taken
from the initial dialog. A dialog is good if it is close to thateal tree. Ideal dialogs
have nice properties with respect to conciseness, hamgycthintain only useful and
relevant arguments for the subject of the dialog. Moreoweefery decisive move its
argument belongs to all ideal trees.

From the results of this paper, it seems natural that a pobtgenerates dialogs of
good quality if (1) irrelevant and not useful moves are pizeal until there is a set of
arguments that relate them to the subject (2) adding argtsnmefavor of the subject
that are attacked by already present arguments has nosngsirece they do not belong
to any ideal tree). By doing so, the generated dialogs are cancise(i.e. all the
uttered arguments have an impact on the result of the diadog) moreefficient(i.e.
they are the minimal dialogs that can be built from the infation exchanged and that
reach the goal of the persuasion).

Note that in our proposal, the order of the arguments haor# tonstrained since
the generated graph does not take it into account. The oimyg that matters in order
to obtain a conclusion is the final set of interactions betwtbe exchanged arguments.
But the criteria of being relevant to the previous move oeast to a move not too far in
the dialog sequence could be taken into account for anajylilog quality. Moreover,
all the measures already defined in the literature and aitdekiintroduction could also
be used to refine the proposed preference relation on dialedjfinally could help to
formalize general properties of protocols in order to gategood dialogs.

Furthermore, it may be the case that from the set of formulagved in a set of
arguments, new arguments may be built. This give birth tovaset of arguments and
to a new set of attack relations called complete argumemaistem associated to a
dialog. Hence, it could be interesting to define dialog tethe basis of the complete
argumentation system then more efficient dialogs could heirodd (but this is not
guaranteed). However, some arguments of the complete argation system may
require the cooperation of the agents. It would mean thanhifdeal but practicable
dialog, the order of the utterance of the arguments woulddmstecained by the fact
that each agent should be able to build each argument at &gch s
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