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Abstract

An eco-industrial park (EIP) is a community of businesses located together on a common
property, that seek to reduce environmental and economical impact of their operation by
collaborating and sharing materials and wastes. In practice, operations within an EIP have
daily variations, and therefore are constantly facing uncertainty. In this work, a methodology
to design efficient EIPs that are also robust to daily (uncertain) variations of the nominal
operation of the enterprises is proposed. The attention is mainly focused in water exchange
networks. Probability functions are used to measure robustness and propose a Sample
Average Approximation technique to solve the associated optimization problem. Simulations
based on literature examples are performed to illustrate the approach.

Keywords: Eco-Industrial park; Optimal Design; Robustness; Probability functions; Sample
Average Approximation.
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• A robustness indicator is introduced to design eco-industrial parks.
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• The EIP optimization aims at maximizing the amount of good-enough daily economical
operation scenarios.

• Two-stage optimization addresses the EIP water consumption robust design problem.

• Sample Average Approximation technique is used to tackle daily operation uncertainty.

• Robustness, as chance operator, is dealt both in objective function and as constraint.

Nomenclature

Latin symbols:
n number of participating agents
N sample size for the SAA method
I index set of participating agents
0 sink node
V assembly of index set I and sink node 0

E⃗ network topology

L vector of capacities for connections in E⃗

Lij capacity for the connection (i, j) ∈ E⃗
z vector of total fresh water consumption

of the network
zi fresh water consumption of agent i

[ton/h]
ξ random vector of contaminant load pro-

duction of the network
Mi contaminant load of agent i [kg/h]
Ci,in maximum contaminant concentration

allowed in inlet of processes [mg/l]
Ci,out maximum contaminant concentration

allowed in outlet of processes [mg/l]
F complete vector of fluxes through the

network
Fij flux through the connection (i, j) ∈ E

[ton/h]
O vector of residual water sent to the sink

node from all the agents
Oi residual water sent to the sink node from

agent i [ton/h]
SAi stand-alone cost of agent i
Costi operating cost of agent i
Q(L, ξ) optimal daily operation, given L and ξ
X(L, ξ) feasible set of solution for the optimal

daily operation problem

Gα (1− α) level of goodness for an EIP
Robα(·) EIP robustness, for a (1 − α) level of

goodness
E expected value
P probability measure
1 indicator function
y boolean variable
B maximum investment budget, when con-

sidered as a constraint
c marginal cost for consuming fresh water
d marginal cost for discharging water to

the sink node
e marginal cost for using the connections

of the EIP
w weight vector
c1, c2 budget and Robustness constraints

boolean weights

Acronyms:
EIP Eco-Industrial Park
SA total net cost if every agent operates on

stand-alone conditions
SAA Sample Average Approximation
KKT Karush-Kuhn-Tucker
MILP Mixed-integer linear programming

Greek Symbols:
α cost reduction compared to the stand-

alone global operation of the EIP (%)
β minimal asked Robustness, when consid-

ered as a constraint (%)

1 Introduction

An Eco-Industrial Park (EIP), as defined in [17], is a community of manufacturing and service
businesses located together on a common property. Member businesses seek enhanced environ-
mental, economic, and social performance through collaboration in managing environmental and
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resource issues.

A canonical example of EIP corresponds to the modeling of water exchange networks (see, e.g.,
[6, 29, 30] and the references therein). In this model, each participant of the EIP needs to
consume fresh water for its industrial processes, and to send away partially contaminated water.
In parallel, there is a central authority of the EIP, which is in charge of design the park and
operate it afterwards, following some criteria that reflects environmental, economic and/or social
benefits. The EIP design problem has already been studied under the setting of deterministic
optimization, as reviewed in [5]. In this section, the main goal is to describe the model, in order
to approach the design problem considering uncertainty. Most part of the water exchange model
presented here is well-known in the literature. This work is mainly focused on the ones presented
in [29, 30].

In fact, during the last decades, uncertainty has gained major attention in the vast majority of
the engineering and scientific research fields [1, 9] due to the need to deal with both the mar-
ket volatility and the variation related to the operating conditions. According to the works of
Oberkampf et al. in [25], uncertainty can be classified into three main categories, namely aleatory
uncertainty or variability, epistemic or reducible uncertainty and error. The concept aleatory
refers to inherent variation of the physical environment under consideration while reducible is
related to any lack of knowledge or information. Finally, error is defined as a recognizable de-
ficiency during the modelling or simulation phases that is not due to the lack of knowledge.
According to this definition, the fluctuation of input data or operating conditions, as in this
research work, can be directly related to the so called aleatory or stochastic uncertainty. The
approach to integrate uncertainty in modeling and simulation has been discussed in detail in [24]
and several applications with different methodologies are available in literature. One of the pos-
sible applications in the process industry is design for flexibility that exploits both deterministic
[33] and stochastic [28] flexibility indexes for various applications such as process units design [8]
and optimal scheduling [7].

The problems of flexible and resilient EIP were already discussed in previous studies, carried out
by Montastruc et al [22] and Valenzuela et al [35] respectively. In the latest, the definition of an
index for the study of EIP performances and properties was developed: an indicator combining
the number of connections among participants (Network Connectivity Index - NCI), and the
capacity of the participants to compensate the flow demand when one participant interrupts
its activity (Flows adaptability index - ϕ) was proposed. The concept of resilience, in gen-
eral, accounts for daily operational fluctuations as well as system performance during significant
disruptions, as can be thoroughly reviewed in [12, 26, 27].

The main goal of this work is to treat the problem of robust design of Eco-Industrial Parks
considering no such indicator, but using directly the performance of the park under perturbations.
That is, to design a park that can absorb fluctuations and keep a good enough performance in
some sense. If directly estimate the impact of the random variations in the performance of the
park were possible, one could approach the problem by studying the marginal variations of the
performance function, as in [8]. However, this is not possible in the tackled problem, since the
performance function is in fact the value function of another optimization problem (the optimal
operation of a given EIP).

To deal with this obstruction, the robust design problem of the EIP is modeled by means of
two-stage optimization (see, e.g., [4, 32]): in a first stage, the connections within the park are
decided, and, in a second stage, the daily operation is treated, after the revealing of the uncertain
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operation. The obtained problem is solved using the Sample Average Approximation (SAA)
method, which allows us to tackle the problem as a single (large-scale) optimization problem,
without the necessity of solving the second stage problem analytically. For the implementations
of the SAA method and the assessment of the quality of the obtained solution, the main directions
over viewed in [11] are applied.

The article is organized as follows: In Section 2 the EIP model about to be used is presented,
as well as the general two-stage formulation. In Section 3, the notion of Robustness for an EIP
is introduced, based on the level of goodness of an optimal operation. Section 4 is devoted to
summarize the SAA method, and how it applies to the EIP model.

1.1 Our Contributions

A novel way of modeling the Eco-Industrial park design and daily operation problem is developed
in this work, using two-stage optimization tools. This allows to pose the problem of optimal de-
sign without using any pre-fixed cost function nor any global indicator. Instead, the performance
of the park in the second stage is directly considered. This model allows us to obtain robust
designs for EIP on the long run.

The model is implemented numerically, following the Sample Average Approximation method,
reducing it to a single (but larger) optimization problem. The methodology is tested numerically,
showing that it is tractable for real-size EIPs, which validates the general approach of using the
two-stage models.

The interpretation of the concept of robustness as the probability of maintaining certain level of
production when facing variations, gives us the possibility of considering and alternate way of
designing EIPs, which, as will be later shown, can provide “good-enough” results with important
decreases on the investment cost for design. As this robustness operator is computed as a
probability, chance constraints have to be dealt with, when solving the problem, aiming to
a desired minimal robustness; and probability operators when trying to maximize the global
robustness of the EIP, dealing with it at the objective function level. A reformulation of the main
problem problem is developed, that allows us to use MIP tools, in order to solve an equivalent
problem in both cases.

2 EIP Model and Uncertainty

2.1 Network model

A water exchange network can be modeled as a simple directed graph G = (V, E⃗) with some
specific conditions. First, the set V = {0, 1, . . . , n} represents the n agents/enterprises partici-
pating of the EIP, and 0 is an extra sink node. I = {1, . . . , n} is denoted to describe the set of
agents of the park, and so V = I ∪ {0}. The sink node 0 receives all the residual water exiting

the park as final waste. Every agent is connected to the sink node, that is, (i, 0) ∈ E⃗ for each

i ∈ I, and 0 is not connected back to any participant, that is, (0, i) /∈ E⃗ for each i ∈ I.

In this model, capacities L = (Lij : i, j ∈ I) [ton/h] for the connections between every pair of
participants i, j ∈ I are considered. For a pair i, j ∈ I, Lij is non-negative and it determines how
much water can be sent from i to j. The capacities of the connections (i, 0) are assumed to be

unbounded. If Lij = 0, then (i, j) /∈ E⃗. Therefore, each EIP is uniquely defined by its capacity
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Figure 2.1: Example of G = (V, E⃗) for 5 agents.

vector L.

At the design stage, the design problem is to decide the vector L. When L is decided, the the
problem of deciding the connections in E⃗ is implicitly solved.

2.2 Physical operation model

After the design stage, for a given EIP with capacities L = (Lij), there is a set of operational
constraints that every participant i ∈ I must follow. These constraints must hold every day of
the park’s operation, during the whole lifetime horizon.

Each day, each enterprise i ∈ I produces a mass load of contaminant Mi [kg/h] that needs to
be diluted, considering a maximum outlet concentration Ci,out [mg/l]. To do so, the enterprise
can buy fresh water zi [ton/h] (tons per hour) and receive partially polluted water from other
enterprises. Fki [ton/h] will denote the water sent from participant k ∈ I to participant i.

A relevant assumption here, is that the operation of every participant is optimal, in the sense that
their maximal outlet concentration is always attained and no excess of fresh water is consumed
(see, e.g., [29, 30]).

Finally, after diluting Mi, participant i must send away the polluted water, by either sending
part of their polluted water to another participant j ∈ I, through the flux Fij [ton/h], or by
discharging residual polluted water to the sink node through the flux Oi [ton/h].

Also, for an exchange to be valid, every participant can accept polluted water with a maximum
inlet concentration Ci,in [mg/l]. This constraint is given by the process description of each
participant. All inlet fluxes, including the fresh water, are assumed to get mixed before entering
the process. Thus, the inlet concentration constraint is evaluated in the mixed inlet flux.

To sum up, the operation variables of the park are given by: 1) the fresh water consumption of
each agent, given by the vector z = (zi : i ∈ I); 2) the exchange water matrix F = (Fij : i ̸= j ∈
I); and 3) the discharge of each agent to the sink node, given by the vector O = (Oi : i ∈ I). A
valid operation is then given by values of (z, F,O) satisfying the following operation constraints:

1. Water Mass Balance: for every participant i ∈ I, the total inlet flux must coincide with
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Figure 2.2: Water Mixture Description for Agent i. Original figure from [30].

the total outlet flux.

zi +
∑
k ̸=i

Fki =
∑
j ̸=i

Fij +Oi. (2.1)

At the sink node, there is no balance constraint.

2. Contaminant Mass Balance: For every participant i ∈ I, the total inlet contaminant
mass must coincide with the total outlet contaminant mass, that is,

Mi +
∑
k ̸=i

Ck,outFki = Ci,out

Oi +
∑
j ̸=i

Fij

 . (2.2)

The mass is computed from the fluxes F , given the optimality assumption that the outlet
concentration is always attained.

3. Inlet/Outlet Concentration Constraints: for every participant i ∈ I,

∑
k ̸=i

Ck,outFki ≤ Ci,in

zi +
∑
k ̸=i

Fki

 . (2.3)

The above inequality is the inlet concentration constraint expressed in terms of contaminant
mass.

4. Positivity of Fluxes: all the fluxes in the EIP must be non-negative, that is,

Fij ≥ 0, ∀i ̸= j ∈ I and zi, Oi ≥ 0, ∀i ∈ I. (2.4)

5. Boundedness of exchanges: all the fluxes in the EIP must be within the capacities
given by the vector L, that is,

Fij ≤ Lij , ∀i ̸= j ∈ I. (2.5)

2.3 Economical constraints for participation

The central authority’s goal at the daily operation is to minimize the global fresh water con-
sumption. Nevertheless, this is not necessarily aligned with the individual participants’ interests,
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which is to minimize their operational costs. Hence, jointly with the already detailed physical
constraints, economical ones must be added for the daily operation of every participant, consid-
ering their individual rationality ; a well-known principle : any enterprise will take part of the
EIP only if this participation is economically convenient (see, e.g., [13]).

Consider the operation of an isolated agent i ∈ I (i.e. no participation in an EIP). This agent
should operate by stand-alone conditions, where all the water needed to dilute the mass load of
contaminant should be bought fresh, and all the water waste should then be discharged to the
sink. This means that all the fresh water zi and the discharged waste Oi, are given by the same
following expression:

zi =
Mi

Ci,out
and Oi =

Mi

Ci,out
. (2.6)

Then, the daily stand-alone fresh water consumption is given by

SAi(Mi) =
Mi

Ci,out
. (2.7)

Now, let us consider the operation of an agent i ∈ I connected to other participants in an
EIP. Now, this agent has two additional options for its operation: it can partially replace fresh
water consumption by receiving partially polluted water from other participants, and it also can
send some of its own water waste to other agents as partially polluted water. Hence, the daily
operational cost in this new scenario is given by

Costi(F, z) = e

∑
j ̸=i

Fij +
∑
k ̸=i

Fki

+ dOi + czi, (2.8)

where c is the marginal cost for consuming fresh water, d is the marginal cost for the discharging
water, and e models a marginal costs for using the connections of the park, which is co-paid for
the sending and receiving participants.

After this discussion, an additional constraint for the model is considered, in order to tackle the
individual rationality of every participant, which ensures that the operational costs for every
agent are less than the stand-alone operation, tat is,

Costi(F, z) ≤ (c+ d)SAi(Mi). (2.9)

This economic constraint was first introduced in [30] to validate models with a central operation
under the assumption of selfish agents. It was then used in [3] with the same purposes. While here
are not necessarily selfish agents, constraint (2.9) is still needed to model rational (cooperative)
agents that follow the central operation.

2.4 Uncertainty and Two-stage model

In order to design the EIP, a new element has to be considered: the mass load production of
contaminant of every participant, ξ = (M1, . . . ,Mn) is uncertain at the design stage, because
each process has daily unpredictable variations. These variations are only revealed during the
daily operation of the EIP, and of course, they can be different every time. Thus, after ξ is
revealed, for a given capacity vector L, the daily operation problem Q(L, ξ) can be defined as
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Q(L, ξ) =



min
(z,F,O)

Z :=
∑n

i=1 zi

s.t. zi +
∑

k ̸=i Fki = Oi +
∑

j ̸=i Fij ,∀i ∈ I

Mi +
∑

k ̸=i Ck,outFki = Ci,out

(
Oi +

∑
j ̸=i Fij

)
,∀i ∈ I∑

k ̸=i Ck,outFki ≤ Ci,in

(
zi +

∑
k ̸=i Fki

)
,∀i ∈ I

Costi(F, z) ≤ (c+ d)SAi(Mi), ∀i ∈ I

0 ≤ F ≤ L

z ≥ 0.

(2.10)

For L and ξ fixed, X(L, ξ) is defined as the feasible set of Problem (2.10), which is given by
linear constraints only. That is,

X(L, ξ) :=


(z, F,O) :

zi +
∑

k ̸=i Fki = Oi +
∑

j ̸=i Fij

Mi +
∑

k ̸=i Ck,outFki = Ci,out

(
Oi +

∑
j ̸=i Fij

)
∑

k ̸=i Ck,outFki ≤ Ci,in

(
zi +

∑
k ̸=i Fki

)
Costi(F, z) ≤ (c+ d)SAi(Mi)
0 ≤ F ≤ L
z ≥ 0.


(2.11)

This is the general setting of a two-stage problem: minimize a cost function, which depends
on the design variables L (decided here-and-now), taking into account the optimal operation of
every day, which is given by the parametric problem (2.10).

An option to solve this two-stage problem, is to obtain or define first an analytical expression
for Q(L, ξ). See, e.g.[8] for an application. However, this is not always possible. Instead,
this problem will be solved using the implicit expression of Q(L, ξ) as the optimal value of the
problem (2.10). This general approach is known as stochastic optimization with recourse (see,
e.g. [4, 16, 32]). Using this tools, the determination of the analytical expression for Q can be
avoided, and working directly with the optimal value obtained in the daily operation stage is
plausible.

Therefore, for the fist stage, the minimization of an objective function of the form

⟨c, L⟩+R[Q(L, ξ)], (2.12)

can be considered, where c models investment costs and R is a operator that takes into account
the stochasticity of the model, and computes what is called a risk measure. These kind of measure
aim to characterize the uncertain value of Q(L, ξ) by two relevant characteristics, its mean (to
measure the expected outcome) and its risk or dispersion (to measure its uncertainty).

This kind of functions allow us to go beyond classic computations (such as the expected value)
and consider risk-averse design (see, e.g. [32, Chapter 6]), in order to get, for example, an EIP
that is robust in some sense to difficult or undesired conditions during its lifetime. Other works
(see, e.g. [10]) discuss these ideas in different contexts.
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3 Optimization criteria: Performance and Robustness

Once defined Q(L, ξ), the optimal design problem can be tackled: to decide the best capacity
vector L, taking into account the uncertain operational cost-to-go Q(L, ξ).

On a first approach, it is natural to consider the averaged fresh water consumption costs of
the EIP as the objective function to minimize. This correspond to expected value AE[Q(L, ξ)],
where A is the lifetime factor, and it allows us to control some kind of “average day” on its long-
term operation. However, this does not necessarily give us an optimal EIP considering other
indicators, such as its operational costs for every participant.

Another possible approach is to design an EIP that admits good-enough operations in most of
the uncertain scenarios, for example by fixing an admissible level of improvement on the total
expendings for the daily operation, and look for a configuration that allows us to get the greatest
possible number of scenarios where this improvement is achieved.

In order to quantify this goal, the (1− α)-level goodness for an EIP is defined as

Gα(L, ξ)
.
= Q(L, ξ)− αSA(ξ), (3.1)

where SA(ξ) =
∑

i∈I SAi(Mi) is the total net cost, if all the agents worked on stand-alone
operation. If Gα ≤ 0, it means that the EIP operation is better than the stand-alone one.
Hence, the robustness of the EIP can be defined as

Robα(L) = P[Gα(L, ξ) ≤ 0] (3.2)

In order to maximize the number of good scenarios, the value of Robα(L) (correspondingly
minimizing −Robα(L)) can also be maximized, as a part of the objective function. Using this
idea, more robust designs can be obtained, ensuring that most of the scenarios work well for the
imposed improvement level.

Hence, an unifying formulation that considers the average fresh water consumption, the robust
design and the investment costs, is given by:{

minL w1⟨c, L⟩+ w2E[Q(L, ξ)]− w3Robα(L)

s.t. L ≥ 0
(3.3)

where w = (w1, w2, w3) ≥ 0 is a specific weight vector, which allows us to prioritize the criteria.
Therefore, the general two-stage problem is given by the design problem (3.6) in the first stage,
and the daily operation (2.10) in the second one.

Finally, at the constraints level in the design stage, similarly to the objective function construc-
tion, criteria for the design of the EIP can be added. Consider for this, the following models:

• Budget constraints: For a budget B ≥ 0 [$], a budget constraint is given by

⟨c, L⟩ ≤ B (3.4)

The total budget for the design of the EIP can be controlled, combined with a minimization
of its robustness and/or its fresh water consumption.
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• Minimal Desired Robustness: considering the definition (3.2), this can be also consid-
ered as a constraint, writing for example

Robα(L) ≥ β. (3.5)

There’s a lot of work in this area, known as chance constraints optimization (see, e.g., [32,
Section 5.7]), where the value of a probability function is fixed over a desired quantity.

Therefore, the general problem can be seen as

P =


minL w1⟨c, L⟩+ w2E[Q(L, ξ)]− w3Robα(L)

s.t. L ≥ 0

c1(⟨c, L⟩ −B) ≤ 0

c2(Robα(L)− β) ≥ 0

, (3.6)

where c1, c2 ∈ {0, 1} will be used in order to eventually consider budget or robustness constraints,
as recently defined.

4 The Sample Average Approximation Method

The Sample Average Approximation (SAA), firstly shown in [15], allows one to tackle two-stage
problems through the use of sampling and optimization Monte-Carlo based methods, in order
to be able to use deterministic programming tools to solve them. In this section, the Sample
Average Approximation Method will be briefly visited. For recent surveys, please refer to [11, 32].

Let us consider a minimization problem to be the expected value of a function, that is,

min
x∈X

q(x) = E[Q(x, ξ)], (4.1)

where x ∈ Rn and ξ ∈ Rm, X ⊆ Rn is a fixed set and ξ = ξ(ω) is a random vector. Ξ ∈ Rm

denotes the support of the probability distribution of ξ, that is, the smallest closed set of Rm

such that P(ξ ∈ Rm \ Ξ) = 0.

If a set of i.i.d. random vectors with the same distribution as ξ is considered, say {ξ1, ξ2, . . . , ξN}
(normally called a sample) of size N , the estimation of q(x) can be obtained by averaging the
values of Q(x, ξj), with j = 1, . . . , N . This leads to the main idea of the Sample Average
Approximation (SAA) method, where q(x) is replaced with its average approximation

qN (x)
.
=

1

N

N∑
j=1

Q(x, ξj). (4.2)

From a statistics approach, since each ξi has the same distribution as ξ, it is clear that

E [qN (x)] = q(x), (4.3)

and then, qN (x) is an unbiased estimator for q(x). Then, given a realization {ξ̂1, ξ̂2, . . . , ξ̂N} of
the sample,

q̂N (x, ξ̂1, . . . , ξ̂N )
.
=

1

N

N∑
j=1

Q(x, ξ̂j), (4.4)
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is now a deterministic expression, so it can be tackled with standard optimization tools, in order
to get an approximated solution of (4.1) by computing the solution of

min
x∈X

q̂N (x, ξ̂1, . . . , ξ̂N ) =
1

N

N∑
j=1

Q(x, ξ̂j), (4.5)

4.1 Statistical Properties of SAA Estimators

The optimal value ν̂N and an optimal solution x̂N of the problem (4.5) will be considered sta-
tistical estimators of their counterparts of the original problem (4.1). Naturally, when using this
technique, some questions arise

1. Is this method consistent? That is, do the solution of the SAA version of the problem
converge in some way to the original problem solution?

2. Can any guarantees about a solution obtained by this method be given? Are the obtained
solutions any good?

4.1.1 Consistency of Solutions

Let us write ν∗ and S to be the optimal value and the set of optimal solutions of the original
problem (4.1), and ν̂N , x̂N , ŜN the optimal value, an optimal solution and the set of optimal
solutions of (4.5). ν̂N is said to be a consistent estimator of ν∗ if ν̂N → ν∗ with probability one,
as N → ∞. That is, if

P
[
lim

N→∞
ν̂N = ν∗

]
= 1.

Similarly, x̂N is said to be consistent if dist(x̂N , S) → 0 with probability one, as N → ∞. That
is,

P
[
lim

N→∞
dist(x̂N , S) = 0

]
= 1.

If no chance constraint is considered, consistency of the SAA method is well-studied (see, e.g.,
[32]). The version of the problem that considers chance constrains (that is, Problem 3.6 with
constraints of the form (3.5) fits the setting of [18, 19]. There, consistency of SAA methods is
studied for problems with chance constraints.

4.1.2 Quality of Solutions

Let us denote a candidate solution of the original problem as x̂ ∈ X. One of the approaches
for assessing solution quality is to bound the candidate solution’s optimality gap, for which a
method called the Multiple Replications Procedure (MRP) can be used, as presented in [20] .

The optimality gap for x̂ can be computed as f(x̂)− ν∗. The value of ν∗ is not known, but can
be bound as in [23] by the bias result

E[νN ] ≤ ν∗.
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Therefore, an upper bound on the optimality gap of x̂ (from now on, point estimator of the
optimality gap of x̂), can be estimated via

GN (x̂) = fN (x̂)− νN . (4.6)

When viewed as an estimator of the optimality gap, GN (x̂) is biased, E[GN (x̂)] ≥ f(x̂)− ν∗.

In order to compute this estimator, the same i.i.d. random variables ξ1, . . . , ξN from the dis-
tribution of ξ are used, for both terms in (4.6). That is, given a realization {ξ̂1, ξ̂2, . . .} of the
random vector ξ,

ĜN (x̂) = f̂N (x̂, ξ̂1, . . . , ξ̂N )− ν̂N (ξ̂1, . . . , ξ̂N ),

where the notation ν̂N (ξ̂1, . . . , ξ̂N ) emphasizes that this quantity corresponds to the optimal

value of the approximated problem, for the particular realization {ξ̂1, . . . , ξ̂N}. The use of the
same observations in both terms of ĜN results in variance reduction.

As shown in [31], statistical inference for GN (x̂) is usually hard to compute. This difficulty can
be avoided employing a “batch-means” approach, commonly used in the simulation literature.
Thinking of this approach as an algorithm, the process goes as follows:

1. First off, a number of “batches” NG is decided, in order to compute a confidence interval
for the point estimator of the optimality gap. As mentioned in [11], tipical values for NG
move between 20 or 30.

2. Observations {ξk1, ξk2, . . . , ξkN}, for k = 1, 2, . . . , NG are generated; and these are averaged
to obtain a point estimator of the optimality gap

Ḡ(x̂) = 1

NG

NG∑
k=1

Gk
N (x̂),

where Gk
N is computed following (4.6), using the k−th batch of observations.

3. The sample variance is computed as

S2
G =

1

NG − 1

NG∑
k=1

(
Gk
N (x̂)− Ḡ(x̂)

)2
.

4. An approximate (1 − γ)-level confidence interval estimator on the optimality gap of x̂ is
given by [

0, Ḡ(x̂) + zγSG√
NG

]
,

where zγ denotes a (1− γ)-quantile from a standard Normal distribution.

4.2 Reformulation under the SAA Method

Considering the elements detailed in Section 4, reformulation of the two-stage problem is feasible,
using the Sample Average Approximation Method.
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Given a sample {ξ1, ξ2, . . . , ξN} for the mass load production of contaminant, where each ξm =
(Mm

1 , Mm
2 , . . . , Mm

n ) for m = 1, . . . , N , the estimator for the expected value of Q can be
computed as

qN (L) =
1

N

N∑
m=1

Q(L, ξm), (4.7)

and given a realization {ξ̂1, ξ̂2, . . . , ξ̂N} of this sample, define

q̂N (L) =
1

N

N∑
m=1

Q(L, ξ̂m), (4.8)

which, as discussed before, is now a deterministic expression.

For Robα(L), as it is defined in (3.2) by a probability, it can also be written as an expected
value, considering the corresponding indicator function for Gα(L, ξ). Therefore, for the same
previously considered realization of the sample, define

R̂obα(L) =
1

N

N∑
m=1

1(−∞,0][Gα(L, ξ̂
m)]. (4.9)

With all of this in mind, the initial reformulation of the Problem (3.6) is given by

P̂0 =


min
L

w1⟨c, L⟩+ w2q̂N (L)− w3R̂obα(L)

s.t. L ≥ 0

c1(⟨c, L⟩ −B) ≤ 0

c2(R̂obα(L)− β) ≥ 0

. (4.10)

Now, the following consistency proposition is stated, based on results that can be found in [32,
Corollary 4.41, Theorem 5.30]. Recall that a non-negative function f(x) defined on a convex set
Ω ⊆ Rn is said to be log-concave, if for all x, y ∈ Ω and every t ∈ [0, 1], the following inequality
holds true

f(tx+ (1− t)y) ≥ f(x)tf(y)1−t.

Theorem 4.1 When ξm is a random vector that has a log-concave probability distribution for
all m ∈ [N ], then the solutions of the reformulated Problem (4.10) are consistent estimators of
the solutions of Problem (3.6).

Proof. The proof of this result can be found in the Appendix.

In order to compute the objective function for this problem, two main difficulties arise: an explicit
expression for Q(L, ξ̂m) at any realization ξ̂m is not feasible to be obtained, and the indicator

functions that define R̂obα(L) do not have good properties for optimization in general (they are
not convex nor continuous).
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To avoid computation of Q(L, ξ̂m), variables (zm, Fm) are created that, a posteriori, will repre-

sent the optimal operation of the ecopark at the second-stage, given the realization ξ̂m. Similarly,
to avoid computation of 1(−∞,0](Gα(L, ξ̂

m), a binary variable ym is included, that represents the
value of the indicator function. The idea is to formulate a mixed linear problem that, a posteriori,
will verify

Q(L, ξ̂m) =
∑
i

zmi and 1(−∞,0][Gα(L, ξ̂
m)] = ym.

In order to deal with the computation of q̂N (L), for every index m ∈ [N ] = {1, . . . , N}, the tuple
(zm, Fm, Om) ∈ X(L, ξ̂m) is considered, and

Zm =

n∑
i=1

zmi .

The sum of every Zm will be used as a replacement of q̂N (L) in the final reformulations of
Problem (4.10). Now, in order to compute the indicator functions needed at the robustness
term, an additional binary variable y ∈ {0, 1}N is defined, that works as follows: the objective
function is reformulated as

f(L, y) := w1⟨c, L⟩+
w2

N

N∑
m=1

Zm − w3

N

N∑
m=1

ym, (4.11)

where ym verifies, for every realization ξ̂m, the additional constraint

Gα(L,Z, ξ̂
m) ≤ SA(ξ̂m)(1− ym), (4.12)

where Gα(L,Z, ξ̂
m) = Zm − SA(ξ̂m). This works as follows: if ym = 1, then (4.12) implies that

Gα(L,Z, ξ̂
m) ≤ 0, or in other words,

ym = 1 =⇒ 1(−∞,0][Gα(L,Z, ξ̂
m)] = 1.

If ym = 0, then (4.12) implies that

Gα(L,Z, ξ̂
m) ≤ SA(ξ̂m),

which becomes a non-active constraint,

Gα(L,Z, ξ̂
m) = Zm − αSA(ξ̂m)

≤ SA(ξ̂m)− αSA(ξ̂m)

= (1− α)SA(ξ̂m)

≤ SA(ξ̂m).

Before stating the main result of this work, the following reformulations of problem (3.6) are
defined, considering the additional constraint (4.12).
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P̂1 =



min
L,z,F,y

w1⟨c, L⟩+
w2

N

N∑
m=1

Zm − w3

N

N∑
m=1

ym

s.t. L ≥ 0

c1(⟨c, L⟩ −B) ≤ 0

c2

(
1

N

N∑
m=1

ym − β

)
≥ 0

(zm, Fm) ∈ X(L, ξ̂m), ∀m ∈ [N ]

Gα(L,Z, ξ̂
m) ≤ SA(ξ̂m)(1− ym)

(4.13)

Theorem 4.2 If L∗ is an optimal solution of Problem (4.10), then there exists (z∗, F ∗, O∗, y∗)
such that (L∗, z∗, F ∗, O∗, y∗) is an optimal solution of Problem (4.13). Conversely, if (L∗, z∗, F ∗, O∗, y∗)
is an optimal solution of Problem (4.13), then L∗ is an optimal solution for Problem (4.10). In
both cases, one has that

w1⟨c, L∗⟩+ w2q̂N (L∗)− w3R̂obα(L
∗) = w1⟨c, L∗⟩+ w2

N

N∑
m=1

z∗m − w3

N

N∑
m=1

y∗m. (4.14)

Proof. The proof of this result can be found in the Appendix.

5 Numerical Experiments

In this section, the main numerical results are shown, using the SAA approach in order to solve
the two-stage problem of the EIP design and operation.

For the simulations, water exchange networks between 4, 10 and 15 agents are considered. For
each network, the inlet and outlet concentrations for every agent have to be defined, with a
nominal value of contaminant mass loaded by each participant, M̄i. Using this nominal values
as means, three different distributions (two of them symmetrical) are considered.

Figure 5.1: Beta Distribution, a = 2, b = 5.

Specifically:

15



1. Uniform Distribution, with range [a, b] = [0.9M̄i, 1.1M̄i].

2. Normal Distribution, with µ = M̄i and σ = 0.1M̄i.

3. Beta Distribution, centered in M̄i with a = 2, b = 5.

The Beta Distribution with these chosen parameters, has the shape seen in Figure 5.1.

Agent Cin [mg/L] Cout [mg/L] Nominal Mass Load (kg/h)

1 0 200 7.00
2 100 500 22.40
3 200 650 62.55
4 0 200 2.00

Table 1: First Study Case, n = 4 participants.

Agent Cin [mg/L] Cout [mg/L] Nominal Mass Load (kg/h)

1 25 80 2.00
2 25 90 2.88
3 25 200 4.00
4 50 100 3.00
5 50 800 30.00
6 400 800 5.00
7 400 600 2.00
8 0 100 1.00
9 50 300 20.00
10 150 300 6.50

Table 2: Second Study Case, n = 10 participants.

Agent Cin [mg/L] Cout [mg/L] Nominal Mass Load (kg/h)

1 30 100 7.50
2 0 200 6.00
3 50 100 5.00
4 80 800 30.00
5 400 800 4.00
6 20 100 2.50
7 50 100 2.20
8 80 400 5.00
9 100 800 30.00
10 400 1000 4.00
11 30 60 2.00
12 25 50 2.00
13 25 75 5.00
14 50 800 30.00
15 100 900 13.00

Table 3: Third Study Case, n = 15 participants.

The smaller network is considered in order to compare the results for this approach, with the
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one proposed by [34] on their previous work. The bigger academic examples considered are the
following, based on EIPs suggested by [30] and [3] respectively.

The marginal costs c = 0.13 [USD/ton] for consuming fresh water, d = 0.22 [USD/ton] for the
discharging water and e = 0.01 [USD/ton] for using the connections of the park, are considered
for every simulation.

All the simulations where implemented in a computer with an Intel Core(TM) i7-10700F pro-
cessor, running at 2.90GHz, with 16 GB of RAM, running Windows 10 Pro; with Julia v1.6.1
programming language, using Gurobi v9 as solver.

5.1 Sensitivity Analysis for the Sample Size

First, a sensitivity analysis of the sample size N is performed, in order to choose a value that
ensures a good optimality gap, without increasing too highly the CPU time. For this, different
values of N are considered, with a Beta distribution for every simulation, in order to get a
comparable set of data.

Sample Size N CPU time (s) Opt.Gap (%)

500 3.64 0.09
1000 14.07 0.08
2000 29.85 0.05
3000 45.49 0.04
4000 66.68 0.04
5000 80.34 0.03
10000 178.75 0.02
20000 419.22 0.02
30000 662.95 0.02

Table 4: n = 4 agents, increasing sample size, batch size = 30.

Sample Size N CPU time (s) Opt.Gap (%)

500 954.97 0.07
1000 5424.30 0.05
2000 10735.23 0.05
3000 16145.14 0.04
4000 21295.41 0.03
5000 26741.33 0.03
10000 135487.75 0.02
20000 248945.71 0.02
30000 389463.57 0.01

Table 5: n = 10 agents, increasing sample size, batch size = 30.

As can be seen in the two smaller EIPs, fixing N = 5000 gives us a good compromise between
solution quality and CPU time.
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5.2 Sensitivity Analysis for α

In this part, a sensitivity analysis for α will be presented, which measures the desired costs
reduction comparing to the stand-alone global operation of the EIP (see equation (3.1)).

It is clear that, if a higher costs reduction is needed, the obtained robustness will decrease,
because less tested scenarios will achieve the desired level. In order to show this, the problem of
maximizing robustness is studied, considering cost penalization, for different values of α.

α Robα (%)

0.78 0.00
0.79 0.06
0.80 0.98
0.81 7.13
0.82 26.94
0.83 56.99
0.84 89.21
0.85 98.86
0.86 99.99
0.87 100.00

Table 6: n = 4 agents, increasing α, batch size = 30.
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Figure 5.2: Obtained Robustness for EIP, n = 4, increasing desired Cost Reduction
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α Robα (%)

0.64 0.12
0.65 3.00
0.66 15.36
0.67 47.86
0.68 77.86
0.69 94.93
0.70 97.99
0.71 99.21
0.72 99.86
0.73 100.00

Table 7: n = 10 agents, increasing α, batch size = 30.
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Figure 5.3: Obtained Robustness for EIP, n = 10, increasing desired Cost Reduction

α Robα (%)

0.60 0.06
0.61 0.85
0.62 1.03
0.63 6.29
0.64 28.71
0.65 62.86
0.66 84.99
0.67 92.87
0.68 98.13
0.69 98.45

Table 8: n = 15 agents, increasing α, batch size = 30.
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Figure 5.4: Obtained Robustness for EIP, n = 15, increasing desired Cost Reduction

Near the value α = 0.83 for the smaller EIP, a very sensible change for the obtained robustness
is obtained. This value differs, according to the studied EIP, as α = 0.68 is obtained for the
n = 10 EIP critical value and α = 0.65 for the bigger one.
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5.3 Efficiency vs. Robustness

In this section, results of solving the following two different versions of (3.6) are compared.

P1 =

{
minL w1⟨κ, L⟩+ w2E[Q(L, ξ)]

s.t. L ≥ 0
(5.1)

P2 =

{
minL w1⟨κ, L⟩ − w3Robα(L)

s.t. L ≥ 0
(5.2)

Problem (5.1) corresponds to (3.6) considering w3 = c1 = c2 = 0 and (5.2) corresponds to (3.6)
considering w2 = c1 = c2 = 0. This allows us to compare the efficiency and the robustness as
optimization criteria.

Both experiments consider penalization over the investment costs term. By doing this, the
investment costs are not too high, and actually constructing connections is feasible.

The results are given in Tables 9 to 12, for the n = 4 and n = 10 EIPs.

Mi distrib. α Q(L, ξ) [ton/h] Robα (%) EIP size Opt.Gap (%) CPU time (s)

Beta 0.83 160.61 56.90 84.09 0.03 80.24
Uniform 0.83 154.03 59.26 75.35 0.02 79.78
Normal 0.83 154.01 55.71 82.63 0.03 80.78

Table 9: n = 4 agents, penalized costs and efficiency, sample = 5000, batch size = 30.

Mi distrib. α Q(L, ξ) [ton/h] Robα (%) EIP size Opt.Gap (%) CPU time (s)

Beta 0.83 162.44 61.11 63.15 0.04 289.08
Uniform 0.83 155.26 64.36 53.53 0.03 275.64
Normal 0.83 156.05 58.95 62.90 0.03 267.95

Table 10: n = 4 agents, penalized costs and robustness, sample = 5000, batch size = 30.

Mi distrib. α Q(L, ξ) [ton/h] Robα (%) EIP size Opt.Gap (%) CPU time (s)

Beta 0.83 175.31 100.00 164.27 0.02 26741.33
Uniform 0.83 175.34 100.00 164.36 0.03 25465.91
Normal 0.83 168.56 100.00 165.33 0.02 24712.66

Table 11: n = 10 agents, penalized costs and efficiency, sample = 5000, batch size = 30.

5.4 Budget Constraints

In this part, the goal is to compare the EIPs designs, when budget constraints are considered,
instead of having the investment costs on the objective function. In particular, analyzing the
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Mi distrib. α Q(L, ξ) [ton/h] Robα (%) EIP size Opt.Gap (%) CPU time (s)

Beta 0.83 217.37 100.00 138.75 0.02 90549.33
Uniform 0.83 208.92 100.00 139.36 0.02 89447.31
Normal 0.83 208.44 100.00 141.33 0.03 91290.13

Table 12: n = 10 agents, penalized costs and robustness, sample = 5000, batch size = 30.

obtained robustness in two cases is the main goal: when maximizing efficiency, or maximizing
robustness.

In Tables 13 to 15, the optimal budget obtained in the previous simulations is altered by a
percentage of itself, varying from 80% to 120%.

Budget Robα (%)

80% 45.48
90% 54.70
95% 56.82
100% 57.06
105% 57.06
110% 57.10
120% 57.10

Table 13: n = 4 agents, α = 0.83, increasing budget.

Budget Robα (%)

80% 66.59
90% 74.61
95% 75.32
100% 77.17
105% 77.19
110% 77.22
120% 77.23

Table 14: n = 10 agents, α = 0.68, increasing budget.

Budget Robα (%)

80% 53.52
90% 59.16
95% 60.33
100% 62.77
105% 63.19
110% 63.24
120% 63.31

Table 15: n = 15 agents, α = 0.65, increasing budget.
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5.5 Robustness Constraints

In this last analysis part, the goal is to compare the EIPs designs, when robustness constraints
are considered. Particularly, in this case the interest is focused in minimizing the investment
costs, without maximizing the efficiency of the EIP.

For the maximum efficiency EIP in the n = 4 case, the obtained robustness for α = 0.83 is
Rob0.83 = 61.6%, with an investment of 89.1. Considering only the minimization of investment,
with increasing asked robustness, the following results are obtained

Robα (%) Budget

53 53.44
54 54.96
55 56.47
56 57.78
57 58.65
58 59.29
59 59.84
60 60.35

Table 16: n = 4 agents, α = 0.83, increasing β.

6 Discussion and Future Work

The results of Section 5.2 shows us that, when dealing with robustness, there exists some kind
of critical value for the parameter α, at which is not possible to build connections between
participants that gets us the desired cost reduction.

Looking at the results obtained in Section 5.3 it can be observed that designing a robust EIP,
instead of designing a more efficient one, is cheaper in terms of investment costs. This makes
sense, as a minimum of good enough scenarios are asked for, instead of trying to maximize the
efficiency of the whole EIP when dealing with robustness instead. Nevertheless, the CPU time
is higher (in between 3 or 4 times) when dealing with this indicator. The increase in CPU time
is expected, since Problem 5.2 is more difficult due to the integer variables y ∈ {0, 1}N used to

model the risk measure R̂obα(L).

According to the experiments developed in Section 5.4, past from the total reference budget,
increasing significantly the obtained robustness is not feasible. For every value of α, a limit
robustness is reached, not depending on the considered budget to do so. At the network config-
uration, adding more budget to the simulations, gives us bigger, but not more robust EIPs.

The results of the last set of experiments are, from the authors point of view, the most impor-
tant ones. Here the conclusion is that, minimizing investment but asking for a desired level of
robustness, investment deductions up to a 25% can be obtained, only losing 2% of robustness.

Considering bigger EIPs, the results are still promising, considering that the investment cost is
still reduced by at least 25% in both examples, only losing 2% of robustness. At the n = 10 and
n = 15 EIPs, less connections between participants are needed (downgrade from 40 to 32 at the
n = 10 EIP, and from 66 to 57 at the n = 15 EIP).
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Figure 6.2: EIP at Robα = 56%
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Figure 6.3: EIP at Robα = 59%
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Figure 6.4: Eff. EIP, Robα = 61.6%
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Figure 6.5: Most Efficient n = 10 EIP,
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Figure 6.6: n = 10 EIP at Robα =
75%, minimizing investment.

From this starting point, a lot of work can be done at designing eco-industrial parks that can
be able to endure different uncertain scenarios, such as the developed here, where robustness is
defined as an indicator that measures the capability of an EIP to have a minimum level of good
operating scenarios, looked from an economical point of view.

As a natural perspective of this work, more uncertainty can be included to the model, adding
to the operational time horizon, a probability that, at the end of any given period (for example,
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yearly), a number of participants could leave the EIP. It would be desirable that, given this
disruptive event, the ecoindustrial park could still maintain its operations going, studying it
from a system resilience point of view, as can be seen in previous works like [35].

Another extension, considering the works on EIP design by [3, 30], non-cooperative models can
be added to the model, e.g., blind-input, control-input or de-regulated exchange markets. In this
last scenario, adding decision uncertainty between the participants adds a challenging, but also
interesting component.
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A Omitted Proofs

This appendix is devoted to prove the main results of Section 4.

Proof of Theorem 4.1. Considering results that can be found in [32, Corollary 4.41, Theorem
5.30], the only need is to prove that Q is a jointly convex function, and therefore,

−Gα(L, ξ) = αSA(ξ)−Q(L, ξ)

is a jointly concave function.

For two given pairs (L1, ξ1) and (L2, ξ2), let us consider x1 ∈ X(L1, ξ1), x2 ∈ X(L2, ξ2) and
t ∈ [0, 1]. Defining

xt = tx1 + (1− t)x2, Lt = tL1 + (1− t)L2, ξt = tξ1 + (1− t)ξ2.

As every physical operation constraint (2.1)-(2.5) and the economical constraint (2.9) can be
written as one of the following forms

A1x ≤ B1ξ, A2x ≤ B2L, A3x ≤ b3,

It can be seen that, for example,

Costi(xt) = tCosti(x1) + (1− t)Costi(x2) ≤
(c+ d)

Ci,out
(tξ1 + (1− t)ξ2) = SAi(ξt)

By repeating this with every constraint, it can be concluded that xt ∈ X(Lt, ξt). Considering
the optimal value of Q(Lt, ξt), computations show that

Q(Lt, ξt) ≤ Z(xt) = tQ1(L1, ξ1) + (1− t)Q2(L2, ξ2),

that is, Q is jointly convex.

Proof of Theorem 4.2. If L∗ is an optimal solution of Problem (4.10), define for each m ∈ [N ],
(z∗m, F ∗m, O∗m) as the optimal solution of the second-stage problem (2.10), for L∗ and the

realization ξ̂m. Then, one has that

Z∗m =

n∑
i=1

z∗mi = Q(L∗, ξ̂m).

Let also define y∗ = (y∗m) as

y∗m = 1(−∞,0][Gα(L
∗, Z∗m, ξ̂m)].

Then, it follows that

q̂N (L) =

N∑
m=1

Z∗m, R̂obα(L) =
1

N

N∑
m=1

ym,
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and that constraint (4.12) is verified for each m ∈ [N ].

Let us suppose that Problem (4.13) had a different optimal solution, let us say (L̄, z̄, F̄ , Ō, ȳ).

As discussed before, if ȳm = 1, then Gα(L̄, Z̄, ξ̂m) ≤ 0, implying that

1

N

N∑
m=1

ȳm ≤ R̂obα(L̄).

Moreover, 1
N

∑N
m=1 Z̄m ≥ q̂N (L̄). Thus, it can be written:

w1⟨c, L∗⟩+ w2q̂N (L∗)− w3R̂obα(L
∗) = w1⟨c, L∗⟩+ w2

N

N∑
m=1

Z∗m − w3

N

N∑
m=1

y∗m

> w1⟨c, L̄⟩+
w2

N

N∑
m=1

Z̄m − w3

N

N∑
m=1

ȳm

≥ w1⟨c, L̄⟩+ w2q̂N (L̄)− w3Robα(L̄),

which is a contradiction, given that L∗ was an optimal solution for Problem (4.10). Therefore,
(L∗, z∗, F ∗, O∗, y∗) is optimal for Problem (4.13), and moreover, (4.14) holds.

Conversely, if (L∗, z∗, F ∗, O∗, y∗) is an optimal solution of Problem (4.13), the claim is that L∗

is feasible for (4.10). Clearly, L∗ is nonnegative and it verifies the budget constraint whenever
c1 = 1. It only remains to show that, whenever c2 = 1, L∗ also verifies the robustness constraint
R̂esα(L

∗) ≥ β. Note that, always

Gα(L
∗, Z∗m, ξ̂m) = Z∗m − SA(ξ̂m) ≥ Q(L∗, ξ̂m)− SA(ξ̂m) = Gα(L

∗, ξ̂m).

Then, constraint (4.12) yields that

1

N

N∑
m=1

y∗m ≤ 1

N

N∑
m=1

1(−∞,0]Gα(L
∗, Z∗m, ξ̂m) ≤ 1

N

N∑
m=1

1(−∞,0]Gα(L
∗, ξ̂m) = R̂esα(L

∗).

Thus, since 1
N

∑N
m=1 y

∗
m ≥ β, the conclusion follows. The claim is then proved.

Now, optimality of (L∗, z∗, F ∗, O∗, y∗) entails that

1(−∞,0][Gα(L
∗, Z∗, ξ̂m)] = y∗m, ∀m ∈ {1, . . . , N}.

Indeed, if this were not the case, one would have at least a j ∈ {1, . . . , N} such that 1(−∞,0][Gα(L
∗, Z∗, ξ̂j)] ̸=

y∗j . That situation only happens if Gα(L
∗, Z∗, ξ̂j) ≤ 0 and y∗j = 0. However, that is not possible,

because in that case, one could define ỹ such that

ỹm =

{
y∗m if m ̸= j

1 if m = j
,

which is a contradiction, because (L∗, z∗, F ∗, O∗, ỹ) would be a better point that (L∗, z∗, F ∗, O∗, y∗).

Noting that for each m ∈ [N ], optimality of (L∗, z∗, F ∗, O∗, y∗) yields that Z∗m = Q(L∗, ξ̂m),
conclusion is, (4.14) holds.
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To finish, let us suppose that there is another optimal solution of Problem (4.10), L̃. In this case,
using the previous development, there would exist (z̃, F̃ , Õ, ỹ) such that (L̃, z̃, F̃ , Õ, ỹ) would be
feasible and, from (4.14), it would be a better solution of Problem (4.13). This contradicts the
optimality of (L∗, z∗, F ∗, O∗, y∗), finishing the proof.
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