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Abstract 

One of the major constraints of measurements of atomic hydrogen densities using Two-Photon 

Absorption Laser Induced Fluorescence (TALIF) in most plasma and combustion environments is the 

determination of fluorescence decay times (𝜏𝑓𝑙𝑢𝑜 𝐻), especially when using nanosecond-lasers or slow 

acquisition systems. Therefore, it is necessary to identify the depopulation processes of the laser 

excited level in order to correctly estimate 𝜏𝑓𝑙𝑢𝑜 𝐻. In this study, depopulation mechanisms of atomic 

hydrogen excited by two-photon absorption to the n=3 level (H(n=3)) have been investigated using a 

picosecond-laser excitation and acquisition of fluorescence by a streak camera, which allowed for 

direct measurement of 𝜏𝑓𝑙𝑢𝑜 𝐻 and hence, the atomic hydrogen densities, in a H2 microwave plasma 

operating in the pressure range 20-300 Pa. By combining these measurements with a detailed H(n=3) 

collisional radiative depopulation model, it was found that full mixing amongst the H(n=3) sub-levels 

occurs in our discharge conditions, even at a pressure as low as 20 Pa. Moreover, it is also seen that the 

Lyman β line is only partially trapped, as its escape factor 𝛬31 decreases from 0.94 – 0.98 down to 

0.58 – 0.86 while the measured atomic hydrogen density rises from 8 ± 5 × 1019 𝑚−3 to 9 ± 6 ×

1020 𝑚−3. This means that the radiative decay rate of H(n=3) atoms varies with pressure and the 

classical Stern-Volmer method used to determine the quenching cross-section of excited H(n=3) in 

collisions with H2 molecules, 𝜎𝑄 𝐻(𝑛=3)/𝐻2
, is not valid for our measurements. We used two different 

physics-based approaches, and show that the quenching cross-section 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 lies in the range 

90 − 106 × 10−20 𝑚2, which can be averaged as 98 ± 8 × 10−20 𝑚2. This substantially improved 

estimation of 𝜎𝑄 𝐻(𝑛=3)/𝐻2
obtained in this work will be useful for the accurate estimation of H(n=3) 

fluorescence decay times and therefore the atomic hydrogen densities. 

1 Introduction 

Atomic hydrogen is a key-species that plays a central role in a variety of plasma processes. This is 

especially the case for material synthesis, thin film deposition or surface treatments. Amongst the 

many examples reported in the literature we can cite diamond or hydrogenated amorphous carbon 

deposition [1]–[3], carbon nanostructures synthesis, e. g. graphene [4], silicon thin films deposition 

[5], [6], hexagonal boron nitride (h-BN) deposition [7]. In these processes, atomic hydrogen is usually 

responsible for the activation of the gas phase, e.g. methane dissociation, the stabilisation of the 

dangling bonds on the surface of growing deposits, e.g. diamond, silicon, and h-BN films, etching of 

undesirable phases, e.g. sp2 phases during diamond deposition, and reaction with the substrate 
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material. As a result, atomic hydrogen concentration is very often the major key plasma characteristic 

that governs the quality and the growth kinetics of the targeted materials in plasma processes. Atomic 

hydrogen may also be a central species in plasma processes used for chemical synthesis. This is for 

example the case in N2/H2 plasmas where atomic hydrogen plays a key-role in activating nitrogen in 

the form of highly reactive NHx radicals [8], [9]; the activation efficiency of nitrogen is usually 

strongly linked to the ability of the plasma to dissociate hydrogen and subsequently to the atomic 

hydrogen concentration. Therefore, developing and optimising hydrogen-containing plasma processes 

and understanding the fundamental phenomena involved very often requires the knowledge of the 

space-time distribution of atomic hydrogen density. Usually atomic hydrogen shows a highly non-

equilibrium behaviour even for thermal and high pressure plasmas and its density is very often much 

larger than what would be predicted on the basis of thermochemical equilibrium assumption [10], [11]. 

Therefore the estimation of atomic hydrogen density requires the development of sophisticated non-

equilibrium plasma models that need to be validated by advanced diagnostics [12]. Unfortunately, 

measuring the absolute atomic hydrogen density can be highly challenging, especially when spatial 

resolution is required to account for temperature and density gradients in the vicinity of the plasma 

boundaries. Straightforward techniques based on optical emission spectroscopy such as actinometry 

give only access to the relative variation of the density [13] and a collisional radiative model is 

required for calibration [14], [15] which affects the robustness and accuracy of the method. Other 

techniques based on chemical titration such as NO2 titration are very specific to post-discharge 

conditions and uniform concentration fields and are mainly suitable for calibration purposes [16], [17]. 

In fact, the only technique that in principle allows space and time-resolved measurements of atomic 

hydrogen density in plasmas is Two-Photon Absorption Laser Induced Fluorescence (TALIF). 

Firstly introduced by Bokor et al. in 1981 [18], TALIF of atomic hydrogen using two-photon 

excitation to the n=3 electronically excited level, denoted H(n=3) hereafter, and subsequent detection 

of the fluorescence at 656.3 nm, became of increasing use in the combustion [19]–[25] and plasma 

communities [26]–[34] to monitor atomic hydrogen with a good spatial resolution. 

To obtain absolute atomic density values, a calibration of the corresponding TALIF signal is required. 

The first calibration technique was based on NO2 titration in a reference discharge flow reactor [16]. 

Then, a second technique makes use of the TALIF signal produced by a known density of krypton 

introduced separately in the same reactor [28], [29]. For both methods, the determination of the 

characteristic decay time of the atomic hydrogen fluorescence (𝜏𝑓𝑙𝑢𝑜 𝐻) is necessary; the hydrogen 

densities extracted from TALIF measurements are indeed proportional to the fluorescence signal 

intensities and to the inverse of the fluorescence decay time when secondary phenomena are 

negligible.  

Despite its apparent simplicity, one of the major bottlenecks of TALIF measurement of atomic 

hydrogen density is the difficulty to accurately estimate 𝜏𝑓𝑙𝑢𝑜 𝐻 in most plasma and combustion 

environments. Due to the collisional quenching of H(n=3) in these environments, 𝜏𝑓𝑙𝑢𝑜 𝐻 decreases 

with the rise in the densities of heavy species, and reduces to the order of a few nanoseconds for 

pressures as low as a few hundred pascals, which corresponds to the resolution limit of conventional 
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photomultiplier tubes. Even if one manages to use an acquisition system with sub-nanosecond 

resolution, it is complicated to estimate 𝜏𝑓𝑙𝑢𝑜 𝐻 when using a laser having a larger pulse duration such 

as that of a typical nanosecond laser (~10 ns).  In other words, measurement of 𝜏𝑓𝑙𝑢𝑜 𝐻 for most 

laboratory conditions would only be feasible by using a combination of ultrafast lasers such as 

picosecond [22], [23], [35] or femtosecond [31] lasers and a fast acquisition system [22], [35].  

Therefore, when 𝜏𝑓𝑙𝑢𝑜 𝐻 cannot be properly measured experimentally, one has to consider the whole 

collisional and radiative processes involved in the H-atom TALIF scheme to estimate its value [32]. 

However, the rather intricate depopulation kinetics of the H(n=3) state does not make this any simpler. 

According to the two-photon selection rules, both the 3s and 3d levels are populated by the two-photon 

absorption process. Collisions of excited H atoms with heavy particles not only induce the overall 

quenching of H(n=3), but also a mixing amongst the 3s, 3p and 3d levels. This mixing process can 

strongly impact the observed fluorescence signal and especially the corresponding radiative decay rate. 

As a matter of fact, the resulting population of the 3p level, from the photo-excited 3s and 3d levels via 

mixing induces an additional fluorescence to both the 2s and the 1s levels. Furthermore, the latter 

transition, i.e., the Lyman β line at 102.57 nm, is resonant and can be absorbed by the surrounding 

ground-state H atoms. As a result the Lyman β emission is, at least partly, trapped [36], [37]. 

Therefore, the collisional environment, i.e. temperature, pressure, atomic hydrogen density and the 

concentrations of the different quenchers of H(n=3), affects the observed fluorescence decay rate 

1 𝜏𝑓𝑙𝑢𝑜 𝐻⁄ . Furthermore, the wide-range of collisional cross sections reported in the literature [20], [38] 

affects the estimation of the collisional decay rates. Therefore, it is essential to identify the right 

depopulation mechanisms, i.e. radiative and collisional processes, in order to determine the 

fluorescence decay rate accurately.  

As collisional quenching of H(n=3) by H2 molecules is very efficient, some authors have tried to 

experimentally measure these rate coefficients (𝑘𝑄 𝐻(𝑛=3)/𝐻2
) or cross sections (𝜎𝑄 𝐻(𝑛=3)/𝐻2

) [19], 

[20], [28], [38], [39]. Such measurements were generally carried out using lasers with a nanosecond 

time-scale pulse width for the photo-excitation to H(n=3) [19], [20], [28], [38] followed by monitoring 

the 656.3 nm fluorescence line, in the pressure range 1-300 Pa. Likewise, these studies made use of 

different assumptions on the de-excitation kinetics of H(n=3) and thus the reported 𝑘𝑄 𝐻(𝑛=3)/𝐻2
 or 

𝜎𝑄 𝐻(𝑛=3)/𝐻2
 values are spread over a wide range (65 × 10−20 𝑚2 [20] to 156 × 10−20 𝑚2 [38]).  

The objective of this paper is twofold. Firstly, we will  thoroughly analyse how the interplay between 

the different radiative and collisional processes mentioned above affects the H(n=3) fluorescence 

decay kinetics in a pure hydrogen plasma operating in the range 20 to 300 Pa. Secondly, this analysis 

will be extended to determine reliable values of the collisional quenching cross section 

𝜎𝑄 𝐻(𝑛=3)/𝐻2
 while estimating the escape factor (denoted 𝛬31) of the Lyman β line for the atomic 

hydrogen density range that characterises the investigated plasmas. These data are needed for 

estimating 𝜏𝑓𝑙𝑢𝑜 𝐻 which is necessary for the measurement of atomic hydrogen densities by the most 

widely used nanosecond-TALIF. For this purpose, we rely on TALIF measurements carried out using 

a picosecond laser and a streak camera. This allows reaching accurate values for the fluorescence 
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decay time without any complex model for the de-excitation process of H(n=3), and therefore 

measuring absolute atomic hydrogen density. Moreover, using a pure hydrogen plasma with weak 

dissociation (< 5%), the quenching of H(n=3) is essentially due to collisions with the H2 molecule.  

The present paper is organised as follows: in section 2 the methodology chosen for analysing the 

kinetics of H(n=3), and the experimental TALIF measurements are described. The results are 

presented in section 3 and discussed through a critical comparison with previously published data in 

section 4. The main conclusions are eventually summarised in section 5. 

2 Method 

2.1 Hydrogen n=3 excited level kinetics during the TALIF process 

The excitation and de-excitation processes of the H(n=3) level involved during TALIF are depicted in 

Figure 1. Radiative processes are represented as full lines, while collisional processes are schematized 

by dotted lines. 

Both the 3s 
2
S1/2 and 3d 

2
D3/2, 5/2 levels are populated by the two-photon absorption process, the two-

photon cross section ratio 𝜎1𝑠→3𝑑
2 𝜎1𝑠→3𝑠

2⁄  being 7.56 [40]. When the laser intensity is kept low enough 

to prevent secondary phenomena such as photoionization and amplified spontaneous emission, the 

main processes that occur after the excitation of the 3s and 3d levels are:  

 Radiative decay to the 2p level, along the Balmer α line at 656.3 nm; this is the detected 

fluorescence signal. 

 Quenching due to collisions with H2 molecules and H atoms with an average rate 𝑄𝐻(𝑛=3) for 

the whole n=3 level. 

Additionally, collisions of excited atomic hydrogen with heavy species lead to a redistribution of the 

population densities amongst the 3s, 3p and 3d levels. The mixing process contributes to the emission 

of radiation from the 3p level to both the 2s and the 1s levels. The resonant Lyman β line has a high 

probability to be absorbed by the surrounding 1s ground-state H-atom. The subsequent radiation 

trapping can be evaluated by an escape factor 𝛬31 whose value lies in the range 0 – 1. 𝛬31=1 means 

full escape (i.e. no reabsorption of Lyman β transition), 𝛬31=0 means full trapping (i.e. full 

reabsorption of Lyman β transition). The apparent emission coefficient of the Lyman β line is simply 

the product of the escape factor 𝛬31 and the Einstein coefficient for spontaneous emission, 𝐴3𝑝→1𝑠. 

Similarly to the assumption made by Preppernau et al. [41], we consider that, after its laser excitation, 

the depletion of the whole n=3 level can be simply described using a single collisional quenching rate 

𝑄𝐻(𝑛=3) (in s
-1

) defined by:  

𝑄𝐻(𝑛=3) = 𝑘𝑄 𝐻(𝑛=3) 𝐻2⁄  𝑛𝐻2
+ 𝑘𝑄 𝐻(𝑛=3) 𝐻⁄  𝑛𝐻 

( 1 ) 

𝑘𝑄 𝐻(𝑛=3) 𝐻2⁄  and 𝑘𝑄 𝐻(𝑛=3) 𝐻⁄   represent the rate coefficients for the collisional quenching of H(n=3) by 

H2-molecule and H-atom respectively. The relative importance of the two corresponding quenching 

routes is assessed in section 2.2.2. 
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Then, the population density equations for the three sub-levels 3s, 3p and 3d are, in the absence of 

secondary phenomena: 

𝑑𝑛3𝑠

𝑑𝑡
= 𝑅3𝑠(𝑡) − (𝐴3𝑠→2𝑝 + 𝑄𝐻(𝑛=3))𝑛3𝑠(𝑡)  +  𝑅𝑝𝑠 + 𝑅𝑑𝑠 −  𝑅𝑠𝑝 − 𝑅𝑠𝑑  

𝑑𝑛3𝑝

𝑑𝑡
= −(𝐴3𝑝→2𝑠 + 𝛬31𝐴3𝑝→1𝑠 + 𝑄𝐻(𝑛=3))𝑛3𝑝(𝑡) +  𝑅𝑠𝑝 + 𝑅𝑑𝑝 −  𝑅𝑝𝑠 − 𝑅𝑝𝑑 

𝑑𝑛3𝑑

𝑑𝑡
= 𝑅3𝑑(𝑡) − (𝐴3𝑑→2𝑝 + 𝑄𝐻(𝑛=3))𝑛3𝑑(𝑡) +  𝑅𝑠𝑑 + 𝑅𝑝𝑑 − 𝑅𝑑𝑠 − 𝑅𝑑𝑝 

where 𝑅3𝑠(𝑡) and 𝑅3𝑑(𝑡) are the rates for laser excitation of levels 3s and 3d respectively, and 𝑅𝑙𝑙′ are 

the rates of mixing for a transition from sub-level l to sub-level l’ (l and l’ being s, p and d of level 

n=3).  

Adding the three equations for the individual sub-levels together, we get a lumped equation for the 

total density rate of H(n=3) as: 

𝑑𝑛3

𝑑𝑡
= 𝑅3(𝑡)  − (𝑥3𝑠𝐴3𝑠→2𝑝  + 𝑥3𝑝𝐴3𝑝→2𝑠 + 𝑥3𝑝𝛬31𝐴3𝑝→1𝑠+𝑥3𝑑𝐴3𝑑→2𝑝 + 𝑄𝐻(𝑛=3))𝑛3(t) 

with 𝑛3(𝑡) = 𝑛3𝑠(𝑡)+𝑛3𝑝(𝑡) + 𝑛3𝑑(𝑡), 𝑅3(𝑡) = 𝑅3𝑠(𝑡) + 𝑅3𝑑(𝑡)  and 𝑥3𝑠, 𝑥3𝑝 and 𝑥3𝑑  the fractions 

𝑛3𝑠(𝑡) 𝑛3(𝑡)⁄ , 𝑛3𝑝(𝑡) 𝑛3(𝑡)⁄  and 𝑛3𝑑(𝑡) 𝑛3(𝑡)⁄  respectively. Unsurprisingly, all the mixing terms 

disappear in the above equation as mixing amongst the three sub-levels has no effect on the total 

population of H(n=3). 

The number of fluorescence photons emitted along the Balmer α line per unit time and per unit 

volume, i.e. the rate of emission of fluorescence photons per unit volume (in m
-3

s
-1

) can be formulated 

as: 

𝑑𝑛𝑝ℎ𝑜𝑡𝑜𝑛𝑠

𝑑𝑡
= 𝐴3𝑠→2𝑝𝑛3𝑠(𝑡) + 𝐴3𝑝→2𝑠𝑛3𝑝(𝑡) + 𝐴3𝑑→2𝑝𝑛3𝑑(𝑡) 
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Figure 1 Excitation and de-excitation processes of the H(n=3) level taking place during TALIF. Radiative processes 

are represented as full lines, collisional processes (collisional mixing, collisional quenching) as dotted lines. 

2.2 Determination of H(n=3) fluorescence decay rate 

In this study, we examine the collisional and radiative de-excitation pathways of H(n=3) produced 

from the ground state by two-photon absorption, in a microwave H2 plasma generated in the pressure 

range 20 – 300 Pa. The measured fluorescence decay rates of H(n=3) produced by two-photon 

excitation using a picosecond time-scale laser (10 ps pulse width) were compared to calculated values 

inferred from the collisional-radiative model schematized in Figure 1. We considered three different 

regimes.  

In the first one the initial population distribution amongst the 3s and 3d levels is fully governed by 

their relative photo-excitation probabilities. This scenario is denoted hereafter “no mixing”. At this 

asymptotic limit, the 3p level is not populated and the Lyman β transition will be absent. As the 

populations of the two levels 3s and 3d decay independently, the fluorescence decay will be described 

by a double-exponential decay function. Physically, “no-mixing” is an asymptotic condition that would 

occur at extremely low pressures and in the absence of any electromagnetic field that may induce 

significant non-collisional mixing. For all practical operating conditions, mixing between the sub-

levels is important to be considered. 

The second regime, called “partial mixing” hereafter, occurs when mixing is not fast enough for the 

three sub-levels to assume statistical distribution. The time variation of the sub-level populations is 

more complex than an exponential decay, especially for the 3p level that is not initially populated by 

laser excitation, but only via mixing. In such a case, it is necessary to consider the three sub-levels 

individually and add up their contributions to the full fluorescence signal.  
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The last regime assumes a full mixing and an equilibrium population distribution of the 3s, 3p and 3d 

levels according to their statistical weights, i.e. 𝑛3𝑠(𝑡) =
1

9
𝑛3(𝑡), 𝑛3𝑝(𝑡) =

1

3
𝑛3(𝑡) and 𝑛3𝑑(𝑡) =

5

9
𝑛3(𝑡). The three sub-levels mix over a time-scale that is much shorter than the fluorescence time-

scale so as to ensure that the population distribution of the sublevels adjusts 'quasi-instantaneously' to 

their statistical weight. This necessarily entails that the population densities of 3s, 3p and 3d sub-levels 

will decay over time following the same decay rate as the whole population density 𝑛3(𝑡). The time-

variation of the whole 𝑛3 level population density can therefore be described by the following 

relationship:  

𝑑𝑛3

𝑑𝑡
= 𝑅3(𝑡) − [(

1

9
𝐴3𝑠→2𝑝 +

1

3
𝐴3𝑝→2𝑠 +

5

9
𝐴3𝑑→2𝑠) + (

1

3
𝛬31𝐴3𝑝→1𝑠) + 𝑄𝐻(𝑛=3)] 𝑛3(𝑡)  

which is equivalent to: 

𝑑𝑛3

𝑑𝑡
= 𝑅3(𝑡) − (𝐴32 + 𝛬31𝐴31 + 𝑄𝐻(𝑛=3))𝑛3(𝑡) 

where 𝐴32 = 4.41 × 107 𝑠−1 is the average radiative decay rate of the Balmer α fluorescence line at 

656.3 nm, 𝐴31 =
1

3
𝐴3𝑝→1𝑠 = 5.57 × 107 𝑠−1 the average radiative decay rate of the Lyman β 

transition at 102 nm [42], and 𝛬31 the escape factor of the same emission line.  

The number of fluorescence photons along the Balmer α line emitted per unit time and per unit volume 

thus reduces to: 

𝑑𝑛𝑝ℎ𝑜𝑡𝑜𝑛𝑠

𝑑𝑡
= 𝐴32𝑛3(𝑡) 

Hence the fluorescence decay after the end of the laser pulse is strictly mono-exponential with a 

characteristic decay time, the fluorescence decay time 𝜏𝑓𝑙𝑢𝑜 𝐻, which satisfies the following equation :   

1

𝜏𝑓𝑙𝑢𝑜 𝐻
= 𝐴32 + 𝛬31𝐴31 + 𝑄𝐻(𝑛=3) = 𝐴3 + 𝑄𝐻(𝑛=3) 

( 2 ) 

𝐴3 is the total radiative decay rate (in s
-1

) from the H(n=3) level. 

It is noteworthy to mention that the trapping of the Balmer α line was neglected in this work since this 

line can be only absorbed by the much less populated H(n=2) electronically excited states. The 

estimation of the Lyman β line escape factor 𝛬31 in our experimental conditions is addressed in section 

2.2.1. Further, three situations were considered depending on the assumption made on the value of the 

escape factor 𝛬31. These correspond to a full mixing-full escape (FMFE), i.e., 𝛬31 = 1, full mixing-no 

escape (FMNE), i.e., 𝛬31 = 0, and full mixing-partial escape (FMPE), i.e., 0<𝛬31<1. In the FMPE 

case, a pressure dependent escape factor 𝛬31 is calculated using measured absolute atomic hydrogen 

densities as discussed hereafter.  
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2.2.1 Estimation of the escape factor 𝜦𝟑𝟏 for the Lyman β line  

The influence of the resonant radiation absorption on the apparent de-excitation rate of a radiative 

source has been investigated by Holstein for a source assimilated to an infinite slab with a Doppler-

broadened absorption line shape [36], and extended to the geometry of infinite cylinder, for several 

spectral line shapes [37]. The author studied the effect of resonant radiation trapping on the decay rate 

of excited state density after extinction of the excitation source. They proposed an asymptotic form of 

the escape factor (the so-called g factor in [36], [37]) for large optical depths by solving the radiative 

transport of excitation. In the field of plasma spectroscopy, the work of Holstein, and other authors 

[43] that later observed the decay of resonance lines and proposed other expressions for the escape 

factor, has been reviewed in great detail by Irons [44], [45]. 

The escape factor Λ depends on the absorption lineshape, the absorption coefficient 𝑘0 at the centre of 

the absorption line, the source geometry, a length 𝑙 that is characteristic of the shortest dimension of 

the source, and the spatial distribution of emitting atoms within the volume of the source. 

In our pressure (20-300 Pa) and gas temperature (~600 K [46]) ranges, the 1s→3p absorption line 

profile is dominated by Doppler broadening. As a matter of fact, the corresponding Gaussian 

broadening is in the range 4.9 − 5.2 × 1010 𝐻𝑧, which is more than 43 times larger than the sum of 

pressure and Stark broadening that are of the order of 1.1 × 108 Hz (at 300 Pa, cf. p.299-300 in 

reference [47]) and at most 9.7 × 108 Hz (cf. p.315 in reference [48], given the low electron density 

~5 × 1017 m−3 with this type of plasma source [46]) respectively. In this case, the absorption 

coefficient k1s→3p
0  (in m-1) in the centre of the H-atom 1s→3p absorption line may be expressed as 

follows (cf p.96-100 in reference [49]): 

𝑘1𝑠→3𝑝
0 =

1

8𝜋
√

𝑚𝑢𝐴𝑟0(𝐻)

2𝜋𝑘𝐵

𝑔3𝑝

𝑔1𝑠
𝐴3𝑝→1𝑠 𝜆3𝑝→1𝑠

3
𝑛𝐻(1𝑠)

√𝑇
 

( 3 ) 

where 𝑚𝑢 = 1.660539 × 10−27 𝑘𝑔 is the atomic mass constant (p.50 in [50]), 𝐴𝑟0(𝐻) = 1.008 is the 

standard hydrogen atomic weight [51], 𝑘𝐵 is the Boltzmann constant (in JK
-1

), 𝑔3𝑝 and 𝑔1𝑠 are the 

degeneracies of the H 3p and 1s states respectively. 𝐴3𝑝→1𝑠 is the Einstein spontaneous emission 

coefficient of the transition 3p→1s (in s
-1

), and 𝜆3𝑝→1𝑠 the wavelength of the transition (in m). 𝑘1𝑠→3𝑝
0  

is proportional to the H-atom ground state density 𝑛𝐻(1𝑠) (in m
-3

), which is assimilated to the atomic 

density 𝑛𝐻. It also depends on the inverse square root of the temperature of the H atoms, 𝑇 (in K). 

Assuming a thermal equilibrium between H and H2, the same temperature value was considered for 

both species, the determination of which is detailed in section 2.3. 

We would like to emphasise that the source volume considered for the estimation of 𝛬31 is restricted to 

the interaction volume of the laser beam and the H2 plasma. Plasma continuous emission at the same 

wavelength was filtered out by subtracting the background emission from the acquired pulsed signal 

intensity. Since the lens used for focusing the laser beam has a quite long focal length (350 mm), the 

beam diameter, measured to be ~250 µm in the centre of the reactor, is almost constant in the 
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fluorescence collection area. The collection optics images the fluorescence radiation to the entrance slit 

of a streak camera placed perpendicularly to the laser beam, with a magnification of 1. We thus 

approximated the source as an infinite cylinder of radius 125 µm for the calculation of 𝛬31 (cf figure 

2). 

 

Figure 2 - Schematics of the TALIF experimental set-up, showing the collection volume of fluorescence considered 

as the source volume for the estimation of the escape factor 𝜦𝟑𝟏 

Taking this radius as the characteristic length of absorption, the optical depth in the centre of the 

absorption line, defined as 𝜏1𝑠→3𝑝
0 = 𝑘1𝑠→3𝑝

0 𝑙, increases from 0.04 to 0.44 as the atomic hydrogen 

density measured rises with pressure. Such values are too low for the application of Holstein’s 

asymptotic formulation of 𝛬31, which is considered valid for optical depths greater than 3. Amongst 

the formulations reviewed in [44], [45], we chose to apply the following empirical expression derived 

by Mewe for Doppler-broadened line assuming a spatially-uniform excitation [43], i.e. uniform 

distribution of excited atoms within the source : 

𝛬31 =
2 − 𝑒𝑥𝑝(−10−3𝜏1𝑠→3𝑝

0 )

1 + 𝜏1𝑠→3𝑝
0  

( 4 ) 

Equation (4) was found to be accurate within 25% for both optically thin and optically thick media 

(𝜏1𝑠→3𝑝
0  in the range 0 − 104). 

2.2.2 Estimation of the collisional quenching rate 

For each of the four scenarios mentioned previously, the fluorescence decay rate was calculated 

assuming a single collisional quenching rate 𝑄𝐻(𝑛=3) for the whole H(n=3) level. We considered the 

quenching by both H2-molecule and H-atom. The overall quenching rate is therefore given by:  

𝑄𝐻(𝑛=3) = 𝑘𝑄 𝐻(𝑛=3) 𝐻2⁄  𝑛𝐻2
+ 𝑘𝑄 𝐻(𝑛=3) 𝐻⁄  𝑛𝐻  

The gas temperature 𝑇𝑔𝑎𝑠 was estimated (cf section 2.3) and a temperature-independent collisional 

cross section 𝜎𝑄 𝐻(𝑛=3)/𝐻2
(m

2
) was formulated according to the relationship: 

 𝑘𝑄 𝐻(𝑛=3)/𝐻2
= 𝜎𝑄 𝐻(𝑛=3)/𝐻2

𝑣𝑡ℎ 𝐻(𝑛=3)/𝐻2
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𝑣𝑡ℎ 𝐻(𝑛=3)/𝐻2
 is the thermal velocity, defined by: 𝑣𝑡ℎ 𝐻(𝑛=3)/𝐻2

= √
8𝑘𝐵𝑇𝑔𝑎𝑠

𝜋𝜇𝐻(𝑛=3) 𝐻2⁄
 

with 𝑘𝐵 the Boltzmann constant and 𝜇𝐻(𝑛=3) 𝐻2⁄ the reduced mass of the collision pair 𝐻(𝑛 = 3) 𝐻2⁄ . 

Finally, the collisional quenching rate is expressed as: 

𝑄𝐻(𝑛=3) = 𝜎𝑄 𝐻(𝑛=3)/𝐻2
𝑣𝑡ℎ 𝐻(𝑛=3)/𝐻2

𝑛𝐻2
+ 𝜎𝑄 𝐻(𝑛=3)/𝐻𝑣𝑡ℎ 𝐻(𝑛=3)/𝐻𝑛𝐻  

( 5 ) 

The quenching by atomic hydrogen mainly leads to associative ionisation reaction [52], the cross-

section of which (3.8 × 10−20 𝑚2 [52]) is 17 to 41 times lower than the collisional cross-section 

values published for the collisional-quenching of H(n=3) by H2 molecules [20], [38], [39]. 

Furthermore, anticipating the results, a fairly moderate dissociation degree, i.e., typically below 5%, is 

expected for the investigated discharge conditions. As a result, collisional quenching of H(n=3) is 

largely dominated by the collision with H2-molecule and depends almost exclusively on the H2 

density. This was estimated from total density (determined from the ideal gas law, through pressure 

monitoring and gas temperature measurements), and atomic hydrogen absolute densities obtained from 

calibrated picosecond TALIF measurements.  

2.3 Experimental details and measurements 

H atoms were generated in a H2 microwave (MW) plasma in the 20-300 Pa pressure range using a 

commercial source (Sairem Hi-Wave). The MW power was supplied through a coaxial feed from a 

solid-state MW generator (Sairem GMS 200) that delivers a maximum power of 200 W. The operating 

MW frequency was tuned between 2.4 and 2.5 GHz in order to achieve optimal impedance matching 

between the source and the discharge system. The chamber, described in detail in [53], consisted of a 

100 mm diameter stainless-steel six-way cross, the plasma source being placed at the top of the cross. 

Three flanges were dedicated to optical viewports. The laser beam crossed the plasma reactor through 

two fused silica viewports (90% transmission at 205 nm). The fluorescence was collected 

perpendicularly to the laser beam through a borosilicate viewport. The vacuum was obtained using a 

turbo-molecular pump (Edwards EXT75DX) assisted by a rotary pump (Pfeiffer Duo 6M), allowing a 

residual pressure of 10
−5 

Pa to be achieved. The working pressure in the chamber was manually 

adjusted by a diaphragm valve, and monitored using a capacitive gauge (Pfeiffer CCR363) working in 

the range 0.133–1333 Pa. The gases were injected in the reactor using mass flow controllers 

(Bronkhorst EL flow), the hydrogen gas flow rate being set at 5 sccm. 

TALIF measurements on atomic hydrogen were performed using a picosecond tunable laser 

(EKSPLA
®

 composed of three units: PL3140, APL2100 and PG411, pulse width of ~10 ps [54]. The 

laser excitation wavelength was tuned to the H 1𝑠 → 3𝑠 and 1𝑠 → 3𝑑 transitions at 205.08 nm and the 

fluorescence signal at 656.3 nm (Hα line) was observed. The laser light was guided and focused in the 

plasma reactor using a quartz lens with a 350 mm focal length. The fluorescence was collected at 90° 

by a set of quartz lenses which imaged the light to the slit of a streak camera (HAMAMATSU
®
 C10910-05), 

in front of which an interference filter centred at 655 nm (Semrock FF01-655/15-25) was positioned. 
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The laser beam diameter at the measurement location was experimentally determined to be ~250 µm. 

The laser energy was manually adjusted by adding one or several neutral density filters after the output 

of the laser unit, and monitored with a joulemeter located at the end of the optical path [35]. 

The absolute atomic hydrogen densities were determined through calibration of H-atom fluorescence 

signal intensities with TALIF measurements on Kr atoms, introduced independently in the same 

reactor at a known pressure [3]. For these calibration measurements, the laser excitation wavelength 

was tuned to the Kr 4𝑝6 1𝑆0 → 5𝑝′ [3/2]2 at 204.13 nm, and the fluorescence signal at 587.09 nm 

was observed using an interferential filter centred at 586 nm (Semrock FF02-586/15-25) in front of the 

streak camera. 

For both H and Kr TALIF measurements, the laser energy density was kept low enough to limit the 

onset of secondary effects such as amplified spontaneous emission and photoionisation. This was 

assessed experimentally by working in the laser-energy domain providing a quadratic dependence of 

the fluorescence intensity on the laser energy, i.e., the so-called quadratic regime [55]. It was also 

verified that photodissociation of H2 molecules by the laser was insignificant in this energy domain, as 

no TALIF signal was detected when the chamber was filled with H2 gas and the plasma was turned off. 

Most measurements were thus performed with an energy in the range 10-12 µJ. Regarding Kr, the 

quadratic regime of excitation was limited to laser energies below 0.85 µJ at a pressure of 1000 Pa; 

this pressure (set by filling the reactor with Kr gas after closing the valve and switching off the 

pumping) was selected to keep high enough values of the signal-to-noise ratio.   

The fluorescence decay times of H(n=3) atoms extracted from TALIF measurements served two 

purposes: to determine the atomic hydrogen absolute densities in conjunction with measured time-

integrated fluorescence signal intensities, and to study the de-excitation pathways of H(n=3) atoms. 

We developed an algorithm that fits the measured fluorescence signal to the convolution of a 

theoretical TALIF signal and a Gaussian apparatus function [35].  

Optical emission spectroscopy measurements were carried out on the H2 plasma in various pressure 

and power conditions. The rotational temperature of H2 molecules in the ground 𝑋1𝛴𝑔
+, 𝜈 = 0 vibronic 

state was inferred from the emission of the Fulcher-α (2-2)Q band system, which is a reliable method 

for the range of pressures used in this study [56], [57]. It was observed that the rotational temperature 

mostly depended on the plasma source power, and a statistical analysis on the various measurements 

gave, for the plasma conditions used for the present paper, i.e. a fixed input power of 200 W, a 

rotational temperature of 595 ± 35 K. Owing to such low temperatures and to the picosecond laser 

linewidth, it was not possible to measure the temperature of atomic hydrogen using Doppler 

broadening of the 1s→3s, 3d two-photon absorption line profile. However, for plasma conditions 

considered in this study, one would expect the degree of non-equilibrium between the rotational and 

kinetic modes as well as between H and H2 to be small and therefore one can assume thermal 

equilibrium between the rotational and kinetic modes of H2 molecule, and also a thermal equilibrium 

between H and H2. The latter assumption is further justified for the low dissociation degrees and the 

pressure range encountered in the present study, as shown by the Monte Carlo simulations of Tomasini 
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et al.[58]. Thus the total gas density was determined from the equation of state for perfect gas, using 

the rotational temperature of H2 molecules inferred from the H2 Fulcher-α emission band.  

3 Results 

3.1 Determination of atomic hydrogen densities and fluorescence decay rates 

Calibrated TALIF measurements on atomic hydrogen were carried out in H2 microwave plasma for 

pressures in the range 20-300 Pa. The absolute atomic hydrogen densities determined in this work are 

depicted in Figure 3(a) by a purple line with square symbols. They range between (~8 ± 5) ×

1019 𝑚−3 and (~9 ± 6) × 1020 𝑚−3 in the investigated pressure range. The relative uncertainty on 

these values, pictured as a purple-shaded area, is of approximately 62 % and was calculated using the 

uncertainty propagation technique for independent variables. When possible, relative uncertainties of 

the variables were estimated during the experiments (pressure, transmission of windows), otherwise 

they were taken from manufacturers data (transmission of filters, quantum efficiency of detector) or 

from published physical data (spontaneous emission coefficients, two-photon excitation cross 

sections). As in reference [53], the major source of uncertainty came from the ratio 𝜎𝐾𝑟
(2)

𝜎𝐻
(2)

⁄  of the Kr 

and H two-photon excitation cross sections, which was determined with an uncertainty of 50 % [28]. 

The second contribution came from the uncertainty on the Kr emission coefficient at the fluorescence 

wavelength 587.09 nm, 20 % [59]. 

The atomic density is seen to increase almost linearly in the pressure range 20 - 225 Pa and to remain 

practically constant for higher pressures. Despite this density increase, the atomic hydrogen fraction 

(blue line with circles in Figure 3(a)) shows a significant decrease with pressure. This decrease is 

especially marked above 225 Pa and the average atomic fraction values remain lower than 3 % in the 

highest range of pressures. These trends would indicate a smaller power density deposited in the 

plasma, which limits the enhancement of the dissociation rate at high pressure. 

The fluorescence signal decays were at best fitted by a single exponential decay. Indeed, we do not 

identify the existence of multi-exponential components describing the decaying phase of the TALIF 

signal, which would allow us to distinguish the decay of each of the levels 3s, 3p and 3d in any of our 

experiments. The measured fluorescence decay rate 1 𝜏𝑓𝑙𝑢𝑜 𝐻⁄  of excited H(n=3) is presented in Figure 

3(b). It increases from ~1.0 × 108 𝑠−1 to ~2.1 × 108 𝑠−1 as the pressure rises from 20 to 300 Pa. The 

uncertainty on the experimental decay rate was calculated from the uncertainty on the characteristic 

decay time of the fluorescence, which was estimated at approximately 0.3 ns. The fluorescence decay 

rate remains nearly constant in the pressure range 20 – 60 Pa, and then almost linearly increases in the 

highest range of pressures. 
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Figure 3 Measured atomic hydrogen densities, atomic hydrogen fractions (a) and H(n=3) fluorescence decay rates 

(b) as a function of H2 plasma pressure. 

3.2 Lyman β escape factor 𝜦𝟑𝟏 

The measured atomic hydrogen density values were used to estimate the escape factor 𝛬31 of the 

Lyman β line, using equation (4) and assuming a 125 µm-radius infinite cylinder source. The 

corresponding values of 𝛬31 are plotted in Figure 4. More precisely, the blue line with blue diamonds 

corresponds to 𝛬31 values calculated using the hydrogen density values represented by purple squares 

in Figure 3(a). The blue-shaded area surrounding the blue line represents the uncertainty on 𝛬31 as 

inferred from the uncertainty on atomic hydrogen density. Whatever the formulation used to express 

𝛬31 as a function of 𝜏1𝑠→3𝑝
0  [37], [43]–[45], the escape factor decreases when increasing the absorber 

density. Since the relationship between 𝛬31 and 𝜏1𝑠→3𝑝
0  is not linear, the upper and lower limits that 

determine the uncertainty on 𝛬31were calculated using, for each pressure value, the lower and upper 

hydrogen densities, respectively. As such, the gap between the blue line with markers and the upper 

and lower limits of the shaded area is asymmetrical. From these calculations, 𝛬31 is close to 1 (0.94 – 

0.98) at the lowest pressure, and decreases down to 0.58 – 0.86 at 300 Pa. Therefore, it appears that the 

Lyman β line is almost always partially trapped for the atomic hydrogen density range met in our 

plasmas. This is why, assuming full or no escape of Lyman β radiation in the investigation of the 

fluorescence decay rate is not valid for the studied range of atomic hydrogen densities. 
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Figure 4 Calculated escape factor Λ31 (equation (4)) of the Lyman β line emitted following two-photon laser 

absorption from hydrogen ground state and complete mixing.  

3.3 Comparison of experimental fluorescence decay rates with model predictions 

The purpose of this section is to compare the experimental fluorescence decay rates with model results 

that use different values of 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 proposed in the literature. The measured values of the 

fluorescence decay rate of H(n=3) atoms are compared in Figure 5 to those predicted by the model 

according to the two asymptotic conditions considered in this work, i.e. “no mixing”, and “full 

mixing” with three different scenarios: FMNE, FMPE and FMFE as described in section 2.2. For the 

“no mixing” condition, the fluorescence signal intensity is largely dominated by the fluorescence 

emitted from the 3d level, due to the two-photon cross section ratio 𝜎1𝑠→3𝑑
2 𝜎1𝑠→3𝑠

2⁄  of 7.56 [40], and to 

the ratio 𝐴3𝑑→2𝑝 𝐴3𝑠→2𝑝⁄ = 10.24 [42]. As a consequence, the apparent fluorescence decay rate for the 

“no-mixing” scenario is close to the fluorescence decay rate of the 3d level. The fluorescence decay 

rate in this scenario was therefore approximated by the fluorescence decay rate of the 3d level solely, 

for which the radiative decay rate is 𝐴3𝑑→2𝑝 = 6.47 × 107𝑠−1 [42]. 

𝛬31  is calculated using equation (4), and two extreme values of 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 proposed in the literature 

that differ by a factor 2.4 are used : (a) 156 × 10−20 𝑚2 [38], and (b) 65 × 10−20 𝑚2 [20].  

Please note that the uncertainty range calculated for each scenario is represented as a coloured shaded 

area. The main contribution to the relative uncertainty of 𝑄𝐻(𝑛=3) was the uncertainty on the 

temperature (595±35 K), which entailed relative uncertainties on the total gas density (6 – 12 %), the 

H2 density (6 – 12 %), and the thermal velocity (3 %).  

The major conclusions that can be drawn from the plots in Figure 5 are as follows: firstly, whatever the 

scenario chosen, the decay rate values predicted by the model using 𝜎𝑄 𝐻(𝑛=3)/𝐻2
= 156 × 10−20 𝑚2 
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(Figure 5(a)) largely exceed the experimental values for pressures larger than 140 Pa. Inversely, the 

decay rate values predicted by the model using 𝜎𝑄 𝐻(𝑛=3)/𝐻2
= 65 × 10−20 𝑚2 (Figure 5(b)) are lower 

than the experimental decay rates for pressures beyond 240 Pa. Also, it is noticeable that with the latter 

value of 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 the measured decay rate values are in good agreement with the FMPE scenario, 

with pressure-dependent 𝛬31, in the pressure range 80 – 140 Pa. For higher pressures the experimental 

data are in a better agreement with the FMFE scenario, i.e. 𝛬31 = 1. This would mean that the escape 

factor of the Lyman β line actually rises with pressure, which is unphysical. As a matter of fact, since 

the atomic hydrogen density increases with pressure, the escape factor 𝛬31 should decrease with this 

parameter. Therefore, the value of 65 × 10−20 𝑚2 is probably too small. 

Moreover, it is interesting to notice that, for both values of 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 tested, the experimental decay 

rate measured at a pressure of 20 Pa is closer to the values assuming full mixing amongst the 3s, 3p 

and 3d states and a rather high value of 𝛬31. This result is consistent with the fairly low atomic 

hydrogen density, and the observed agreement would support a fast mixing amongst the 3s, 3p and 3d 

states even at low pressure. In fact, this result is in agreement with [27] who observed that full mixing 

amongst the 3s, 3p and 3d states occurs at pressures as low as 2 Pa.  

It appears therefore that the emission of the Lyman β line and the variation of its escape factor 𝛬31 as a 

function of the atomic hydrogen density, and thus the pressure, need to be taken into account. The 

collisional quenching cross section values from the literature used in figure 5 (a) and 5 (b) are either 

too large or too small to obtain a good agreement between the measured and predicted fluorescence 

decay rate values. In the next section, our aim is to determine a more accurate value for the collisional 

quenching cross-section 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 using two rather classical approaches and a more novel method. 

 

Figure 5 Comparison of experimental fluorescence decay rate of H(n=3) atoms with model predictions according to 

different scenarios, for (a) 𝝈𝑸 𝑯(𝒏=𝟑)/𝑯𝟐
= 𝟏𝟓𝟔 × 𝟏𝟎−𝟐𝟎 𝒎𝟐 , and (b) 𝟔𝟓 × 𝟏𝟎−𝟐𝟎 𝒎𝟐 
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3.4 Determination of the collisional cross section 𝝈𝑸 𝑯(𝒏=𝟑)/𝑯𝟐
 

Usually, the collisional quenching cross-section value is determined using a Stern-Volmer plot, where 

the variation of the fluorescence decay rate as a function of the density of quenchers is fitted by a 

linear function. The slope of this function is the collisional quenching rate coefficient 𝑘𝑄 𝐻(𝑛=3) 𝐻2⁄   and 

the intercept is the radiative decay rate. This procedure was applied to the case of the H(n=3)/H2 

collisional quenching using the variation of the fluorescence decay rate as a function of the density of 

molecular hydrogen, inferred from figure 3(b). The cross section value obtained in this way is 

approximately 85 × 10−20 𝑚2, which is in between the values reported by [20] and by [38]. Actually, 

the variation of the fluorescence decay rate as a function of the pressure in figure 3(b) shows a peculiar 

behaviour in the low-pressure domain, i.e., p< 60 Pa, where the decay rate does not vary linearly with 

the pressure. Moreover, since the escape factor 𝛬31 varies significantly in the range of pressures 

studied, the radiative decay rate is not constant in the conditions of interest making the Stern-Volmer 

approach to measure radiative decay rates and collisional cross-sections questionable.  

Another physics based approach is discussed below that allows determining the quenching cross-

section 𝜎𝑄 𝐻(𝑛=3)/𝐻2
from the measured fluorescence decay rate, by taking into account the constraints 

on the escape factor and the trend of its variation with pressure as shown in figure 4. 

Equations (2) and (5) enable expressing an effective escape factor 𝛬31 𝑒𝑓𝑓 as a function of the 

measured fluorescence decay rate 1 𝜏𝑓𝑙𝑢𝑜 𝐻 𝑒𝑥𝑝⁄  as follows: 

𝛬31 𝑒𝑓𝑓 = 1 𝐴31⁄ (1 𝜏𝑓𝑙𝑢𝑜 𝐻 𝑒𝑥𝑝⁄ − 𝐴32 − 𝜎𝑄𝐻(𝑛=3) 𝐻2⁄ 𝑣𝑡ℎ𝐻(𝑛=3) 𝐻2⁄ 𝑛𝐻2
− 𝜎𝑄 𝐻(𝑛=3)/𝐻𝑣𝑡ℎ 𝐻(𝑛=3)/𝐻𝑛𝐻) 

( 6 ) 

Equation (6) shows that the effective escape factor values essentially depend on the pressure through 

H2-density, on the measured fluorescence decay rate, and on the value adopted for 𝜎𝑄 𝐻(𝑛=3)/𝐻2
.  

In Figure 6, 𝛬31 𝑒𝑓𝑓 variations as a function of the pressure are plotted for four values of 𝜎𝑄 𝐻(𝑛=3)/𝐻2
. 

This graph helps identifying the values of 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 that are physically acceptable. The effective 

escape factor has indeed to satisfy two conditions: (i) its value is necessarily in the range 0 – 1, and (ii) 

it necessarily decreases with rising pressure, in agreement with increasing atomic hydrogen densities.  

The first condition was evaluated using the average values of 𝛬31 𝑒𝑓𝑓 estimated at each pressure. 

Assuming a uniform probability distribution over the uncertainty range, this choice means that a cross-

section value is rejected when it results in a value greater than 50% for the probability to find 𝛬31 𝑒𝑓𝑓 

outside the interval [0, 1].  

The second condition was evaluated considering the whole range of possible 𝛬31 𝑒𝑓𝑓 values, that are 

determined by the measurement uncertainties on the gas temperature, and 1 𝜏𝑓𝑙𝑢𝑜 𝐻 𝑒𝑥𝑝⁄ , at each 

pressure. In this way, we excluded the 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 values for which the upper limit of 𝛬31 𝑒𝑓𝑓 would 

be larger at higher pressure than at 20 Pa.   
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As such, the value of 156 × 10−20 𝑚2 [38] is too large, inducing a negative average value of  𝛬31 𝑒𝑓𝑓 

for pressures above 100 Pa. The value 65 × 10−20 𝑚2 [20] is on the contrary too low since it implies 

an  average value of 𝛬31 𝑒𝑓𝑓 greater than 1 for pressures above 180 Pa (cf. figure 6), and moreover an 

increase in 𝛬31 𝑒𝑓𝑓 with pressure. This is not physical as 𝛬31 𝑒𝑓𝑓 should decrease with the rise in 

pressure/atomic hydrogen density. Therefore, the correct cross-section value should be between the 

two reported values. The cross-section values that fulfil the two conditions are in the range 90 −

106 × 10−20 𝑚2; the 𝛬31 𝑒𝑓𝑓 values calculated for these two boundaries are also plotted in figure 6 for 

comparison.   

   

Figure 6 Effective escape factor 𝜦𝟑𝟏 𝒆𝒇𝒇 calculated for several values of 𝝈𝑸 𝑯(𝒏=𝟑)/𝑯𝟐
 

The value of 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 can be also determined from a least square curve fit of the measured 

fluorescence decay rate as a function of pressure by equation (2) (where the collisional quenching rate 

is given by equation (5)). This method makes use of the estimated value of the escape factor 𝛬31  

discussed in section 3.2 for the FMPE scenario. The other variables involved in the curve fitting 

procedure (escape factor 𝛬31, molecular and atomic hydrogen densities, thermal velocities) are those 

previously determined for each pressure value. The 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 value that minimises the gap between 

the fitting curve and the measured fluorescence decay rate is 80.8 ± 2.5 × 10−20 𝑚2, which is slightly 

below the lower end of the acceptable range defined beforehand.  

Figure 7 pictures the measured values of the fluorescence decay rate of H(n=3) atoms along with those 

predicted by the model according to the four scenarios already considered, for 𝜎𝑄 𝐻(𝑛=3)/𝐻2
= 80.8 ×

10−20 𝑚2. This value leads to a much better agreement between the FMPE scenario and the 

experimental data compared to the cross section values taken from literature (cf. figure 5). Despite this 

improvement, we believe that the value of 80.8 × 10−20 𝑚2 underestimates the actual value of 
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𝜎𝑄 𝐻(𝑛=3)/𝐻2
 and that it is very likely in the range 90 − 106 × 10−20 𝑚2 as determined from the more 

robust physical constraints on the variation of the escape factor with pressure. As a matter of fact, a 

discrepancy still exists in the pressure range 40 – 100 Pa between the fluorescence decay rates 

measured experimentally and those calculated in the FMPE scenario with a 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 value of 

80.8 × 10−20 𝑚2 . We believe that this discrepancy along with the slight underestimation of 

𝜎𝑄 𝐻(𝑛=3)/𝐻2
 originate from an overestimation of the value of 𝛬31 determined using equation (3). A full 

treatment of the radiative transport of excitation in the rate equation describing the H(n=3) densities 

would certainly improve the fit between the model and the experimental data. Nevertheless, the 

fluorescence decay rate measured at 20 and 40 Pa is consistent with a fast mixing process amongst the 

3s, 3p and 3d states, and in agreement with [27]. Further, the fluorescence decay rate predicted by the 

model using this approximated value of 𝛬31 is in rather good agreement, and even in very good 

agreement for pressures above 100 Pa, with the measurements.  

The discussion above shows that the quenching cross-section 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 lies in between 90 ×

10−20 𝑚2 and 106 × 10−20 𝑚2, with a mean value of 98 × 10−20 𝑚2. 

 

Figure 7 Comparison of experimental fluorescence decay rate of H(n=3) atoms with model predictions according to 

different scenarios, for 𝝈𝑸 𝑯(𝒏=𝟑)/𝑯𝟐
= 𝟖𝟎. 𝟖 × 𝟏𝟎−𝟐𝟎 𝒎𝟐 

4 Discussion 

In this section, we discuss our results and the methodology adopted for the analysis of the de-

excitation mechanisms of H(n=3) atoms in comparison with previously published data. In Table 1 are 

summarised the collisional quenching cross sections of H(n=3) atoms by H2 molecules reported in this 

work and in several studies, including those where H atoms were produced either in a plasma [19], 

[20], [38], or by the interaction of H2 molecules with an electron beam [39], and by photodissociation 
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of acetylene [41] or H2 molecules [60]. The source of H atoms and the excitation pathways to the n=3 

level, as well as the detection, the pressure range of colliders, are specified in the table. 

Table 1 Collisional quenching of H(n=3) atoms by H2 molecules 

Authors Source of atomic 

hydrogen 

Excitation to H 

(n=3) level and 

detection 

Detection of Hα 

fluorescence at 

656.3 nm 

H2 pressure 

range (Pa) 
𝐴3 

(107𝑠−1) 

𝜎𝑄 𝐻(𝑛=3)/𝐻2
 

(Å
2
 or 10

-20
 

m
2
) 

Lewis and 

Williams [39] 

(1976) 

Impact of 40 eV 

electrons with 

ground state H2 

molecules at room 

temperature 

Electron-impact 

dissociative 

excitation of H2 

molecules  

 

Time-integrated 

intensity with a 

spectrometer + 

PMT + photon 

counting 

apparatus 

13 – 267  76 

Catherinot 

and Dubreuil 

[38] (1978) 

Positive column of a 

low-pressure H2 

glow discharge 

LIF: excitation 

2→3 with a 

tunable dye laser 

(4 ns).  

Spectrometer + 

PMT 

40 – 175  4.42±0.05 156±3  

Meier et al. 

[19], Bittner 

et al [20] 

(1986, 1988) 

He/H2 microwave 

plasma.  

TALIF: 

excitation 

1s→3s, 3d with a 

dye laser  

Filter + PMT 3 – 60 (H2 

partial 

pressure)  

 

4.65 [19] 

4.79 [20] 

65±10 [20] 
1)

 

Preppernau et 

al.[41] 

Photodissociation of 

acetylene at a 

pressure of 13 Pa 

using a dye laser 

beam at 205 nm 

TALIF: 

excitation 

1s→3s, 3d with a 

dye laser 

Filter + PMT 3 – 1330  
2) 

Glass 

Maujean et al. 

[60] 

Photodissociation of 

H2 molecules by 

synchrotron 

radiation  

Dissociative 

excitation of H2 

molecules to 

H(n=3) 

Filter + PMT 1 – 15   40±18 (3s), 

157±47 (3p), 

57±10 (3d)
3)

 

This work Low-pressure H2 

microwave plasma 

TALIF: 

excitation 

1s→3s, 3d with a 

picosecond 

tunable laser 

Filter + streak 

camera 

20 – 300   90 – 106 

(98±8) 

1) Cross section value reported by Bittner et al. [20] came from earlier measurements of 𝑘𝑄 𝐻(𝑛=3)/𝐻2
 

reported by Meier et al. [19] at room temperature. They found 𝑘𝑄 𝐻(𝑛=3)/𝐻2
= 1.99 ± 0.30 ×

10−15 𝑚3𝑠−1 

2) They found 𝑘𝑄 𝐻(𝑛=3)/𝐻2
= 1.78 ± 0.14 × 10−15 𝑚3𝑠−1 but the temperature was not determined and it 

was assumed this value was valid over a large temperature range from the ambient up to 3000 K 

3) Cross section values reported were quoted for each individual level 3s, 3p or 3d, for a relative velocity of 

5 km.s
-1

   

 

In section 3.4, we determined the value of 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 and compared experimental fluorescence decay 

rates with those predicted by the model, in reference to the values of 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 published in [20], [38] 

that differ by a factor 2.4. Let us examine in more detail the assumptions made in their work and the 

methodologies chosen to extract collisional cross section values. This short review encompasses other 

works in the field, although we will mainly discuss the measurements reported in [19], [20] and [38]. 

Catherinot and Dubreuil investigated the fluorescence decay from H atoms in the n=3, 4 and 5 levels  

excited by laser absorption from the n=2 level [38]. Atoms were generated and excited to the n=2 level 

in a H2 DC glow discharge generated in a capillary tube, where the pressure ranged from 40 to 175 Pa. 
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The population distribution in the 3s, 3p and 3d levels was assumed to follow the statistical 

distribution (i.e. full mixing). The laser excitation consisted of a single photon absorption from the n=2 

level, which is different from the present study. They compared the intercept of their Stern-Volmer 

plot (A3=4.42±0.05×10
7
 s

-1
) with values of total radiative radiative decay rate 𝐴3 for the asymptotic 

cases 𝛬31 = 1 (9.98×10
7
 s

-1
) and 𝛬31 = 0 (4.41×10

7
 s

-1
), from which they concluded that the Lyman β 

line was totally trapped. They also investigated the variation of the fluorescence decay rate with 

plasma current intensity, interpreted as a variation of the H2 molecular density with current, i.e. of the 

dissociation degree of the plasma with the electron density. Since they could not determine the atomic 

hydrogen densities directly, they combined these fluorescence decay measurements with electron 

density measurements, and built a model for estimating the dissociation degree of the plasma as a 

function of current and pressure [61]. In this way, they could determine a value of 156 × 10−20 𝑚2 for 

the quenching cross section 𝜎𝑄 𝐻(𝑛=3)/𝐻2
. They recognized that the cross section values they obtained 

for H(n=3, 4, 5) in collisions with H2 molecules with such an indirect method are fairly high, 

especially when comparing  with  the values previously published by Lewis and Williams [39]. They 

attributed these differences to the possibility of a strongly enhanced quenching by the quasi metastable 

excited states (𝑐3𝛱𝑢 and 𝑎3𝛴𝑔
+) of H2 that are readily produced in their capillary discharge, where they 

represent a rather large fraction, i.e. they suggest 5% of molecular hydrogen. This explanation would 

however result in a huge cross-section value, i.e. 700 × 10−20 𝑚2 [61], for the quenching of H(n=3) 

from the 𝑐3𝛱𝑢 and 𝑎3𝛴𝑔
+ states of molecular hydrogen. Nevertheless, the interpretation of an enhanced 

quenching from H2 excited states under plasma conditions remains fairly plausible if one considers not 

only the electronically excited states but also the vibrationally excited states that may significantly be 

populated under discharge conditions such as those investigated by Catherinot and Dubreuil [38], [61].  

On the other hand, Meier et al. studied the collisional quenching of hydrogen, excited to the n=3 level 

by TALIF from the  ground state, in collisions with small molecules (H2, O2, H2O) and rare gases (He, 

Ar) [19]. Bittner et al. extended this study to the collisional quenching of H(n=3) by other molecules 

and rare gases (He, Ne, Kr, Xe) [20]. In these experiments, atomic hydrogen was produced in a He/H2 

plasma where the pressure was usually in the range 150 – 400 Pa, and the H2 gas flow 2%. In order to 

investigate the collisional quenching of H(n=3) by molecular hydrogen, the H2 partial pressure was 

varied in the range 3 – 60 Pa. Their measurements were performed in the flowing afterglow at a 

constant temperature value. The atomic hydrogen density in the afterglow was measured by NO2 

titration. Taking into account the quenching in collisions with helium atoms, which was usually 

negligible, they found 𝑘𝑄 𝐻(𝑛=3)/𝐻2
= 1.99 ± 0.30 × 10−15 𝑚3𝑠−1 at room temperature [19]. A value 

of  65 ± 10 × 10−20 𝑚2 for 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 was later reported by Bittner et al. [20]. Such value is 2.4 

smaller than the value quoted by Catherinot and Dubreuil.  

Meier et al. found an average radiative decay rate 𝐴3 = 4.65 ± 0.32 × 107𝑠−1 from their experiments 

with various quenchers, and concluded this value was in agreement with the statistical average 

radiative rate 𝐴32 = 4.41 × 107𝑠−1, which in other words corresponds to full mixing of the 3s, 3p and 

3d levels with 𝛬31 = 0 (FMNE). Bittner et al. continued the analysis for other quenchers, and found an 

average radiative decay rate of 4.79 ± 0.18 × 107𝑠−1 from the intercept of their Stern-Volmer plots 
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acquired for various colliders [20]. They asserted that this value supports a predominant excitation of 

the 3d over the 3s state (𝐴3𝑑→2𝑝 = 6.47 × 107𝑠−1) and reach the conclusion that collisional mixing is 

slow, which is exactly the opposite of Meier et al.’s conclusion.  

A very close value of 2.04 × 10−15 𝑚3𝑠−1 was determined for 𝑘𝑄 𝐻(𝑛=3)/𝐻2
 at room temperature by 

Niemi et al. [28], under similar experimental conditions, namely TALIF measurements on atomic 

hydrogen in the flowing afterglow of a He/H2 plasma, the H2 partial pressure varying in the range 5 – 

170 Pa. The atomic hydrogen densities were also determined in the afterglow by NO2 titration. A value 

of 5.68 × 107𝑠−1 was obtained for 𝐴3 from the intercept of the Stern-Vomer plot, which they found 

consistent with the “no-mixing” scenario. They pointed out that it was impossible to conclude on the 

possibility of mixing amongst the 3s, 3p and 3d levels over the full pressure range of measurements, 

yet they still used the Stern Volmer approach, thus assuming a constant radiative decay rate, to 

determine collisional quenching coefficients. 

The collisional mixing between the 3s, 3p and 3d levels was thoroughly investigated by Prepernau et 

al. [41] and Glass-Maujean et al [60]. In the latter study, separate collisional mixing and collisional 

quenching cross sections for the three sub-levels were derived from measurements described in 

reference [62], where atomic hydrogen was generated and excited through photodissociation of H2 by 

synchrotron radiation in a gas cell at low pressures in the range 1 - 15 Pa. Starting from detailed rate 

equations describing the evolutions of 3s, 3p and 3d densities, Glass Maujean et al. approximated the 

solutions to this set of coupled rate equations by analytical functions, valid for low H2 densities only, 

and fitted the modelled fluorescence signal to their experimental data to extract the various cross 

section values. In the range of pressures studied, where collisional quenching is still very moderate, 

collisional quenching cross sections derived from their analysis were given with high uncertainty, 45% 

for the 3s level and almost 30% for the 3p level. Preppernau et al. performed TALIF measurements on 

atomic hydrogen produced by the photodissociation of acetylene (pressure of 13 Pa) using a dye laser 

beam at 205 nm, in the presence of molecular hydrogen (3 to 1330 Pa) [41]. They showed that mixing 

of 3s, 3p and 3d levels is complete for H2 partial pressures of a few tens of Pa. Further, Van der 

Heijden et al. [27] conducted TALIF measurements on atomic hydrogen in an expanding cascaded arc 

and obtained a full mixing of the 3s, 3p and 3d levels even for a molecular hydrogen partial pressure of 

1.9 Pa. As they indicate, mixing between the H(n=3) sub-levels could be induced by local electric 

fields or by the laser beam electric field itself. Such mixing may actually be mediated by Stark mixing 

effects [63] under discharge conditions if large enough local electric fields are present in the discharge 

[64]. 

In any case, the assumption of no-mixing over all the pressure range investigated by Meier et al. (3-60 

Pa) and Niemi et al. (5-170 Pa) is probably not valid. The erroneous interpretations of the measured 

fluorescence decay rates at low pressure by the different authors, arises as the radiative decay rate for 

no-mixing (𝐴3𝑑→2𝑝 = 6.47 × 107𝑠−1) lies within the values for full mixing-full escape (9.99 ×

107𝑠−1) and full mixing-no escape (4.41 × 107𝑠−1). In fact, the population distribution amongst the 

H(n=3) sub-levels and the subsequent radiative de-excitation kinetics are likely to change for the range 

of pressures considered in these studies. This means that the use of Stern-Volmer plots, that assume a 
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constant radiative decay rate, is questionable as shown by our picosecond TALIF measurements (cf. 

figure 3(b)).  

The discussion above shows that determining the quenching cross section 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 from Stern-

Volmer plots under pressure conditions where the quenching rate remains small enough to enable 

using nanosecond TALIF is very difficult. Indeed under such conditions, i.e. typically pressure 

between few and 100 Pa, the atomic hydrogen TALIF process is affected by the mixing of the H(n=3) 

levels, that changes the radiative de-excitation kinetics, which results in a change of the radiative 

decay rate. Therefore, a major condition for the validity of the Stern-Volmer plot is not fulfilled. 

Surprisingly, this seems to have a limited consequence as far as cross section determination is 

concerned, at least for the conditions considered in this paper. Working at very low pressure in order to 

ensure a no-mixing regime and small enough quenching  rate so as to use nanosecond TALIF is also 

difficult. The Stern-Volmer plots would indeed be performed using quite weak TALIF signal 

intensities (due to the low atomic densities) on a rather limited pressure range, which would result in a 

very large uncertainty. In order to use the Stern Volmer approach, one has to operate in a pressure 

range where full mixing has occurred and ignore the low pressure value in the plot. In such conditions, 

one has additionally to investigate whether the trapping of the Lyman β line, that may also affect the 

radiative decay rate, enters into the play. Our results show that this effect may substantially affect the 

value estimated for 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 (cf. figures 6 and 7). In any case, it appears that for the discharge 

conditions investigated in this work and corresponding to atomic hydrogen densities of the order of 

8 ± 5 × 1019 𝑚−3 to 9 ± 6 × 1020 𝑚−3, the Lyman β line is partially trapped, and taking into account 

the radiation trapping is essential for a satisfactory description of the fluorescence decay.  

On the other-hand, one may design their experiments such that the Lyman β line is fully trapped and 

the radiative decay rate indeed becomes constant and therefore a Stern-Volmer plot can be used to 

determine the quenching cross-section values. However, these are favoured only at high-partial 

pressures of atomic hydrogen (𝛬31 ≤ 0.1 for atomic hydrogen densities greater than 4 × 1023 𝑚−3) 

where the overall fluorescence decay rate is greater than 1 × 109 𝑠−1 (equivalent to 𝜏𝑓𝑙𝑢𝑜 𝐻 of 1 ns or 

less), and it would be necessary to use an ultra-fast laser coupled to a fast acquisition system.  

The above discussion clearly highlights the problems that exist in the measurements of atomic 

hydrogen density using TALIF.  Fortunately, our experiments involve picosecond-laser two-photon 

excitation and acquisition by a fast detector that allowed us to directly measure the fluorescence decay 

time and thereby directly measure the atomic hydrogen densities. However, in the absence of such 

advanced diagnostic tools, it is imperative to identify the correct regime of the depopulation processes 

of H(n=3). Fortunately, one will rarely encounter a no-mixing scenario for most conditions. However, 

the choice between FMFE, FMPE and FMNE depends on the optical thickness of the Lyman β line 

thus on the atomic hydrogen densities and the source length scale (laser beam radius). This means, it 

will be necessary to have a self-consistent approach to model the fluorescence decay rate and the 

atomic hydrogen densities.  
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5 Conclusion 

In this study, we have investigated the depopulation mechanisms and kinetics of the H(n=3) level 

excited by two-photon absorption. Hydrogen atoms were produced in a H2 microwave plasma 

operating in the pressure range 20-300 Pa. TALIF on atomic hydrogen was performed using a 

picosecond laser, and corresponding H(n=3) fluorescence signals were captured by a streak camera. 

Our experiments were combined with a depopulation model of H(n=3) that takes into account the 

mixing amongst the 3s, 3p and 3d levels and the subsequent Lyman β radiation trapping.  

We showed how, under typical low pressure discharge conditions, the fluorescence decay rate used to 

determine the value of the quenching cross section 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 of H(n=3) in collisions with H2 

molecules can be affected by the assumptions made on the mixing of H(n=3) sub-levels and the 

trapping of the Lyman β radiation under conditions typical for non-equilibrium plasmas. 

The results obtained in this study clearly evidenced a full mixing amongst the H(n=3) sub-levels under 

discharge conditions, even at a pressure as low as 20 Pa. Whether this mixing is collisional or not is 

still an open question. It was also shown that in typical low-pressure non-equilibrium H2 plasmas the 

radiative decay rate of H(n=3) can substantially vary with discharge conditions. If we take the example 

of the plasmas investigated in this work, the value of the Lyman β escape factor 𝛬31 is estimated close 

to 1 (0.94 – 0.98) at 20 Pa where the measured atomic hydrogen density is ~8 ± 5 × 1019 𝑚−3 and 

decreases down to 0.58 – 0.86 at 300 Pa, where the measured density is ~9 ± 6 × 1020 𝑚−3. As may 

be noticed, the accuracy on the estimates provided for the values of 𝛬31 is fairly limited and needs to 

be improved for a better description of the H(n=3) depopulation kinetics. Such an improvement would 

in fact require a full treatment of the radiative transport of the excitation.  

The results summarised above show that the classical method based on the use of the Stern-Volmer 

plots to determine the quenching cross section 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 becomes questionable. Therefore, we used 

two physics-based approaches to converge towards a range of possible values for the cross-section. 

The two methods yield similar although slightly different estimates of the quenching cross-section.  

Nevertheless, we would recommend a collisional quenching cross-section 𝜎𝑄 𝐻(𝑛=3)/𝐻2
 in the range 

90 − 106 × 10−20 𝑚2 as determined from robust physical constraints on the variation of the escape 

factor with pressure. This recommendation translates to an average value of 98 ± 8 × 10−20 𝑚2.  

When using TALIF with nanosecond-lasers or a slower acquisition system, it is absolutely necessary 

to correctly identify the depopulation regime in order to have accurate estimates of fluorescence decay 

times. Additionally, the substantially improved estimation of 𝜎𝑄 𝐻(𝑛=3)/𝐻2
obtained in this work will be 

useful for the accurate estimation of H(n=3) fluorescence decay times and therefore the atomic 

hydrogen densities.  

In the end, work is still required to improve the accuracy of atomic density measurements, especially 

there is a need to better quantify the ratio of the Kr and H two-photon excitation cross sections, since 

the only publication available to our knowledge [28] leads to a relative uncertainty of 50% on the 

atomic hydrogen density values. 
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