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## Highlights

## Tractability of explaining classifier decisions

Martin C. Cooper, João Marques-Silva

- Research highlight 1: a characterisation of tractable languages for the problem of finding a minimal explanation for a decision taken by a classifier. This highlights the importance of properties such as monotonicity or submodularity, as well as the asymmetry between explaining positive and negative decisions.
- Research highlight 2: a study of tractable languages for the problem of finding a minimum-cardinality explanation which indicate that the only non-trivial tractable class corresponds to modularity (i.e. decomposability into the sum of unary functions). For the problem of finding a set of diverse explanations, there are no non-trivial tractable classes.
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#### Abstract

Explaining decisions is at the heart of explainable AI. We investigate the computational complexity of providing a formally-correct and minimal explanation of a decision taken by a classifier. In the case of threshold (i.e. scorebased) classifiers, we show that a complexity dichotomy follows from the complexity dichotomy for languages of cost functions. In particular, submodular classifiers allow tractable explanation of positive decisions, but not negative decisions (assuming $\mathrm{P} \neq \mathrm{NP}$ ). This is an example of the possible asymmetry between the complexity of explaining positive and negative decisions of a particular classifier. Nevertheless, there are large families of classifiers for which explaining both positive and negative decisions is tractable, such as monotone or modular (e.g. linear) classifiers. We extend the characterisation of tractable cases to constrained classifiers (when there are constraints on the possible input vectors) and to the search for contrastive rather than abductive explanations. Indeed, we show that tractable classes coincide for abductive and contrastive explanations in the constrained or unconstrained settings. We show the intractability of returning a set of $k$ diverse explanations even for linear classifiers and $k=2$. Finding a minimum-cardinality explanation is tractable for the family of modular classifiers, i.e. when the score function is the sum of unary functions, but becomes intractable when any non-modular function is also allowed.
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[^0]
## 1. Introduction: Explanations of decisions

Recent work has shown that it is possible to apply formal reasoning to explainable AI, thus providing formal guarantees of correctness of explanations [1, 2, 3, 4, 5, 6, 7, 8, 9] ${ }^{1}$. However, scaleability quickly becomes an issue because testing the validity of an explanation may be NP-hard, or even \#P-hard. As a result, more recent work focused on investigating classes of classifiers for which explanations can be found in polynomial time [11, 12, 13, 14, 15, 16, 17]. A natural question is thus which other classes of classifiers allow for formal explanations to be computed in polynomial time. This is our motivation for investigating the computational complexity of finding explanations of decisions taken by boolean classifiers. More concretely, the paper proposes conditions on the decision problems associated with classification functions, which enable finding in polynomial time a socalled abductive or contrastive explanation. Furthermore, the paper shows that several large classes of classifiers respect the proposed conditions.

We consider a boolean classification problem with two classes $\mathcal{K}=\{0,1\}$, defined on a set of features (or attributes) $x_{1}, \ldots, x_{n}$, which will be represented by their indices $\mathcal{A}=\{1, \ldots, n\}$. The features can either be real-valued or categorical. For real-valued features, domains are (not necessarily finitelybounded) intervals of the reals, whereas for categorical features, domains are finite sets. A concrete assignment to the features referenced by $\mathcal{A}$ is represented by an $n$-dimensional vector $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right)$, where $a_{j}$ denotes the value assigned to feature $j$, represented by variable $x_{j}$, such that $a_{j}$ is taken from the domain of $x_{j}$. The set of all $n$-dimensional vectors denotes the feature space $\mathbb{F}$.

Given a classifier with features $\mathcal{A}$, the corresponding decision function is a mapping from the feature space to the set of classes, i.e. $\kappa: \mathbb{F} \rightarrow \mathcal{K}$. For example, for a linear classifier, the decision function picks 1 if $\sum_{i} w_{i} x_{i}>t$, and 0 if $\sum_{i} w_{i} x_{i} \leq t$, for some constants $w_{i}(i=1, \ldots, n)$ and $t$. Given $\mathbf{a} \in \mathbb{F}$, we consider the set of feature literals of the form $\left(x_{i}=a_{i}\right)$, where $x_{i}$ denotes a variable and $a_{i}$ a constant.

[^1]Definition 1. An abductive explanation ( $A X p$ ) of the decision $\kappa(\mathbf{a})=c$ is a subset-minimal set $\mathcal{P} \subseteq \mathcal{A}$, denoting feature literals, i.e. feature-value pairs (taken from a), such that

$$
\begin{equation*}
\forall(\mathbf{x} \in \mathbb{F}) \cdot\left(\left(\bigwedge_{j \in \mathcal{P}}\left(x_{j}=a_{j}\right)\right) \rightarrow(\kappa(\mathbf{x})=c)\right) \tag{1}
\end{equation*}
$$

is true.
Abductive explanations [3] are also referred to as sufficient reasons [18] or PI (prime implicant) explanations [1]. We can draw an analogy with prime implicants of propositional formulae: finding subset-minimal (prime) implicants rather than shortest implicants is interesting from a computational point of view since deciding the existence of an implicant of size less than $k$ is $\Sigma_{2}^{P}$-complete [19].

Example 1. We consider as a running example the case of a bank which uses a function $\kappa$ to decide whether to grant a loan to a couple represented by a feature vector $\mathbf{x}=\left(s a l_{1}, s a l_{2}, a g e_{1}, a g e_{2}\right)$, where $s a l_{1}, s a l_{2}$ are the salaries and $a g e_{1}, a g e_{2}$ the ages of the two people making up the couple. Suppose that $\kappa(\mathbf{x})=1$ if and only if $\left(\max \left(s a l_{1}, s a l_{2}\right) \geq s a l_{\min }\right) \wedge\left(\min \left(a g e_{1}, a g e_{2}\right) \leq\right.$ $a g e_{\max }$ ). If a corresponds to a couple who both earn more than $s a l_{\text {min }}$ and both are younger than $a g e_{\max }$, then there are four abductive explanations for $\kappa(\mathbf{a})=1:\{1,3\},\{1,4\},\{2,3\}$ and $\{2,4\}$. For example, $\{1,3\}$ means that the first and third features ( $\mathrm{sal}_{1}$ and $a g e_{1}$ ) are sufficient to explain the decision. On the other hand, if $\mathbf{b}$ corresponds to a couple who both earn more than $s a l_{\text {min }}$ and both are older than $a g e_{\max }$, then the only abductive explanation for $\kappa(\mathbf{b})=0$ is $\{3,4\}$ (i.e. that they are both too old).

If AXp's contain many features, it may be interesting for the user to obtain a smaller set of features $\mathcal{P}$ with only a probabilistic guarantee that extensions return the same class $c$. Such sets $\mathcal{P}$ are known as relevant sets. Unfortunately finding one relevant set is NP-hard even for decision trees [20] and deciding the existence of a relevant set of size at most $k$ is complete for the complexity class NP ${ }^{P P}$ [21]. In the search for tractable classes, it is therefore natural to restrict our attention to the non-probabilistic notion of explanation of Definition 1. One should note, however, that these negative complexity results do not preclude the practical efficiency of computing approximations to relevant sets for simple classifiers such as decision trees [22] and naive Bayes classifiers 12 .

Our aim is to characterise those families of classifiers which allow tractable explaining. For threshold classifiers defined by an objective function which is the sum of functions from a finite language $\mathcal{L}$, we provide a characterisation of those languages $\mathcal{L}$ for which decisions can be explained (i.e. an AXp can be found) in polynomial time. This follows from the complexity dichotomy for languages of cost functions [23]. Examples of tractable languages include monotone and submodular functions. Indeed, over boolean domains, the characteristion implies that explainability is NP-hard for languages that are neither monotone nor submodular. Furthermore, for the important tractable classes of monotone or submodular functions, tractability does not require finiteness of the language $\mathcal{L}$ or decomposability of the objective function into the sum of functions from $\mathcal{L}$ : minimising any function $f$ which is either monotone or submodular can be achieved in polynomial time provided $f$ itself can be evaluated in polynomial time [24].

Decisions may have an exponential number of AXp's, so it is natural to look beyond the basic problem of finding one AXp. In the presence of multiple explanations, one reasonable goal is to return a small set of diverse explanations, another is to return a minimum-cardinality explanation. For these two problems, we again provide characterisations of tractable cases for families of threshold classifiers.

Adding the criterion of diversity would appear to exclude the existence of tractable classes. Indeed, we show that finding a set of diverse explanations is NP-hard when asking for as little as two diverse solutions, even in the simplest case of a linear classifier over boolean domains.

Concision of explanations is an obvious criterion given the well known cognitive limitations of human users when processing information [25]. Finding a minimum-cardinality explanation is tractable for threshold classifiers whose objective function belongs to the language $\mathcal{L}_{\text {mod }}$ of modular functions, i.e. which are the sum of unary functions of each feature. We show that finding a minimum-cardinality explanation is NP-hard for any proper extension of $\mathcal{L}_{\text {mod }}$ and indeed for any non-modular language of $\{0,1\}$-valued functions over boolean domains.

We generalise our characterisation results to the case of contrastive explanations (minimal sets of features which if changed lead to a change of class) and also to the case when constraints are given on feature space.

The paper is structured as follows. After defining different families of classifiers in Section 2, we show the close relationship between finding one abductive explanation of a positive (respectively, negative) decision and the
problem Tautology (resp., Unsat) in Section 3 (resp., Section 4). We extend this analysis to cover the presence of constraints between features in Section 5 and contrastive explanations in Section 6. Section 7 provides a language dichotomy concerning the tractability of finding one abductive (or contrastive) explanation. In the presence of many alternative explanations, it can be interesting to either find a small set of diverse explanations or find a shortest explanation. These problems are almost always intractable, as shown in Section 8 and Section 9, In Section 10 we conclude and list some open problems. The main difference compared to the conference version of this paper [26] is Section 9 which is entirely new.

## 2. Definitions

In order to study the complexity of finding explanations, and in particular to identify tractable cases, we need to place restrictions on the classifier $\kappa$. Let $\mathcal{D}$ be a set of domains. For example, $\mathcal{D}$ may include all intervals of the real numbers and all finite subsets of the integers. Let $\mathcal{T}^{\mathcal{D}}$ represent the family of functions $\kappa: \prod_{i=1}^{n} D_{i} \rightarrow \mathcal{K}$ where each domain $D_{i}$ belongs to $\mathcal{D}$ (i.e. the feature space $\mathbb{F}$ is the Cartesian product of domains from $\mathcal{D}$ ). We call $n$ the arity of $\kappa$. Recall that $\mathcal{K}=\{0,1\}$.

Let $\mathcal{F}$ be a family of functions taking values in $\mathbb{R} \cup\{-\infty, \infty\}$. We say that $\kappa: \mathbb{F} \rightarrow \mathcal{K}$ is a $\mathcal{F}$-threshold classifier if it can be represented by an objective function $f: \mathbb{F} \rightarrow \mathbb{R} \cup\{-\infty, \infty\}$ belonging to $\mathcal{F}$ such that an input vector $\mathbf{x} \in \mathbb{F}$ is classified as positive $(\kappa(\mathbf{x})=1)$ iff $f(\mathbf{x})$ is strictly greater than some threshold $t$, negative otherwise. Concentrating on threshold classifiers is not really a restriction, since any binary classifier $\kappa: \mathbb{F} \rightarrow\{0,1\}$ can be viewed as a threshold classifier with $f=\kappa$ and threshold $t=0$. It is the choice of the family of functions $\mathcal{F}$ which determines the complexity of explaining decisions.

If $\mathcal{F}$ is the set of real-valued linear functions, then $\mathcal{F}$-threshold classifiers are known as linear classifiers. Similarly, we can define larger families of threshold classifiers, such as monotone or submodular threshold-classifiers by restricting the objective function $f$ to be monotone or submodular. A function $f$ is monotone if $\forall \mathbf{x}, \mathbf{y}, \mathbf{x} \preceq \mathbf{y}$ implies $f(\mathbf{x}) \leq f(\mathbf{y})$ (where $\preceq$ is componentwise comparison); $f$ is submodular if $\forall \mathbf{x}, \mathbf{y}, f(\min (\mathbf{x}, \mathbf{y}))+f(\max (\mathbf{x}, \mathbf{y})) \leq$ $f(\mathbf{x})+f(\mathbf{y})$, where min and max are applied componentwise [27]. All linear functions are submodular but only those linear functions whose coefficients are non-negative are monotone. Similarly, $f$ is antitone if $\forall \mathbf{x}, \mathbf{y}, \mathbf{x} \preceq \mathbf{y}$ im-
plies $f(\mathbf{x}) \geq f(\mathbf{y}) ; f$ is supermodular if $\forall \mathbf{x}, \mathbf{y}, f(\min (\mathbf{x}, \mathbf{y}))+f(\max (\mathbf{x}, \mathbf{y})) \geq$ $f(\mathbf{x})+f(\mathbf{y}) ; f$ is modular if $\forall \mathbf{x}, \mathbf{y}, f(\min (\mathbf{x}, \mathbf{y}))+f(\max (\mathbf{x}, \mathbf{y}))=f(\mathbf{x})+f(\mathbf{y})$. It is worth pointing out that all these classes of functions (linear, modular, submodular, supermodular, monotone, antitone) are closed under addition. Modular functions are exactly those functions $f$ that can be decomposed into a sum of unary functions $f(\mathbf{x})=\sum_{i=1}^{n} f_{i}\left(x_{i}\right)$ [28]. By definition, modular functions are both submodular and supermodular and include linear functions as a special case.

Monotonicity [15] is a desirable property in applications where it is important to guarantee meritocratic fairness (do not favour a less-qualified candidate) [29]. It has been imposed even for classifiers as complex as neural networks 30].

Submodularity is a well-studied concept in Operations Research and Machine learning whose origins can be traced back to the optimal transport problem studied by Gaspard Monge in 1781 [31, 32]. Submodularity is a desirable property in settings where the feature-values have positive but decreasing marginal impact on the function's value [33]. Examples include predicting the demand for a product as a function of various options that might be included. Submodularity can be guaranteed by placing restrictions on common machine-learning models. For example, deep neural networks with weights that are strictly non-negative are submodular [34]. The learnability of submodular functions has been extensively studied in the machine learning community [35, 36, 37, 38].

It is well known that a submodular function over boolean domains can be minimized in polynomial time [24, 39, 40]. For example, if the objective function $f$ is the sum of functions of pairs of variables, then minimizing $f$ is equivalent to finding the minimum cut in a weighted graph [41]. A polynomial-time algorithm for minimizing a submodular function over any finite domains follows from the polynomial reduction to boolean domains obtained by replacing each variable $x_{i}$ with domain $\{1, \ldots, d\}$ by $d-1$ boolean variables $x_{i r}=1 \Leftrightarrow x_{i} \geq r(r=1, \ldots, d-1)$ [28].

Example 2. Consider again our example of a bank which uses a function $\kappa$ to decide whether to grant a loan to a couple represented by the feature vector $\mathbf{x}=\left(s a l_{1}\right.$, sal $_{2}$, age $_{1}$, age $\left._{2}\right)$. Suppose that $\kappa$ is a threshold classifier $\kappa(\mathbf{x})=$ $1 \Leftrightarrow f(\mathbf{x})>t$, where $f=\alpha f_{1}+\beta f_{2}+\gamma f_{3}$ and $f_{1}(\mathbf{x})=\max \left(s a l_{1}, s a l_{2}\right)+$ $\mu \min \left(\operatorname{sal}_{1}\right.$, sal $\left._{2}\right)($ where $0 \leq \mu \leq 1)$, and $f_{2}(\mathbf{x})=1$ iff $\left(\max \left(\right.\right.$ age $_{1}$, age $\left._{2}\right) \geq$ $\left.a g e_{\min }\right)\left(\right.$ and $f_{2}(\mathbf{x})=0$ otherwise $)$, and $f_{3}(\mathbf{x})=1$ iff $\left(\min \left(a g e_{1}, a g e_{2}\right) \leq\right.$
age $e_{\max }$ ) (and $f_{3}(\mathbf{x})=0$ otherwise), where age $_{\min }$, age $\max _{\max }$ and $\alpha, \beta, \gamma, \mu \geq 0$ are constants, with $a g e_{\min }$ being the age of majority and $a g e_{\max }$ retirement age.

It can be verified that $f_{1}$ and $f_{2}$ are both submodular and monotone, and that $f_{3}$ is both submodular and antitone. Thus (by additivity of submodularity), $f$ is submodular but it is neither monotone nor antitone (assuming $\alpha, \beta, \gamma>0$ ). On the other hand, $f$ is monotone if $\gamma=0$.

We say that $\kappa$ is a $\mathcal{F}$-multi-threshold classifier if it can be represented by functions $f_{i} \in \mathcal{F}(i=1, \ldots, r)$ such that an input vector $\mathbf{x} \in \mathbb{F}$ is classified as positive $(\kappa(\mathbf{x})=1)$ iff $\left(f_{1}(\mathbf{x})>t_{1}\right) \wedge \ldots \wedge\left(f_{r}(\mathbf{x})>t_{r}\right)$ for some constants $t_{i}$ $(i=1, \ldots, r)$. For example, if $\mathcal{F}$ is the set of real-valued linear functions, then for $\mathcal{F}$-multi-threshold classifiers the set of positive examples $\mathbf{x}$ is a polytope.

We are specifically interested in families of classifiers $\mathcal{T} \subseteq \mathcal{T}^{\mathcal{D}}$ which are closed under replacing arguments by constants (sometimes known as restriction, conditioning [42] or projection [43]) since this a necessary condition for the correctness of our polynomial-time algorithm. Fortunately, this is true for most families of functions of interest. For example, a linear/monotone/submodular threshold-classifier remains respectively linear/ monotone/submodular if any of its arguments are replaced by constants. For $\kappa \in \mathcal{T}^{\mathcal{D}}$ of arity $n, S \subseteq\{1, \ldots, n\}$ and $\mathbf{v}$ an assignment to the arguments indexed by $S$, let $\kappa_{\mathbf{v}}: \Pi_{i \notin S} D_{i} \rightarrow \mathcal{K}$ be the function obtained from $\kappa$ by fixing the arguments in $S$ to $\mathbf{v}$, i.e. for all $\mathbf{x} \in \Pi_{i \notin S} D_{i}, \kappa_{\mathbf{v}}(\mathbf{x})=\kappa(\mathbf{v} \cup \mathbf{x})$ (where the partial assignments $\mathbf{v}$ and $\mathbf{x}$ are viewed as sets of literals). We say that $\mathcal{T}$ is closed under fixing arguments if for all $\kappa: \prod_{i=1}^{n} D_{i} \rightarrow \mathcal{K}$ such that $\kappa \in \mathcal{T}$, for all $S \subseteq\{1, \ldots, n\}$ and for all $\mathbf{v} \in \Pi_{i \in S} D_{i}$, we have $\kappa_{\mathbf{v}} \in \mathcal{T}$.

We can view a boolean classifier $\kappa$ as a decision problem: given an input vector $\mathbf{x}$, should it be classified 0 or 1 ? Thus we use the notation $\kappa \in \mathrm{P}$ to indicate that the value of kappa can be computed in polynomial time and $\mathcal{T} \subseteq \mathrm{P}$ to indicate that this is true for all $\kappa \in \mathcal{T}$.

In this paper we use the term $N P$-hard to refer to any problem $\Pi$ for which a polynomial number of calls to an algorithm to solve $\Pi$ is sufficient to solve any problem in NP.

## 3. Tractability of finding one abductive explanation

To obtain a polynomial-time algorithm, we require that a particular decision problem be solvable in polynomial time. For a family $\mathcal{T} \subseteq \mathcal{T}^{\mathcal{D}}$ of
boolean-valued functions, let Tautology $(\mathcal{T})$ be the following decision problem: given a function $\kappa \in \mathcal{T}$, is it true that $\kappa \equiv 1$, i.e. for all $\mathbf{x} \in \mathbb{F}, \kappa(\mathbf{x})=1$ ? To avoid exploring dead-end branches, our algorithm requires the answer to this question for functions obtained by fixing a subset of the arguments of a classifier, which is why we require that $\mathcal{T}$ be closed under fixing arguments.

Firstly we consider the more general case in which the only assumption we make is that all functions in $\mathcal{T}$ execute in polynomial time. In this case, $\operatorname{Tautology}(\mathcal{T}) \in \operatorname{coNP}$ (since a counter-example can be verified in polynomial time). If, furthermore, $\mathcal{T}$ is closed under fixing arguments, then using a greedy algorithm (as in Proposition 3.1 case (3) of [44]) we can deduce that $n$ calls to an NP oracle are sufficient to find an abductive explanation. In the following, we investigate cases for which Tautology $(\mathcal{T}) \in \mathrm{P}$ and hence for which finding an abductive explanation is also polynomial-time by a similar greedy algorithm.

We now state conditions which guarantee a polynomial-time algorithm to find one abductive explanation for large classes of classifiers. The algorithm initialises $\mathcal{P}$ to $\mathcal{A}$ and greedily deletes literals from $\mathcal{P}$ as long as this preserves property (1) of being an explanation.

Proposition 1. If $\mathcal{T}$ is closed under fixing arguments and Tautology $(\mathcal{T})$ $\in P$, then for any classifier $\kappa \in \mathcal{T}$ and any positively-classified input $\mathbf{a}$, an abductive explanation of $\kappa(\mathbf{a})=1$ can be found in polynomial time.

Proof. An explanation is a set $\mathcal{P} \subseteq\{1, \ldots, n\}$ such that equation (1) holds. The algorithm is a simple greedy algorithm that initialises $\mathcal{P}$ to the trivial explanation $\{1, \ldots, n\}$ (corresponding to the complete assignment a) and for each $i \in \mathcal{P}$ tests whether $i$ can be deleted to leave a valid explanation $\mathcal{P} \backslash\{i\}$ :
$\mathcal{P} \leftarrow\{1, \ldots, n\}$
for $i=1, \ldots, n$ :
if $\mathcal{P} \backslash\{i\}$ is a valid explanation then $\mathcal{P} \leftarrow \mathcal{P} \backslash\{i\}$
Clearly, the final value $\tilde{\mathcal{P}}$ of $\mathcal{P}$ is an explanation. Furthermore, it is minimal because if $\mathcal{P} \backslash\{i\}$ was not a valid explanation for some $\mathcal{P} \supseteq \tilde{\mathcal{P}}$, then neither is $\tilde{\mathcal{P}} \backslash\{i\}$.

Let $\mathbf{v}$ be the partial assignment corresponding to the values $a_{j}$ for $j \in$ $\mathcal{P} \backslash\{i\}$. Testing whether $\mathcal{P} \backslash\{i\}$ is a valid explanation is equivalent to testing whether $\kappa_{\mathbf{v}} \equiv 1$ and hence can be performed in polynomial time since $\mathcal{T}$ is closed under fixing arguments and $\operatorname{TaUtology}(\mathcal{T}) \in \mathrm{P}$. The algorithm
needs to solve exactly $n$ instances of Tautology $(\mathcal{T})$. It follows that one abductive explanation can be found in polynomial time.

Proposition 1 can be seen as a special case of the complexity of finding maximal solutions to problems for which the instance-solution relation is in P (Proposition 3.1 of [44]).

As we will now see, Proposition 1 applies to a large range of classifiers, such as linear, submodular or monotone threshold-classifiers as well as multithreshold classifiers.

Consider threshold classifiers of the form $\kappa(\mathbf{x})=1$ iff $f(\mathbf{x})>t$, for some real-valued objective function $f \in \mathcal{F}$ and some constant $t$. Then

$$
\begin{equation*}
\kappa \equiv 1 \quad \Leftrightarrow \quad \min _{\mathbf{x} \in \mathbb{F}} f(\mathbf{x})>t \tag{2}
\end{equation*}
$$

Thus, if $\mathcal{T}$ is the set of $\mathcal{F}$-threshold classifiers, then Tautology $(\mathcal{T}) \in \mathrm{P}$ if functions in $\mathcal{F}$ can be minimised in polynomial time. Examples of classes of functions that can be minimised in polynomial time are the objective functions of extended linear classifiers (referred to as XLCs) [12], monotone functions over real/integer intervals [15] and submodular functions over finite ordered domains [39, 28].

Now consider the case of multi-threshold classifiers of the form $\kappa(\mathbf{x})=1$ iff $\bigwedge_{i=1}^{r} f_{i}(\mathbf{x})>t_{i}$, for some real-valued functions $f_{i} \in \mathcal{F}$ and some constants $t_{i}(i=1, \ldots, r)$. Then

$$
\begin{equation*}
\kappa \equiv 1 \quad \Leftrightarrow \quad \bigwedge_{i=1}^{r}\left(\min _{\mathbf{x} \in \mathbb{F}} f_{i}(\mathbf{x})>t_{i}\right) \tag{3}
\end{equation*}
$$

Thus, if $\mathcal{T}$ is the set of $\mathcal{F}$-multi-threshold classifiers, then again we have that Tautology $(\mathcal{T}) \in \mathrm{P}$ if each function in $\mathcal{F}$ can be minimised in polynomial time. For example, $f_{1}$ could be monotone, $f_{2}$ submodular and the other $f_{i}$ linear.

We end this section by showing that a polytime tautology test is not only a sufficient but also a necessary condition for tractabilty of finding an abductive explanation. Let $\operatorname{AExPL}^{+}(\mathcal{T})$ be the problem of finding an abductive explanation of a positive decision taken by a classifier in $\mathcal{T}$. FP is the class of function problems that can be solved in polynomial time.

Theorem 1. If $\mathcal{T} \subseteq \mathrm{P}$ is closed under fixing arguments, then $\operatorname{AExpl}^{+}(\mathcal{T})$ $\in \mathrm{FP}$ iff Tautology $(\mathcal{T}) \in \mathrm{P}$.

Proof. The 'if' part of the proof is Proposition 1. For the 'only if' part, suppose that $\mathcal{T}$ is closed under fixing arguments and $\operatorname{AExPL}^{+}(\mathcal{T}) \in \mathrm{FP}$. Let $\kappa \in \mathcal{T}$. Let a be an arbitrary choice of feature vector. Then $\kappa$ is a tautology iff both $\kappa(\mathbf{a})=1$ and the empty set is an abductive explanation of $\kappa(\mathbf{a})=1$. Note that in the case that the empty set is an abductive explanation, it is necessarily the unique abductive explanation. Thus we can decide Tautology $(\mathcal{T})$ in polynomial time.

## 4. Explanations of negative decisions

In the previous section we exclusively studied the problem of finding an explanation of a positive decision $\kappa(\mathbf{a})=1$. We show in this section that the complexity of this problem can change drastically if we require an explanation of a negative decision $\kappa(\mathbf{a})=0$. For a family $\mathcal{T} \subseteq \mathcal{T}^{\mathcal{D}}$ of boolean functions, let $\operatorname{Unsat}(\mathcal{T})$ be the following decision problem: given a boolean function $\kappa \in \mathcal{T}$, is it true that $\kappa \equiv 0$, i.e. for all $\mathbf{x} \in \mathbb{F}, \kappa(\mathbf{x})=0$ ? By an entirely similar proof based on a greedy algorithm, we can deduce the following proposition which mirrors Proposition 1.

Proposition 2. If $\mathcal{T}$ is closed under fixing arguments and $\operatorname{Unsat}(\mathcal{T}) \in$ $P$, then for any classifier $\kappa \in \mathcal{T}$ and any negatively-classified input $\mathbf{a}$, an abductive explanation of $\kappa(\mathbf{a})=0$ can be found in polynomial time.

A simple case in which all features are boolean is $\mathcal{T}_{\text {DNF }}$, the family of DNF classifiers. Since deciding the (un)satisfiability of a DNF is trivial, we have $\operatorname{Unsat}\left(\mathcal{T}_{\text {DNF }}\right) \in \mathrm{P}$ and so an abductive explanation of a negative decision can be found in polynomial time. On the other hand, by Theorem 1 , and the co-NP-completeness of deciding whether a DNF is a tautology, an abductive explanation of a positive decision cannot be found in polynomial time (assuming $\mathrm{P} \neq \mathrm{NP}$ ).

It is known that finding an AXp is NP-hard in the case of decision lists (DL) 9]. We can be more specific. Since DL's allow rules with both positive and negative conclusions, they provide a sufficiently rich language in which to express either positive decisions or negative decisions as a DNF. It follows that the two distinct problems of finding an abductive explanation of a positive decision or of a negative decision are both NP-hard for DL's.

We can mention the special case of classifiers (such as decision trees) which are equivalent to two mutually exclusive DNF's $\phi^{+}, \phi^{-}$representing respectively the positive cases and the negative cases (one term in $\phi^{+}$for each
positive leaf and one term in $\phi^{-}$for each negative leaf in the case of decision trees). For such classifiers, it follows from Proposition 1 and Proposition 2 that finding an abductive explanation of any decision, whether positive or negative, is polynomial-time [45]. It is worth pointing out that in the case of decision trees, the resulting explanation is often significantly shorter than the corresponding term in $\phi^{+}$or $\phi^{-}$[14].

Now consider threshold classifiers of the form $\kappa(\mathbf{x})=1$ iff $f(\mathbf{x})>t$, for some real-valued objective function $f \in \mathcal{F}$ and some constant $t$. Then

$$
\begin{equation*}
\kappa \equiv 0 \quad \Leftrightarrow \quad \max _{\mathbf{x} \in \mathbb{F}} f(\mathbf{x}) \leq t \tag{4}
\end{equation*}
$$

Thus, if $\mathcal{T}$ is the set of $\mathcal{F}$-threshold classifiers, then $\operatorname{Unsat}(\mathcal{T}) \in \mathrm{P}$ if functions in $\mathcal{F}$ can be maximised in polynomial time. Examples of functions that can be maximised in polynomial time are linear, monotone, antitone (over real/integer intervals) or supermodular functions (over finite ordered domains). Note that submodular function maximisation cannot be achieved in polynomial time (assuming $\mathrm{P} \neq \mathrm{NP}$ ) [46].

Thus, for a given family of classifiers (such as submodular threshold classifiers), the complexity of finding an explanation of a positive decision may be polynomial-time whereas the complexity of finding an explanation of a negative decision may be intractable.

We end this section with a theorem that is the equivalent of Theorem 1 for negative decisions. Let $\operatorname{AExPL}^{-}(\mathcal{T})$ be the problem of finding an abductive explanation of a negative decision taken by a classifier in $\mathcal{T}$.

Theorem 2. If $\mathcal{T} \subseteq \mathrm{P}$ is closed under fixing arguments, then $\mathrm{AExpl}^{-}(\mathcal{T})$ $\in$ FP iff $\operatorname{Unsat}(\mathcal{T}) \in \mathrm{P}$.

Proof. The 'if' part of the proof is Proposition 2. For the 'only if' part, suppose that $\mathcal{T}$ is closed under fixing arguments and $\operatorname{AExPL}^{-}(\mathcal{T}) \in \mathrm{FP}$. Let $\kappa \in \mathcal{T}$. Let a be an arbitrary choice of feature vector. Then $\kappa$ is a unsatisfiable iff both $\kappa(\mathbf{a})=0$ and the empty set is an abductive explanation of $\kappa(\mathbf{a})=0$. Thus we can decide $\operatorname{Unsat}(\mathcal{T})$ in polynomial time.

## 5. Explanation of classifiers with constrained features

It may be that some constraints exist between features, so that not all vectors in $\mathbb{F}$ are possible. For example, gender $=$ male and pregnant $=$ yes are incompatible, and clearly we must have years_of_employment $\leq a g e$.

Constraints may also exist due to the semantics of the encoding of features. For example, if a real-valued attribute such as salary or age is encoded as a set $S$ of boolean features corresponding to non-overlapping ranges of values, then there is a constraint $\operatorname{AtMostOne}(S)$ on the set of features $S$. This affects the definition of an abductive explanation. Suppose that there are constraints on the possible feature vectors $\mathbf{x}$ given by a predicate $C(\mathbf{x})$. In the context of constraints $C$, an abductive explanation [26, 47] of a decision $\kappa(\mathbf{a})=c$ is now a subset-minimal set $\mathcal{P} \subseteq \mathcal{A}$ of feature literals such that

$$
\begin{equation*}
\forall(\mathbf{x} \in \mathbb{F}) \cdot\left(C(\mathbf{x}) \wedge \bigwedge_{j \in \mathcal{P}}\left(x_{j}=a_{j}\right)\right) \rightarrow \kappa(\mathbf{x})=c \tag{5}
\end{equation*}
$$

Example 3. Consider a medicine that doctors are allowed to prescribe to everybody who has the flu except to pregnant women. An abductive explanation why Alice (who is pregnant) was not prescribed the medicine is that she is pregnant; there is no need to mention that she is a woman given the constraint that there are no pregnant men. There are two abductive explanations why Bob was prescribed the medicine: (1) that he is not pregnant and he had the flu, (2) that he is a man and he had the flu. Note that the rule for prescribing the medicine can be stated without mentioning gender: prescribe to people who have the flu but are not pregnant. The abductive explanations remain the same. In particular, the explanation (2) for Bob being prescribed the medicine mentions gender even though this feature is not mentioned in the rule. If we did not take into account the constraint that men cannot be pregnant, then the explanation (2) would not be valid.

We have the following equivalence which follows from equations (1), (5) and the logical equivalence $(C \wedge A) \rightarrow B \equiv A \rightarrow(B \vee \neg C)$

Proposition 3. A set of literals $P$ is an abductive explanation of the decision $\kappa(a)=c$ under constraints $C$ if and only if it is an abductive explanation of the unconstrained $(\kappa(a)=c) \vee \neg C$.

Consider a threshold classifier with objective function $f$ under constraints $C$. We can reduce to the unconstrained case by introducing the function $g$ where

$$
g(\mathbf{x})= \begin{cases}0 & \text { if } C(\mathbf{x})  \tag{6}\\ \infty & \text { if } \neg C(\mathbf{x})\end{cases}
$$

Then an abductive explanation for $f(\mathbf{a})>t$ under constraints $C$ is an abductive explanation of $f(\mathbf{a})+g(\mathbf{a})>t$ (in the unconstrained setting). We
saw in Section 3 that finding an abductive explanation of a positive decision taken by a threshold classifier is polynomial-time if the objective function can be minimised in polynomial time. Thus, for example, if $f+g$ is submodular over finite domains, then an abductive explanation can be found in polynomial time. Assume in the following that $f$ is finite-valued and $g$ is defined as in equation (6). A necessary condition for $f+g$ to be submodular is that $g$ be both min-closed and max-closed 48], where min-closed means $\mathcal{C}(\mathbf{x}) \wedge \mathcal{C}(\mathbf{y}) \Rightarrow \mathcal{C}(\min (\mathbf{x}, \mathbf{y}))$ and max-closed means $\mathcal{C}(\mathbf{x}) \wedge \mathcal{C}(\mathbf{y}) \Rightarrow \mathcal{C}(\max (\mathbf{x}, \mathbf{y}))$ [49]. Over finite domains, the class of monotone objective functions can be extended to a maximal tractable class of constrained minimisation problems by adding min-closed constraints and the class of antitone objective functions can be extended to a maximal tractable class by adding max-closed constraints [28].

As we have already seen, explanations of positive and negative decisions may have very different complexities. Indeed, an abductive explanation for $f(\mathbf{a}) \leq t$ under constraints $C$ is an abductive explanation of $f(\mathbf{a})-g(\mathbf{a}) \leq$ $t$ (in the unconstrained setting). The sign of $g$ has changed so that the inequality is satisfied whenever $g$ is infinite. As we saw in Section 4, an abductive explanation of a negative decision of a threshold classifier can be found in polynomial time if the objective function can be maximised in polynomial time. Thus, for example, if $f-g$ is a supermodular function (over finite domains), then an abductive explanation can be found in polynomial time. A necessary condition for $f-g$ to be supermodular is that $g$ be both min-closed and max-closed [48]. For the class of monotone functions $f$, the maximisation of $f-g$ is tractable if the relations $C$ (corresponding to the functions $g$ ) are max-closed, and for the class of antitone functions $f$, the maximisation of $f-g$ is tractable if the relations $C$ are min-closed [28]. This allows us to identify the tractable families of constrained threshold-classifiers listed in Table 1 .

Other combinations of classifiers and constraints which imply tractable explaining can also be deduced from Proposition 3, Theorem 1 and Theorem 2. For example, explaining modular classifiers remains tractable when we add constraints of the form $\operatorname{AtMostOne}\left(S_{i}\right)(i=1, \ldots, r)$ where $S_{1}, \ldots, S_{r}$ is a laminar (e.g. non-overlapping) family of sets of features [50. Similarly, explainability remains tractable for modular classifiers in the presence of non-overlapping AllDifferent constraints (since the corresponding constrained optimisation problem satisfies the joint-winner property [51]).

| decision | objective function $f$ | constraints $\mathcal{C}$ |
| :---: | :---: | :---: |
| positive | submodular | max and min-closed |
| positive | monotone | min-closed |
| positive | antitone | max-closed |
| negative | supermodular | max and min-closed |
| negative | monotone | max-closed |
| negative | antitone | min-closed |

Table 1: Examples of tractable families of constrained threshold-classifiers over finite domains.

## 6. Contrastive explanations

Abductive explanations are answers to the question 'Why is $\kappa(\mathbf{a})=c$ ?' A contrastive explanation [52, 53] is an answer to a different question: 'Why is it not the case that $\kappa(\mathbf{a}) \neq c^{\prime}$ ? It gives a set of features which if changed in the feature vector a can lead to a change of class. Contrastive explanations tend to be smaller than abductive explanations and hence can be easier to interpret by a human user [52].

Definition 2. Given that $\kappa(\mathbf{a})=c$, a contrastive explanation $(C X p)$ is a subset-minimal set $\mathcal{S} \subseteq \mathcal{A}$ such that

$$
\begin{equation*}
\exists(\mathbf{x} \in \mathbb{F}) \cdot\left(\left(\bigwedge_{j \notin \mathcal{S}}\left(x_{j}=a_{j}\right)\right) \wedge \kappa(\mathbf{x}) \neq c\right) \tag{7}
\end{equation*}
$$

If $\kappa \equiv c$, then there is no contrastive explanation of $\kappa(\mathbf{a})=c$.
Example 4. Consider the classifier studied in Example 1; a bank uses a function $\kappa$, given by $\kappa(\mathbf{x})=1$ if and only if $\left(\max \left(s a l_{1}, \operatorname{sal}_{2}\right) \geq s a l_{\text {min }}\right) \wedge$ $\left(\min \left(a g e_{1}, a g e_{2}\right) \leq a g e_{\max }\right)$, to decide whether to grant a loan to a couple represented by a feature vector $\mathbf{x}=\left(s a l_{1}, \operatorname{sal}_{2}, a g e_{1}, a g e_{2}\right)$. If a corresponds to a couple who both earn more than $s a l_{\text {min }}$ and both are younger than age $_{\text {max }}$, then the contrastive explanations of the decision $\kappa(\mathbf{a})=1$ are $\{1,2\}$ and $\{3,4\}$. If $\mathbf{b}$ corresponds to a couple who both earn more than $s a l_{\text {min }}$ but both are older than age $_{\text {max }}$, then the contrastive explanations of the decision $\kappa(\mathbf{b})=0$ are $\{3\}$ and $\{4\}$.

Let $\operatorname{Invalid}(\mathcal{T})$ be the following decision problem: given a boolean function $\kappa \in \mathcal{T}$, does there exist $\mathbf{x} \in \mathbb{F}$ such that $\kappa(\mathbf{x})=0$. Similarly, let $\operatorname{Sat}(\mathcal{T})$ be the problem: given a boolean function $\kappa \in \mathcal{T}$, does there exists $\mathbf{x} \in \mathbb{F}$
such that $\kappa(\mathbf{x})=1$. The following proposition is the contrastive equivalent of Proposition 1 and Proposition 2.

Proposition 4. Suppose $\mathcal{T}$ is closed under fixing arguments. If $\operatorname{Invalid}(\mathcal{T})$ $\in \mathrm{P}$, then for any classifier $\kappa \in \mathcal{T}$ and any $\mathbf{a}$ such that $\kappa(\mathbf{a})=1$, a contrastive explanation of $\kappa(\mathbf{a})=1$ can be found in polynomial time. If $\operatorname{SAT}(\mathcal{T}) \in \mathrm{P}$, then for any classifier $\kappa \in \mathcal{T}$ and any a such that $\kappa(\mathbf{a})=0$, a contrastive explanation of $\kappa(\mathbf{a})=0$ can be found in polynomial time.

Proof. We say that $\mathcal{S}$ can lead to a class change if equation (7) holds. The algorithm is analogous to the algorithm for abductive explanations. It requires $n$ tests of equation (7) to find a contrastive explanation:

$$
\mathcal{S} \leftarrow\{1, \ldots, n\}
$$

if $\mathcal{S}$ cannot lead to a class change then report that no CXp exists;
for $i=1, \ldots, n$ :
if $\mathcal{S} \backslash\{i\}$ can lead to a class change then $\mathcal{S} \leftarrow \mathcal{S} \backslash\{i\}$
Testing whether $\mathcal{S}$ can lead to a class change from 1 is a test of invalidity (after fixing features in $\mathcal{A} \backslash \mathcal{S}$ ), whereas testing whether $\mathcal{S}$ can lead to a class change from 0 is a test of satisfiability (after fixing features in $\mathcal{A} \backslash \mathcal{S}$ ). Thus, the above algorithm finds a contrastive explanation of $\kappa(\mathbf{a})=c$ in polynomial time if $\operatorname{Invalid}(\mathcal{T}) \in \mathrm{P}$ (in the case $c=1$ ) or $\operatorname{Sat}(\mathcal{T}) \in \mathrm{P}$ (in the case $c=0$ ).

For threshold classifiers of the form $\kappa(\mathbf{x})=1$ iff $f(\mathbf{x})>t$, invalidity corresponds to $\min _{\mathbf{x} \in \mathbb{F}} f(\mathbf{x}) \leq t$ and satisfiability corresponds to $\max _{\mathbf{x} \in \mathbb{F}} f(\mathbf{x})>t$. Thus, if $\mathcal{T}$ is the set of $\mathcal{F}$-threshold classifiers, then $\operatorname{Invalid}(\mathcal{T}) \in \mathrm{P}$ if functions in $\mathcal{F}$ can be minimised in polynomial time and $\operatorname{SAT}(\mathcal{T}) \in \mathrm{P}$ if functions in $\mathcal{F}$ can be maximised in polynomial time.

Let $\operatorname{CExpl}^{+}(\mathcal{T})$ (respectively, $\left.\operatorname{CExpl}^{-}(\mathcal{T})\right)$ be the problem of finding a contrastive explanation of a positive (negative) decision taken by a classifier in $\mathcal{T}$ or determining that no contrastive explanation exists. The following theorem follows from Proposition 4 and the fact that deciding the existence of a contrastive explanation of $\kappa(\mathbf{a})=c$ is equivalent to deciding $\neg(\kappa \equiv c)$.

Theorem 3. If $\mathcal{T} \subseteq \mathrm{P}$ is closed under fixing arguments, then $\mathrm{CExpl}^{+}(\mathcal{T})$ $\in \operatorname{FP}$ iff $\operatorname{Invalid}(\mathcal{T}) \in \mathrm{P}$, and $\operatorname{CExpl}^{-}(\mathcal{T}) \in \operatorname{FP}$ iff $\operatorname{Sat}(\mathcal{T}) \in \mathrm{P}$.

In the context of constraints $C$, a contrastive explanation of a decision $\kappa(\mathbf{a})=c$ is now a subset-minimal set $\mathcal{S} \subseteq \mathcal{A}$ of feature literals such that

$$
\begin{equation*}
\exists(\mathbf{x} \in \mathbb{F}) \cdot\left(\left(\bigwedge_{j \notin \mathcal{S}}\left(x_{j}=a_{j}\right)\right) \wedge \kappa(\mathbf{x}) \neq c \wedge C(\mathbf{x})\right) \tag{8}
\end{equation*}
$$

Using the logical equivalence $\neg B \wedge C \equiv \neg(B \vee \neg C)$, we have the following proposition.

Proposition 5. A set of literals $P$ is a contrastive explanation of the decision $\kappa(a)=c$ under constraints $C$ if and only if it is a contrastive explanation of the unconstrained classifier $\kappa \vee \neg C$.

In the case of constrained threshold classifiers, with objective function $f$ and threshold $t$, let $g$ be as defined by equation (6). Then testing invalidity under constraints $C$ is equivalent to determining whether $\min _{\mathbf{x} \in \mathbb{F}}(f(\mathbf{x})+$ $g(\mathbf{x})) \leq t$ and testing satisfiability is equivalent to determining whether $\max _{\mathbf{x} \in \mathbb{F}}(f(\mathbf{x})-g(\mathbf{x}))>t$. It follows that the tractable cases for finding contrastive explanations or abductive explanations are identical. Examples are shown in Table 1, where, in both cases, the decision corresponds to the original decision (i.e. the value of $\kappa(\mathbf{a})$ ).

In fact, from Theorem 1, Theorem 2, Theorem 3, Proposition 3 and Proposition5, we can deduce the following theorem which says that tractable classes of finding abductive or contrastive explanations coincide. It follows from the fact that $\operatorname{Invalid}(\mathcal{T}) \in \operatorname{Piff} \operatorname{Tautology}(\mathcal{T}) \in \mathrm{P}$ and that $\operatorname{Sat}(\mathcal{T})$ $\in \mathrm{P}$ iff $\operatorname{Unsat}(\mathcal{T}) \in \mathrm{P}($ since a problem is in P iff its complement is in P$)$.

Theorem 4. In the unconstrained or constrained setting, if $\mathcal{T} \subseteq \mathrm{P}$ is closed under fixing arguments, $\mathrm{AExPL}^{+}(\mathcal{T}) \in \mathrm{FP}$ iff $\operatorname{CExPL}^{+}(\mathcal{T}) \in \mathrm{FP}$, and $\operatorname{AExpl}^{-}(\mathcal{T}) \in \mathrm{FP}$ iff $\mathrm{CExpl}^{-}(\mathcal{T}) \in \mathrm{FP}$.

## 7. A language dichotomy for threshold classifiers

In this section we consider threshold classifiers over finite (i.e. categorical) domains whose objective function can be decomposed into functions of bounded arity. If $\sigma$ is a list of indices from $\{1, \ldots, n\}$ (i.e. features) and $x \in \mathbb{F}$ is a feature vector, then we use the notation $\mathbf{x}\left[\sigma_{i}\right]$ to denote the projection of $\mathbf{x}$ on these indices. We assume that the objective function $f$ is the sum of functions $f_{i}$ each with a corresponding scope $\sigma_{i}$ (the list of featues on which it is applied):

$$
\begin{equation*}
f(\mathbf{x})=\sum_{i=1}^{m} f_{i}\left(\mathbf{x}\left[\sigma_{i}\right]\right) \tag{9}
\end{equation*}
$$

Given a set (language) $\mathcal{L}$ of functions, we denote by $\mathcal{T}_{\mathcal{L}}$ the set of threshold classifiers whose objective function $f$ is the sum of functions $f_{i} \in \mathcal{L}$. Recall that $\operatorname{AExpL}^{+}\left(\mathcal{T}_{\mathcal{L}}\right)$ is the problem of finding an abductive explanation of a positive decision taken by a classifier in $\mathcal{T}_{\mathcal{L}}$.

Cost Function Networks (CFNs) (also known as Valued Constraint Satisfaction Problems) are defined by sets of functions $f_{i}$ (and their associated scopes) over finite domains whose sum $f$ (given by equation (9) is an objective function to be minimized [54. CFNs are a generic framework covering many well-studied optimisation problems. For example, Bayesian networks can be transformed into CFNs after taking logarithms of probabilities [54]. Let $\operatorname{CFN}(\mathcal{L})$ denote the problem of determining, given an objective function $f$ of the form given in equation (9) where each $f_{i} \in \mathcal{L}$, together with a real constant $t$, whether

$$
\min f(\mathbf{x}) \leq t
$$

A technical point is that, due to the necessarily bounded precision of the values of functions, this is equivalent to the problem of determining, given $f$ and $t \in \mathbb{R}$, whether $\min f(\mathbf{x})$ is strictly less than $t$.

The complexity of $\operatorname{CFN}(\mathcal{L})$ has been extensively studied for finite languages (i.e. languages $\mathcal{L}$ such that $|\mathcal{L}|$ is finite). It is now known that there is a dichotomy: depending on the language $\mathcal{L}, \operatorname{CFN}(\mathcal{L})$ is either in P or is NP-complete. This result was known for languages of finite-valued costfunctions [55] and the dichotomy for the more general case, in which costs can be infinite, follows from the recently-discovered language dichotomy for constraint satisfaction problems [56, 57, 23, 58]. The following proposition will lead us to a similar dichotomy for explaining decisions.

Proposition 6. Let $\mathcal{L}$ be a set of non-negative functions closed under fixing arguments. Then $\operatorname{AExPL}^{+}\left(\mathcal{T}_{\mathcal{L}}\right) \in \mathrm{FP}$ if and only if $\operatorname{CFN}(\mathcal{L}) \in \mathrm{P}$.

Proof. If $\mathcal{L}$ is closed under fixing arguments, then so is $\mathcal{T}_{\mathcal{L}}$. The 'if' part of the proof follows directly from Proposition 1 and the subsequent discussion in Section 3, so we concentrate on the 'only if' part.

By Theorem 1 we know that if $\operatorname{AExpl}^{+}\left(\mathcal{T}_{\mathcal{L}}\right) \in \operatorname{FP}$ then TAUtology $\left(\mathcal{T}_{\mathcal{L}}\right)$ $\in \mathrm{P}$. Tautology $\left(\mathcal{T}_{\mathcal{L}}\right)$ is the problem of determining, for a function $f$ expressible as the sum of functions $f_{i} \in \mathcal{L}$ (as in equation (9)) and a constant $t$, whether $f(x)>t$ for all $x \in \mathbb{F}$. This is the complement of $\operatorname{CFN}(\mathcal{L})$ which is the problem of determining whether $\min _{x \in \mathbb{F}} f(x) \leq t$. Hence, if $\operatorname{Tautology}\left(\mathcal{T}_{\mathcal{L}}\right) \in \mathrm{P}$ then $\operatorname{CFN}(\mathcal{L}) \in \mathrm{P}$, which completes the proof.

We now consider constrained classifiers. Let $\Gamma$ be a language of constraint relations. For each constraint relation in $\Gamma$ we can construct a corresponding $\{0, \infty\}$-valued function $g$, as given by equation (6). Let $\mathcal{C}_{\Gamma}$ denote the set of all such $\{0, \infty\}$-valued functions for relations in $\Gamma$. Then $\mathcal{L} \cup \mathcal{C}_{\Gamma}$ can be viewed as a language of cost functions. Let $\operatorname{ConAExpl}^{+}\left(\mathcal{T}_{\mathcal{L}}, \Gamma\right)$ (respectively, ConAExpl $\left.{ }^{-}\left(\mathcal{T}_{\mathcal{L}}, \Gamma\right)\right)$ denote the problem of finding one abductive explanation of a positive (negative) decision taken by a classifier in $\mathcal{T}_{\mathcal{L}}$ under a finite set of constraints from $\Gamma$.

Proposition 7. Let $\mathcal{L}$ be a set of non-negative functions closed under fixing arguments and $\Gamma$ a finite set of constraint relations. Then $\operatorname{ConAExpl}^{+}\left(\mathcal{T}_{\mathcal{L}}\right.$, $\Gamma) \in \mathrm{FP}$ if and only if $\operatorname{CFN}\left(\mathcal{L} \cup \mathcal{C}_{\Gamma}\right) \in \mathrm{P}$.

Proof. We know from the discussion in Section 5 that $\operatorname{ConAExpl}^{+}\left(\mathcal{T}_{\mathcal{L}}, \Gamma\right)$ is equivalent to $\operatorname{AEXPL}^{+}\left(\mathcal{T}_{\mathcal{L} \cup \mathcal{C}_{\Gamma}}\right)$. Thus the result follows immediately from Proposition 6.

We now consider finding explanations for negative decisions. Although, as we will show, there is again a dichotomy, it is not the same since in this case we are studying a (constrained) maximisation problem rather than a (constrained) minimisation problem. Given a finite language $\mathcal{L}$ of real-valued functions, all bounded above by $B \in \mathbb{R}$, let $\mathcal{L}_{\text {inv }}$ denote the set $\{B-f$ : $f \in \mathcal{L}\}$. Clearly, maximising a sum of functions from $\mathcal{L}$ is equivalent to minimising a sum of functions from $\mathcal{L}_{\text {inv }}$.

Proposition 8. Let $\mathcal{L}$ be a set of non-negative finite-valued functions closed under fixing arguments. Then $\operatorname{AExPL}^{-}\left(\mathcal{T}_{\mathcal{L}}\right) \in \mathrm{FP}$ if and only if $\operatorname{CFN}\left(\mathcal{L}_{\text {inv }}\right)$ $\in \mathrm{P}$.

Proof. The 'if' part follows from Proposition 2 and the subsequent discussion in Section 4. For the 'only if' part, we know from Theorem 2 that if $\operatorname{AExpL}^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$ is in FP then $\operatorname{Unsat}\left(\mathcal{T}_{\mathcal{L}}\right)$ is in $\mathrm{P} . \operatorname{Unsat}\left(\mathcal{T}_{\mathcal{L}}\right)$ is the problem of determining, for a function $f$ expressible as the sum of $m$ functions $f_{i} \in \mathcal{L}$ and a constant $t$, whether $f(x) \leq t$ for all $x \in \mathbb{F}$. This is equivalent to determining whether $m B-f(x) \geq m B-t$ for all $x \in \mathbb{F}$. This is the complement of the problem of determining whether $\min (m B-f)<t^{\prime}\left(\right.$ for $\left.t^{\prime}=m B-t\right)$. This is precisely $\operatorname{CFN}\left(\mathcal{L}_{\text {inv }}\right)$. Hence, if $\operatorname{Unsat}\left(\mathcal{T}_{\mathcal{L}}\right) \in \mathrm{P}$, then $\operatorname{CFN}\left(\mathcal{L}_{\text {inv }}\right) \in \mathrm{P}$, which completes the proof.

We now generalise this result to constrained classifiers.

Proposition 9. Let $\mathcal{L}$ be a set of non-negative functions closed under fixing arguments and $\Gamma$ a finite set of constraint relations. Then $\operatorname{ConAExpl}^{-}\left(\mathcal{T}_{\mathcal{L}}\right.$, $\Gamma) \in \mathrm{FP}$ if and only if $\operatorname{CFN}\left(\mathcal{L}_{\text {inv }} \cup \mathcal{C}_{\Gamma}\right) \in \mathrm{P}$.

Proof. $\operatorname{ConAExpl}^{-}\left(\mathcal{T}_{\mathcal{L}}, \Gamma\right)$ is equivalent to $\operatorname{ConAExpl}^{+}\left(\mathcal{T}_{\mathcal{L}_{\text {inv }}}, \Gamma\right)$. Thus the result follows immediately from Proposition 7.

Given the known $\mathrm{P} / \mathrm{NP}$-complete dichotomy for $\operatorname{CFN}(\mathcal{L})$ for finite languages $\mathcal{L}$, discussed above, we can immediately deduce the following theorem.

Theorem 5. Let $\mathcal{L}$ be a finite language of non-negative functions closed under fixing arguments and $\Gamma$ a finite set of constraint relations with $\mathcal{T}_{\mathcal{L}}, \Gamma \subseteq \mathrm{P}$. Then each of the problems $\operatorname{AExpL}^{+}\left(\mathcal{T}_{\mathcal{L}}\right), \operatorname{ConAExpl}^{+}\left(\mathcal{T}_{\mathcal{L}}, \Gamma\right), \operatorname{AExpl}^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$ and ConAExpl ${ }^{-}\left(\mathcal{T}_{\mathcal{L}}, \Gamma\right)$ is either in FP or is NP-hard.

Indeed, by Theorem 4, we have an identical dichotomy result for contrastive explanations.

Corollary 1. Let $\mathcal{L}$ be a finite language of non-negative functions closed under fixing arguments and $\Gamma$ a finite set of constraint relations with $\mathcal{T}_{\mathcal{L}}, \Gamma \subseteq \mathrm{P}$. Then each of the problems $\operatorname{CExpl}^{+}\left(\mathcal{T}_{\mathcal{L}}\right), \operatorname{ConCExpl}^{+}\left(\mathcal{T}_{\mathcal{L}}, \Gamma\right), \operatorname{CExpl}^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$ and $\mathrm{ConCExpl}^{-}\left(\mathcal{T}_{\mathcal{L}}, \Gamma\right)$ is either in FP or is NP -hard.

In the special but important case of Boolean domains, the characterisation of tractable cost-function languages [28] tells us that the only tractable cases are those identified in Table 1. In the unconstrained case over nonboolean domains, the only tractable languages are those that admit a binary symmetric fractional polymorphism [55]. Binary symmetric fractional polymorphisms can be viewed as componentwise closure operations which include as special cases both monotonicity and submodularity. An interesting point is that there is a common algorithm, which can be seen as a linear programming relaxation of an integer program, that solves the corresponding minimisation problem for all such languages [55].

## 8. Diversity of explanations

We have concentrated up until now on the problem of finding a single explanation. This is because the problem of finding all explanations has the obvious disadvantage that the number of explanations may be exponential. For example, in a first-past-the-post election in which a $A$ wins with $m \geq k$
out of the $n=2 k-1$ votes cast, and each vote is considered as a feature, there are $C_{m}^{k}$ abductive explanations for this victory; for a candidate $B$ who lost with only $p \leq k$ votes, there are $C_{n-p}^{k-p}$ contrastive explanations for why they did not win.

Rather than providing a single explanation to the user or listing all explanations, we can envisage providing a relatively small number of diverse explanations. A similar strategy of finding a number of diverse good-quality solutions to a Weighted Constraint Satisfaction Problem has been used successfully in computational protein design [59], among other examples [60, 61, 62].

An obvious measure of diversity of a set of explanations $\left\{S_{1}, \ldots, S_{k}\right\}$ is the minimum Hamming distance $\left|S_{i} \Delta S_{j}\right|$ between pairs of distinct explanations $S_{i}, S_{j}$, where $\Delta$ is the symmetric difference operator between two sets. This leads to the following computational problem.
$k$-Div-AExpl ${ }^{+}$: Given a binary classifier $\kappa: \mathbb{F} \rightarrow\{0,1\}$, a positivelyclassified input a and an integer $m$, find $k$ abductive explanations $S_{1}, \ldots, S_{k}$ of $\kappa(\mathbf{a})=1$ such that for all $i, j$ such that $1 \leq i<j \leq k,\left|S_{i} \Delta S_{j}\right| \geq m$.

The definitions for negatively-classified inputs a ( $k$-DIV-AEXPL ${ }^{-}$) and/or for contrastive explanations ( $k$-DIv-CEXPL ${ }^{+}, k$-DIv-CEXPL ${ }^{-}$) are entirely similar. Since Hamming distance is a submodular function, one might hope that there would be interesting tractable classes. Unfortunately, since we are, in a sense, maximising this distance rather than minimising it, these four problems turn out to be NP-hard even in the simplest non-trivial case.

Proposition 10. Even in the case of $k=2$ and for a linear classifier $\kappa$ over domains of size 2, the following four problems are NP-hard: (a) $k$-DIv$\mathrm{AEXPL}^{+}$, (b) $k$-DIv-AEXPL ${ }^{-}$, (c) $k$-DIv-CEXPL ${ }^{+}$, (d) $k$-DIV-CEXPL ${ }^{-}$.

Proof. (a) Without loss of generality, we suppose that the domains $D_{i}$ $(i=1, \ldots, n)$ are all $\{0,1\}$ and $\kappa(\mathbf{x})=1$ iff $\sum_{i=1}^{n} \alpha_{i} x_{i}>t$. We prove NP-hardness for the particular case in which $\mathbf{a}=(1, \ldots, 1)$ and the values $t, \alpha_{1}, \ldots, \alpha_{n}$ are strictly positive integers which satisfy the following inequalities:

$$
\begin{array}{r}
\alpha_{1} \leq \cdots \leq \alpha_{m}<\alpha_{m+1} \leq \cdots \leq \alpha_{n} \\
\sum_{i=1}^{m} \alpha_{i}+2 \sum_{i=m+1}^{n} \alpha_{i}=2(t+1) \tag{11}
\end{array}
$$

To solve 2-Div-AEXPL ${ }^{+}$we require sets $S_{1}, S_{2} \subseteq\{1, \ldots, n\}$ satisfying (1) $\left|S_{1} \Delta S_{2}\right| \geq m$ and (2) $S_{1}, S_{2}$ are minimal (for inclusion) sets such that the minimum value of $\sum_{i=1}^{n} \alpha_{i} x_{i}$ is at least $t+1$ for inputs $\mathbf{x}$ with $x_{i}=a_{i}=1$ for all $i \in S_{j}(j=1,2)$. Since the values $\alpha_{i}$ are positive, the minimum is attained when $x_{i}=0$ for all $i \notin S_{j}$, and so this is equivalent to

$$
\begin{equation*}
\sum_{i \in S_{j}} \alpha_{i} \geq t+1 \quad(j=1,2) \tag{12}
\end{equation*}
$$

Summing these two inequalities (for $j=1,2$ ) gives

$$
\begin{equation*}
\sum_{i \in S_{1}} \alpha_{i}+\sum_{i \in S_{2}} \alpha_{i} \geq 2(t+1) \tag{13}
\end{equation*}
$$

Since, by (10), we have $\alpha_{r}<\alpha_{s}$ for $r \leq m<s$, and $\left|S_{1} \Delta S_{2}\right| \geq m$, we know that the left hand side of equation (13) is at most equal to the left hand side of equation $\sqrt{11}$ ), which is equal to $2(t+1)$. It follows that we actually have equality in inequality (13) and $S_{1} \Delta S_{2}=\{1, \ldots, m\}$ and $S_{1} \cap S_{2}=\{m+1, \ldots, n\}$. Equality in (13) implies that we must also have equality in the inequalities (12) for $j=1,2$. Equality implies minimality for subset inclusion since all weights $\alpha_{i}$ are strictly positive. Denoting $t+1-\sum_{i=m+1}^{n} \alpha_{i}$ by $T$ and $S_{j} \cap\{1, \ldots, m\}$ by $P_{j}($ for $j=1,2$ ), we can deduce that we require a partition $P_{1}, P_{2}$ of $\{1, \ldots, m\}$ such that

$$
\sum_{i \in P_{1}} \alpha_{i}=T=\sum_{i \in P_{2}} \alpha_{i}
$$

This is precisely the partition problem which is well known to be NPcomplete [63]. It follows that $k$-Div-AExpl ${ }^{+}$is NP-hard.
(b) We consider the same linear classifier $\kappa$ as in case (a), except that equation (11) is replaced by $\sum_{i=1}^{m} \alpha_{i}=2 t$, and this time we consider the vector $\mathbf{a}=(0, \ldots, 0)$ which is classified negatively by $\kappa$. To solve $k$-Div-AEXPL ${ }^{-}$, we require two sets $S_{1}, S_{2}$ such that (1) $\left|S_{1} \Delta S_{2}\right| \geq m$ and (2) $S_{1}, S_{2}$ are minimal (for inclusion) sets such that $\sum_{i \notin S_{j}} \alpha_{i} \leq$ $t(j=1,2)$. Given equation (10), this can only be attained when $S_{1} \Delta S_{2}=\{1, \ldots, m\}$ and $S_{1} \cap S_{2}=\{m+1, \ldots, n\}$, so that $\sum_{i \notin S_{1}} \alpha_{i}=$ $\sum_{i \notin S_{2}} \alpha_{2}=t$. Thus, we need to find two sets $P_{j}=\{1, \ldots, n\} \backslash S_{j}$ $(j=1,2)$ which partition $\{1, \ldots, m\}$ and such that

$$
\sum_{i \in P_{1}} \alpha_{i}=t=\sum_{i \in P_{2}} \alpha_{i}
$$

Thus, again we have a polynomial reduction from the partition problem. Hence $k$-Div-AExpl ${ }^{-}$is NP-hard.
(c) Consider the same linear classifier $\kappa$ as in case (b), but this time $\mathbf{a}=(1, \ldots, 1)$. To solve $k$-Div-CEXPL ${ }^{+}$, we require two sets $S_{1}, S_{2} \subseteq$ $\{1, \ldots, n\}$ such that $\sum_{i \notin S_{j}} \alpha_{i} \leq t(j=1,2)$ and $\left|S_{1} \Delta S_{2}\right| \geq m$. Since this is exactly the same problem encountered in case (b), we can again deduce NP-hardness.
(d) Consider the same linear classifier $\kappa$ as in case (a), but with $\mathbf{a}=$ $(0, \ldots, 0)$. To solve $k$-Div-CEXPL ${ }^{-}$, we require $S_{1}, S_{2} \subseteq\{1, \ldots, n\}$ such that $\sum_{i \in S_{j}} \alpha_{i} \geq t+1(j=1,2)$ and $\left|S_{1} \Delta S_{2}\right| \geq m$. Since this is exactly the problem encountered in case (a), we can again deduce NP-hardness.

It is worth pointing out that the NP-hardness of finding a diverse set of $k$ explanations is robust to changes in the definition of diversity of a set of $k$ explanations, since Proposition 10 applies even in the case $k=2$. For example, defining a set of $k$ explanations to be diverse if the average Hamming distance is bounded below by a constant is equivalent to our definition when $k=2$. Indeed, this is true for all measures of diversity which coincide with a minimum Hamming distance in the case of a set of two explanations.

It is well known that the partition problem is one of the easiest NP-hard problems to solve in practice [64]. Thus, Proposition 10 precludes (assuming $\mathrm{P} \neq \mathrm{NP}$ ) a worst-case polynomial-time algorithm for finding a diverse set of explanations, but leaves the door open to the existence of practically-efficient algorithms.

## 9. Minimum-cardinality explanations

In this section we show that finding a minimum-cardinality explanation is in P for modular classifiers (i.e. classifiers whose objective function is the sum of unary functions of each feature). We then show that finding a minimum-cardinality explanation is NP-hard for threshold classifiers whose objective function is the sum of simple non-modular functions. Indeed, over boolean domains, the problem is NP-hard as soon as any $\{0,1\}$-valued nonmodular binary function is allowed. Over arbitrary domains, the problem is NP-hard for any proper extension of modular classifiers.

Many decisions have more than one explanation. Many researchers have identified parsimony as an important criterion for choosing between explanations [65, 66]. From the point of view of a human user, smaller explanations tend to be easier to understand and more meaningful. As an example, consider a classifier $\kappa$ on $n$ boolean features $x_{i}(i=1, \ldots, n)$. Suppose that $\kappa(\mathbf{x}) \equiv x_{1} \vee\left(\overline{x_{2}} \wedge \ldots \wedge \overline{x_{n}}\right)$ and we want to explain the decision $\kappa(1,0, \ldots, 0)=1$. Clearly $\{1\}$ is an AXp (abductive explanation), but so is $\{2, \ldots, n\}$. We will therefore now study the complexity of finding the smallest explanation. We know that, on the one hand, deciding whether there exists an AXp of size less than $k$ is $\Sigma_{2}^{\mathrm{P}}$-complete for multilayer perceptron classifiers [66], but is quasi-linear time for threshold classifiers with modular objective functions [12]. An interesting point is that the symmetry we have observed between AXp's and CXp's no longer holds when looking for smallest explanations: deciding whether there exists a CXp of size less than $k$ lies at the first (rather than the second) level of the polynomial hierarchy, as we now show.

Proposition 11. The problem of deciding whether there exists a CXp of size less than $k$ for a decision $\kappa(\mathbf{v})=c$, where $\kappa \in \mathrm{P}$, belongs to NP.

Proof. Let $\mathbf{v}$ be the feature vector whose decision $\kappa(\mathbf{v})$ is to be explained. A certificate consists of a set of features $\mathcal{S}$ and a feature vector $\mathbf{x} \in \mathbb{F}$. We can clearly verify in polynomial time that (1) $|\mathcal{S}|<k,(2) \mathbf{x}$ and $\mathbf{v}$ only differ on features in $\mathcal{S}$ and (3) $\kappa(\mathbf{x}) \neq \kappa(\mathbf{v})$.

As in Section 7, we consider languages $\mathcal{L}$ of real-valued functions and denote by $\mathcal{T}_{\mathcal{L}}$ the set of threshold classifiers $\kappa$ defined by $\kappa(\mathbf{x}) \equiv f(\mathbf{x})>t$ for a threshold $t$, where $f$ is the sum of functions from $\mathcal{L}$ applied to components of the feature vector $\mathbf{x}$.

We denote by $\operatorname{MinCardAXP}{ }^{+}\left(\mathcal{T}_{\mathcal{L}}\right)$ (respectively, $\left.\operatorname{MinCardAXP}{ }^{-}\left(\mathcal{T}_{\mathcal{L}}\right)\right)$ the problem of finding a minimum-cardinality AXp of a decision $\kappa(\mathbf{v})=1$ (respectively, $\kappa(\mathbf{v})=0$ ), given a classifier $\kappa \in \mathcal{T}_{\mathcal{L}}$ and a positively (respectively, negatively) classified feature vector $\mathbf{v}$. We use similar notation for contrastive explanations (CXp's). Let $\mathcal{L}_{\text {mod }}$ be the language of modular functions. We first state a positive result concerning modular objective functions which is a minor generalisation of known results [12, 66].

Theorem 6. Suppose that the objective function $f$ of a threshold classifier $\kappa \in \mathrm{P}$ is modular and that domain-sizes are bounded by a constant. Then
minimum-cardinality $A X p$ 's and CXp's can be found for either positive or negative decisions in log-linear time.

Proof. Consider first a positive decision to be explained, corresponding to $f(\mathbf{v})>t$, where $f$ is modular. It is well known that all modular functions are expressible as the sum of unary functions [28], so

$$
f(\mathbf{x})=\sum_{i=1}^{n} f_{i}\left(x_{i}\right)
$$

for some unary functions $f_{i}$. For $i=1, \ldots, n$, let $u_{i} \in D_{i}$ be such that $f_{i}\left(u_{i}\right)$ is minimum, and let $\delta_{i}=f_{i}\left(v_{i}\right)-f_{i}\left(u_{i}\right)$. In $O(n \log n)$ time we can order the values $\delta_{i}$ in decreasing order. Without loss of generality and for notational convenience, assume that $\delta_{1} \geq \ldots \geq \delta_{n}$. Let $k$ be minimal such that

$$
f(\mathbf{v})-\sum_{i=k+1}^{n} \delta_{i}>t
$$

By our choice of $k,\{1, \ldots, k\}$ is an AXp , and since $\delta_{i} \geq \delta_{j}(i \leq k<j)$ it is of minimum-cardinality.

To find a minimum-cardinality CXp of $f(\mathbf{v})>t$, it is sufficient to choose the minimal $j$ such that

$$
f(\mathbf{v})-\sum_{i=1}^{j} \delta_{i} \leq t
$$

Our choice of $j$ ensures that $\{1, \ldots, j\}$ is a CXp and $\delta_{1} \geq \ldots \geq \delta_{n}$ ensures that it is of minimum cardinality.

Since $-f$ is modular if and only if $f$ is modular, and a negative decision $f(\mathbf{v}) \leq t$ can be interpreted as a positive decision $-f(\mathbf{v}) \geq-t$, we can easily adapt the above proof to explanations of negative decisions.

Thus it is tractable to find smallest explanations for classifiers in $\mathcal{T}_{\mathcal{L}}$ when $\mathcal{L}=\mathcal{L}_{\text {mod }}$. Unfortunately, as we will show in this section, there is little chance of finding another language $\mathcal{L}$ for which finding smallest explanations is tractable.

### 9.1. Boolean domains

We first define some simple functions over boolean domains:

$$
\begin{gathered}
f_{\mathrm{OR}}(u, v)= \begin{cases}1 & \text { if } u=1 \vee v=1 \\
0 & \text { otherwise. }\end{cases} \\
f_{\mathrm{AND}}(u, v)= \begin{cases}1 & \text { if } u=v=1 \\
0 & \text { otherwise } .\end{cases} \\
f_{\mathrm{CUT}}(u, v)= \begin{cases}1 & \text { if } u=0 \wedge v=1 \\
0 & \text { otherwise } .\end{cases} \\
f_{\mathrm{NEQ}}(u, v)= \begin{cases}1 & \text { if } u \neq v \\
0 & \text { otherwise } .\end{cases}
\end{gathered}
$$

We note that $f_{\mathrm{OR}}$ and $f_{\mathrm{AND}}$ are monotone, and that $f_{\mathrm{OR}}, f_{\text {CUT }}$ and $f_{\mathrm{NEQ}}$ are submodular. Indeed, modulo domain inversion (i.e. interchanging 0 and 1 in each domain), these are the only $\{0,1\}$-valued functions $g$ of arity 2 over boolean domains which are not modular but for which $\operatorname{CFN}(\{g\}) \in \mathrm{P}$ 67].

Proposition 12. MinCardAXP ${ }^{+}\left(\mathcal{T}_{\mathcal{L}}\right)$ and $\operatorname{MinCardCXP}{ }^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$ are NPhard if $f_{\mathrm{OR}} \in \mathcal{L}$.

Proof. The proof is by reduction from Minimum Vertex Cover which is a well-known NP-hard problem. Let $G=\langle V, E\rangle$ be a graph with $V=$ $\{1, \ldots, n\}$ and $m=|E|$. Let

$$
f(\mathbf{x})=\sum_{\{i, j\} \in E} f_{\mathrm{OR}}\left(x_{i}, x_{j}\right)
$$

Let $t=m-1$ and $\mathbf{v}=(1, \ldots, 1)$. Clearly $f(\mathbf{v})=m>t$, so $\mathbf{v}$ is positively classified by the corresponding threshold classifier. The AXp's of $f(\mathbf{v})>t$ are easily seen to be subset-minimal $S \subseteq V$ such that for all $\{i, j\} \in E, i \in S$ or $j \in S$ (since each copy of $f_{\text {OR }}$ has to return 1 whatever the values assigned to features not in $S$ ). Thus, a minimum-cardinality AXp is a smallest vertex cover of the graph $G$. This completes the reduction from Minimum Vertex Cover to MinCardAXP ${ }^{+}\left(\mathcal{T}_{\mathcal{L}}\right)$, which is clearly polynomial.

Now consider $\mathbf{w}=(0, \ldots, 0)$ which is negatively classified since $f(\mathbf{w})=$ $0 \leq t=m-1$ (assuming without loss of generality that $m>0$ ). The
minimum-cardinality CXp's of $f(\mathbf{w}) \leq t$ are again the smallest vertex covers of the graph $G$. Thus we have a polynomial reduction from Minimum Vertex Cover to MinCardCXP ${ }^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$.

Proposition 13. $\operatorname{MinCardAXP}{ }^{+}\left(\mathcal{T}_{\mathcal{L}}\right)$ and $\operatorname{MinCardCXP}{ }^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$ are NPhard if $f_{\mathrm{AND}} \in \mathcal{L}$.

Proof. The proof is by reduction from CliQue, a well-known NP-complete problem, which consists in determining whether a graph contains a clique of size $k$, i.e. whether the complete graph on $k$ vertices is a subgraph. Let $G=\langle V, E\rangle$ be a graph with $V=\{1, \ldots, n\}$ and $m=|E|$. Let

$$
f(\mathbf{x})=\sum_{\{i, j\} \in E} f_{\mathrm{AND}}\left(x_{i}, x_{j}\right)
$$

Let $t=k(k-1) / 2-1$ and $\mathbf{v}=(1, \ldots, 1)$. Suppose, without loss of generality, that $m \geq k(k-1) / 2$ and $k>1$, otherwise Clique is trivial. Clearly $f(\mathbf{v})=$ $m>t$, so $\mathbf{v}$ is positively classified by the corresponding threshold classifier. Let $S$ be a minimum-cardinality AXp of $f(\mathbf{v})>t$. We claim that $G$ contains contains a clique of size $k$ if and only if $|S|=k$.

In one direction, suppose that $C=\left\langle V_{C}, E_{C}\right\rangle$ is a subgraph of $G$ which is a clique of size $k$. Then the minimum value of $f$ over all feature vectors which agree with $\mathbf{v}$ on features in $V_{C}$ is $k(k-1) / 2>t$. Furthermore this minimum value of $f$ is at most $(k-1)(k-2) / 2 \leq k(k-1) / 2-1=t$ for proper subsets of $V_{C}$ (since we assume $k>1$ ). Hence $V_{C}$ is an AXp of $f(\mathbf{v})>t$.

In the other direction, suppose that $S$ is an AXp of $f(\mathbf{v})>t$ and $|S|=k$. Then the minimum value of $f$ over all feature vectors which agree with $\mathbf{v}$ on features in $S$ is at most $k(k-1) / 2$ (due to $|S|=k$ ) and at least $t+1=$ $k(k-1) / 2$ since $S$ is an AXp. It follows that this minimum value of $f$ must be equal to $k(k-1) / 2$ which is only attained when the induced subgraph of $G$ on vertex set $S$ is a clique of size $k$.

Thus, there is a minimum-cardinality AXp of size $k$ iff there is a clique of size $k$ in the graph $G$. This completes the reduction from Clique to $\operatorname{MinCardAXP}{ }^{+}\left(\mathcal{T}_{\mathcal{L}}\right)$, which is clearly polynomial.

Now consider $\mathbf{w}=(0, \ldots, 0)$ which is negatively classified since $f(\mathbf{w})=$ $0 \leq t=k(k-1) / 2-1$. By a similar argument to the above, there is a minimum-cardinality CXp of $f(\mathbf{w}) \leq t$ of size $k$ iff there is a clique of size $k$ in the graph $G$. Hence, there is a polynomial reduction from Clique to $\operatorname{MinCardCXP}{ }^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$.

Proposition 14. $\operatorname{MinCARDAXP}{ }^{+}\left(\mathcal{T}_{\mathcal{L}}\right)$ is NP -hard if $f_{\mathrm{NEQ}} \in \mathcal{T}_{\mathcal{L}}$.
Proof. The proof is by reduction from Minimum Vertex Cover, as in the proof of Proposition 12 but, this time, there is a feature corresponding to each vertex and two features corresponding to each edge of the graph. Let $G=\langle V, E\rangle$ be a graph with $V=\{1, \ldots, n\}$ and $m=|E|$.

A feature vector $\mathbf{x}$ is composed of $n+2 m$ features: a feature $x_{i}(i \in V)$ corresponding to each vertex and two features $x_{i j}, x_{j i}(i<j \wedge\{i, j\} \in E)$ corresponding to each edge. Let
$f(\mathbf{x})=\sum_{i<j \wedge\{i, j\} \in E}\left(f_{\mathrm{NEQ}}\left(x_{i}, x_{j}\right)+f_{\mathrm{NEQ}}\left(x_{i}, x_{i j}\right)+f_{\mathrm{NEQ}}\left(x_{j}, x_{i j}\right)+2 f_{\mathrm{NEQ}}\left(x_{i j}, x_{j i}\right)\right)$
Let $t=4 m-1$ and $\mathbf{v}=(1, \ldots, 1,0, \ldots, 0,1, \ldots, 1)$ (i.e. $\mathbf{v}$ assigns 1 to each $x_{i}$ $(i \in V), 0$ to each $x_{i j}(i<j \wedge\{i, j\} \in E)$ and 1 to each $\left.x_{j i}(i<j \wedge\{i, j\} \in E)\right)$. We can easily see that $f(\mathbf{v})=4 m>t$, so $\mathbf{v}$ is positively classified by the threshold classifier corresponding to the objective function $f$ and threshold $t$. We will show that for each minimum-cardinality AXp of $f(\mathbf{v})>t$, there is a corresponding minimum vertex cover of $G$ and vice versa.

Consider the term in $f$ corresponding to edge $\{i, j\}$ :

$$
T_{i j}=f_{\mathrm{NEQ}}\left(x_{i}, x_{j}\right)+f_{\mathrm{NEQ}}\left(x_{i}, x_{i j}\right)+f_{\mathrm{NEQ}}\left(x_{j}, x_{i j}\right)+2 f_{\mathrm{NEQ}}\left(x_{i j}, x_{j i}\right)
$$

Since the three boolean features $x_{i}, x_{j}, x_{i j}$ cannot all be different, we can easily deduce that the maximum value of $T_{i j}$ is 4 and hence the maximum value of $f(\mathbf{x})$ is $4 m$ (the value of $f(\mathbf{v})$ ). Consider the quadruplet of features $\left(x_{i}, x_{j}, x_{i j}, x_{j i}\right)$, assigned $(1,1,0,1)$ when $\mathbf{x}=\mathbf{v}$. An AXp $S$ must fix features so that each term $T_{i j}$ is guaranteed to have a value of 4 whatever the values assigned to the features not in $S$. This implies that $S$ must contain $x_{i j}$ and $x_{j i}$. Furthermore, $S$ must contain at least one of $x_{i}$ and $x_{j}$, since changing both of $x_{i}, x_{j}$ reduces the value of $T_{i j}$ from 4 to 2 . Let $C=\{i \mid(1 \leq i \leq$ $\left.n) \wedge\left(x_{i} \in S\right)\right\}$. Then $C$ is a vertex cover of $G$ since, as we have just seen, $S$ contains at least one of $x_{i}$ and $x_{j}$ for each edge $\{i, j\} \in E$.

Hence, for each minimum-cardinality $\operatorname{AXp} S$, there is a minimum vertex cover of the graph $G$. Conversely, it is easy to see that each minimum vertex cover of $G$ is an AXp of $f(\mathbf{v})>t=4 m-1$. Thus, finding a minimumcardinality AXp for this $f$ and $t$ is equivalent to finding a minimum vertex cover of $G$. This reduction is clearly polynomial.

Proposition 15. MinCARDAXP ${ }^{+}\left(\mathcal{T}_{\mathcal{L}}\right)$ is NP-hard if $f_{\text {CUT }} \in \mathcal{L}$.

Proof. This is a corollary of Proposition 14 since $f_{\mathrm{NEQ}}(u, v)=f_{\mathrm{CUT}}(u, v)+$ $f_{\text {CUT }}(v, u)$ provides a polynomial reduction from $\operatorname{MinCARDAXP}{ }^{+}\left(\mathcal{T}_{\left\{f_{\text {NEQ }}\right\}}\right)$ to $\operatorname{MinCardAXP}{ }^{+}\left(\mathcal{T}_{\mathcal{L}}\right)$ if $f_{\text {CUT }} \in \mathcal{L}$.

As pointed out at the beginning of this section, there is an asymmetry between finding smallest AXp's and smallest CXp's. Indeed, for AXp's we want to minimise the number of features which stay the same, whereas for CXp's we want to minimise the number of features which change. In order to cover all cases for contrastive explanations, we need to study two more functions over boolean domains:

$$
\begin{gathered}
f_{\mathrm{EQ}}(u, v)= \begin{cases}1 & \text { if } u=v \\
0 & \text { otherwise. }\end{cases} \\
f_{\mathrm{NCUT}}(u, v)= \begin{cases}1 & \text { if } u=1 \vee v=0 \\
0 & \text { otherwise }\end{cases}
\end{gathered}
$$

The following two propositions show that each of these two functions are again sufficient to provoke NP-hardness (for the case of a smallest CXp of a negative decision).

Proposition 16. MinCardCXP ${ }^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$ is NP-hard if $f_{\mathrm{EQ}} \in \mathcal{L}$.
Proof. The proof is by a reduction from Clique. Let $G=\langle V, E\rangle$ be a graph with $V=\{1, \ldots, n\}$ and $m=|E|$. We consider the following function $f$ on $n+2 m$ features: $x_{i}(i \in V)$ and $x_{i j}, x_{j i}(i<j \wedge\{i, j\} \in E)$.
$f(\mathbf{x})=\sum_{i<j \wedge\{i, j\} \in E}\left(f_{\mathrm{EQ}}\left(x_{i}, x_{j}\right)+f_{\mathrm{EQ}}\left(x_{i}, x_{i j}\right)+f_{\mathrm{EQ}}\left(x_{j}, x_{i j}\right)+2 f_{\mathrm{EQ}}\left(x_{i j}, x_{j i}\right)\right)$
Let $t=3 m+k(k-1)-1($ where $k>1)$ and $\mathbf{w}=(0, \ldots, 0,1, \ldots, 1,1, \ldots, 1)$ (i.e. each $x_{i}$ is assigned 0 , each $x_{i j}$ is assigned 1 and $x_{j i}$ assigned 1 ). Clearly $f(\mathbf{w})=3 m \leq t$, so $\mathbf{w}$ is negatively classified. Consider the term

$$
T_{i j}=f_{\mathrm{EQ}}\left(x_{i}, x_{j}\right)+f_{\mathrm{EQ}}\left(x_{i}, x_{i j}\right)+f_{\mathrm{EQ}}\left(x_{j}, x_{i j}\right)+2 f_{\mathrm{EQ}}\left(x_{i j}, x_{j i}\right)
$$

It is easily verified that the value of $T_{i j}$ is either 1,3 or 5 . The value of $T_{i j}$ is 3 when $\mathbf{x}=\mathbf{w}$ and only increases (from 3 to 5) if both $x_{i}$ and $x_{j}$ change from 0 to 1 or both of $x_{i j}$ and $x_{j i}$ change from 1 to 0 . Observe that flipping just $x_{i}$ alone does not change the value of $T_{i j}$. So, in the case in which $x_{i}$ and
$x_{j}$ are both flipped, this has no side-effects on the values of $T_{i h}$ for $h \neq j$ or $T_{h j}$ for $h \neq i$. Given any CXp $X$, we can replace any pair of features $x_{i j}, x_{j i}$ by the pair $x_{i}, x_{j}$ : the resulting set will still be a CXp thanks to the lack of side-effects on terms other than $T_{i j}$. The resulting CXp will be of the same size or even smaller (if $x_{i}$ or $x_{j}$ were already in $X$ ). Thus, without loss of generality we can consider just CXp's consisting of a subset of the features $x_{i}(i=1, \ldots, n)$ corresponding to the vertices of $G$. Since a CXp of $f(\mathbf{x}) \leq t$ requires an increase of $t-f(\mathbf{w})=k(k-1)$ in $f(\mathbf{x})$, it follows that CXp's of size $k$ correspond to cliques of size $k$ in $G$. Hence there is a polynomial reduction from Clique to MinCardCXP ${ }^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$.

Proposition 17. MinCardCXP ${ }^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$ is NP -hard if $f_{\mathrm{NCUT}} \in \mathcal{L}$.
Proof. This is a corollary of Proposition 16 since $f_{\mathrm{EQ}}(u, v)=f_{\mathrm{NCUT}}(u, v)+$ $f_{\mathrm{NCUT}}(v, u)-1$ provides a polynomial reduction from $\operatorname{MiNCARDCXP}{ }^{-}\left(\mathcal{T}_{\left\{f_{\mathrm{EQ}}\right\}}\right)$ to $\operatorname{MinCardCXP}{ }^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$ if $f_{\text {NCut }} \in \mathcal{L}$.

Theorem 7. Suppose that $\mathcal{L} \subseteq \mathrm{P}$ is a language of $\{0,1\}$-valued functions over boolean domains that is closed under fixing arguments. Then each of the problems $\operatorname{MinCardAXP}{ }^{+}\left(\mathcal{T}_{\mathcal{L}}\right)$, MinCardAXP ${ }^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$, $\operatorname{MinCardCXP~}{ }^{+}\left(\mathcal{T}_{\mathcal{L}}\right)$ and MinCardCXP ${ }^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$ belong to P if all functions in $\mathcal{L}$ are modular, otherwise these four problems are NP-hard.

Proof. We know from Theorem 6 that if all functions in $\mathcal{L}$ are modular then each of MinCardAXP ${ }^{+}\left(\mathcal{T}_{\mathcal{L}}\right)$, MinCardAXP ${ }^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$, MinCardCXP ${ }^{+}\left(\mathcal{T}_{\mathcal{L}}\right)$ and MinCardCXP ${ }^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$ belong to P .

It is well known that if a function $f$ is not modular then there is a pair of vectors $\mathbf{a}, \mathbf{b}$ which are a witness of non-modularity (i.e. $f(\mathbf{a})+f(\mathbf{b}) \neq$ $f(\min (\mathbf{a}, \mathbf{b}))+f(\max (\mathbf{a}, \mathbf{b})))$ and such that $\mathbf{a}, \mathbf{b}$ differ on only two variables. Since $\mathcal{L}$ is closed under fixing arguments, it follows that if $\mathcal{L}$ contains a function $f$ which is not modular, then it contains a non-modular function on just two variables (the variables on which $\mathbf{a}$ and $\mathbf{b}$ differ). Thus it suffices to prove NP-hardness for languages containing a non-modular function on two variables.

There are exactly 16 distinct $\{0,1\}$-valued functions $g$ on two boolean variables, since each of the four values $g(a, b)(a, b \in\{0,1\})$ may be 0 or 1. Ten of these functions are not modular. Three of these functions are neither submodular, monotone or antitone, and hence by the argument in the proof of Proposition 6 and the characterisation of tractable languages of
$\operatorname{CFN}(\mathcal{L})$ over boolean domains [67], finding one AXp (let alone a minimumcardinality AXp) of a positive decision is NP-hard if $g \in \mathcal{L}$. The seven remaining functions are either one of $f_{\mathrm{AND}}, f_{\mathrm{OR}}, f_{\mathrm{NEQ}}$ or $f_{\mathrm{CUT}}$ or equivalent to one of these functions after inversion of all domains. For these seven non-modular functions, NP-hardness of $\operatorname{MinCardAXP}{ }^{+}\left(\mathcal{T}_{\mathcal{L}}\right)$ follows from Proposition 12, Proposition 13, Proposition 14 and Proposition 15 ,

Given a language $\mathcal{L}$ of $\{0,1\}$-valued functions, let $\mathcal{L}^{\prime}$ represent the language of $\{0,1\}$-valued functions $1-g$ for $g \in \mathcal{L}$. Consider a minimumcardinality AXp of $f(\mathbf{v}) \leq t$ where $f$ is the sum of $M$ functions from $\mathcal{L}$. Let $t^{\prime}=M-t-1$ and $f^{\prime}=M-f$. Clearly, $f^{\prime}$ is the sum of $M$ functions from $\mathcal{L}^{\prime}$. Now $f(\mathbf{v}) \leq t \Leftrightarrow M-f^{\prime}(\mathbf{v}) \leq M-t^{\prime}-1 \Leftrightarrow f^{\prime}(\mathbf{v}) \geq t^{\prime}+1$ $\Leftrightarrow f^{\prime}(\mathbf{v})>t^{\prime}$. Thus the minimum-cardinality AXp's of the negative decision $f(\mathbf{v}) \leq t$, where $f \in \mathcal{L}$, are the minimum-cardinality AXp's of the positive decision $f^{\prime}(\mathbf{v})>t^{\prime}$, where $f^{\prime} \in \mathcal{L}^{\prime}$. Knowing that $\mathcal{L}$ is modular iff $\mathcal{L}^{\prime}$ is modular, we can deduce that the dichotomy (proved for minimumcardinality AXp's of positive decisions in the previous paragraph) also holds for minimum-cardinality AXp's of negative decisions.

For the case of CXp's, we consider first negative decisions. All nonmodular $\{0,1\}$-valued functions on two boolean variables are either one of $f_{\mathrm{AND}}, f_{\mathrm{OR}}, f_{\mathrm{NEQ}}, f_{\mathrm{CUT}}, f_{\mathrm{EQ}}, f_{\mathrm{NCUT}}$ or are equivalent to one of these functions after inversion of all domains. By the characterisation of tractable languages of $\operatorname{CFN}(\mathcal{L})$ over boolean domains [67] we can deduce from Theorem 4 and the argument in the proof of Proposition 8 that finding one CXp (which requires maximising the objective function $f$ ) is NP-hard if $f_{\mathrm{NEQ}} \in \mathcal{L}$ or $f_{\text {CUT }} \in \mathcal{L}$ since these functions are neither supermodular, monotone nor antitone (the only tractable languages for the maximisation of sums of finitevalued cost functions over boolean domains). We can then deduce the NPhardness of MinCardCXP ${ }^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$ if $\mathcal{L}$ contains a non-modular function since the cases in which one of $f_{\mathrm{AND}}, f_{\mathrm{OR}}, f_{\mathrm{EQ}}, f_{\mathrm{NCUT}}$ belongs to $\mathcal{L}$ are covered by Proposition 12, Proposition 13, Proposition 16 and Proposition 17 ,

By a similar argument to that in the case of AXp's, the dichotomy for minimum-cardinality CXp's of positive decisions follows from the dichotomy for minimum-cardinality CXp's of negative decisions.

### 9.2. Arbitrary finite domains

We now consider arbitrary finite values and domains of any finite size. On the other hand, we assume that all unary functions are available. Recall that $\mathcal{L}_{\text {mod }}$ is the language of modular functions and that all modular
functions are expressible as the sum of unary functions. We know that $\operatorname{MinCardAXP}{ }^{+}\left(\mathcal{T}_{\mathcal{L}_{\text {mod }}}\right) \in \mathrm{P}$ by Theorem 6. We now show that this $\mathcal{L}_{\text {mod }}$ a maximal tractable language (assuming $\mathrm{P} \neq \mathrm{NP}$ ).

Theorem 8. Consider threshold classifiers whose objective function is a sum of functions from a language $\mathcal{L}$ of functions which is a proper superset of $\mathcal{L}_{\text {mod }}$ (and hence contains all unary functions). Then $\operatorname{MinCARDAXP}{ }^{+}\left(\mathcal{T}_{\mathcal{L}}\right)$, $\operatorname{MinCardAXP}{ }^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$, $\operatorname{MinCardCXP}{ }^{+}\left(\mathcal{T}_{\mathcal{L}}\right)$ and $\operatorname{MinCardCXP}{ }^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$ are NP-hard.

Proof. For each of the four combinations (an abductive/contrastive explanation of a positive/negative decision) we use the same construction to demonstrate a polynomial reduction from either Minimum Vertex Cover or Clique. The main difference between the cases lies only in the instance $\mathbf{w}$ whose decision is to be explained and the threshold. We therefore give a detailed proof for $\operatorname{MinCardAXP}{ }^{+}(\mathcal{L})$ and then indicate how this proof can be modified for the other three cases.
$\operatorname{MinCARDAXP}{ }^{+}\left(\mathcal{T}_{\mathcal{L}}\right)$. Since $\mathcal{L}_{\text {mod }} \subset \mathcal{L}$, there is a function $g \in \mathcal{L}$ which is not modular. Thus, there are vectors $\mathbf{u}=\left(u_{1}, \ldots, u_{r}\right), \mathbf{v}=\left(v_{1}, \ldots, v_{r}\right)$ such that

$$
\begin{equation*}
g(\max (\mathbf{u}, \mathbf{v}))+g(\min (\mathbf{u}, \mathbf{v})) \neq g(\mathbf{u})+g(\mathbf{v}) \tag{14}
\end{equation*}
$$

where max and min are applied component-wise. It is well known that submodularity (and supermodularity) can be tested by comparing only vectors which differ in only two arguments [27]. So, we can assume without loss of generality, and by permuting arguments if necessary, that $u_{1}>$ $v_{1}, u_{2}<v_{2}$ and $u_{i}=v_{i}(i=3, \ldots, r)$ where $r$ is the arity of $g$. Let $\alpha=g(\max (\mathbf{u}, \mathbf{v}))=g\left(u_{1}, v_{2}, u_{3}, \ldots, u_{r}\right), \beta=g(\mathbf{u}), \gamma=g(\mathbf{v})$ and $\delta=$ $g(\min (\mathbf{u}, \mathbf{v}))=g\left(v_{1}, u_{2}, u_{3}, \ldots, u_{r}\right)$. Thus, from Equation 14 we can identify two distinct cases:

1. $\alpha+\delta<\beta+\gamma$ (i.e. $g$ is not supermodular)
2. $\alpha+\delta>\beta+\gamma$ (i.e. $g$ is not submodular)

For any real value $\rho$ and any domain value $a$, let $f_{a}^{\rho}$ be the unary function given by $f_{a}^{\rho}(a)=\rho, f_{a}^{\rho}(x)=0($ for $x \neq a)$. Let $\bar{f}_{A}^{\rho}$ be the unary function defined by $\bar{f}_{A}^{\rho}(x)=0$ if $x \in A$ and $\bar{f}_{A}^{\rho}(x)=\rho$ if $x \notin A$. We will use the unary functions $\bar{f}_{A}^{\rho}$ to assign large values (greater than the threshold $t$ ) to domain values outside of subdomains $A$ of interest, so that such values $b \notin A$ have
no effect on determining whether a set of features is an AXp. This reduces the problem to size-2 domains, but since these domains (namely $\left\{u_{1}, v_{1}\right\}$ and $\left\{u_{2}, v_{2}\right\}$ ) may be different, we need a gadget involving two copies of $g$ and some unary functions $f_{a}^{\rho}(a)=\rho$ (for different values of $a$ and $\rho$ ) to reduce to boolean domains. Our gadget will effectively simulate $f_{\text {OR }}$ which will allow us to use, as in the proof of Proposition 12, a reduction from Minimum Vertex Cover. Let $A_{1}=\left\{u_{1}, v_{1}\right\}, A_{2}=\left\{u_{2}, v_{2}\right\}$ and $A_{i}=\left\{u_{i}\right\}$ for $i=3, \ldots, r$.

First, consider the case $\alpha+\delta<\beta+\gamma$. Let $\mu$ be an arbitrary value greater than the threshold $t$. Define the arity- $(r+1)$ function $h$ as follows:

$$
\begin{aligned}
h\left(x_{1}, x_{1}^{\prime}, x_{2}, x_{3}, \ldots, x_{r}\right)= & g\left(x_{1}, x_{2}, \ldots, x_{r}\right)+g\left(x_{1}^{\prime}, x_{2}, \ldots, x_{r}\right) \\
& +f_{u_{1}}^{\gamma}\left(x_{1}\right)+f_{u_{1}}^{\gamma}\left(x_{1}^{\prime}\right)+f_{v_{1}}^{\alpha}\left(x_{1}\right)+f_{v_{1}}^{\alpha}\left(x_{1}^{\prime}\right)+f_{v_{2}}^{2 \beta}\left(x_{2}\right) \\
& +f_{u_{2}}^{\alpha+\beta+\gamma-\delta}\left(x_{2}\right)+\left(\sum_{i=1}^{r} \bar{f}_{A_{i}}^{\mu}\left(x_{i}\right)\right)+\bar{f}_{A_{1}}^{\mu}\left(x_{1}^{\prime}\right)
\end{aligned}
$$

For $x_{1}, x_{1}^{\prime} \in A_{1}, x_{2} \in A_{2}$ and $x_{i}=u_{i}(i=3, \ldots, r)$, the last two terms in the definition of $h$ contribute 0 and we have the following values for $h$ :

$$
\begin{aligned}
h\left(v_{1}, v_{1}, u_{2}, u_{3}, \ldots, u_{r}\right) & =3 \alpha+\beta+\gamma+\delta \\
h\left(v_{1}, u_{1}, u_{2}, u_{3}, \ldots, u_{r}\right) & =2(\alpha+\beta+\gamma) \\
h\left(v_{1}, v_{1}, v_{2}, u_{3}, \ldots, u_{r}\right) & =2(\alpha+\beta+\gamma) \\
h\left(v_{1}, u_{1}, v_{2}, u_{3}, \ldots, u_{r}\right) & =2(\alpha+\beta+\gamma) \\
h\left(u_{1}, v_{1}, u_{2}, u_{3}, \ldots, u_{r}\right) & =2(\alpha+\beta+\gamma) \\
h\left(u_{1}, u_{1}, u_{2}, u_{3}, \ldots, u_{r}\right) & =\alpha+3 \beta+3 \gamma-\delta \\
h\left(u_{1}, v_{1}, v_{2}, u_{3}, \ldots, u_{r}\right) & =2(\alpha+\beta+\gamma) \\
h\left(u_{1}, u_{1}, v_{2}, u_{3}, \ldots, u_{r}\right) & =2(\alpha+\beta+\gamma)
\end{aligned}
$$

Note that $\alpha+3 \beta+3 \gamma-\delta>2(\alpha+\beta+\gamma)$ and $3 \alpha+\beta+\gamma+\delta<2(\alpha+\beta+\gamma)$ since $\alpha+\delta<\beta+\gamma$.

We will demonstrate a reduction from Minimum Vertex Cover in which for each edge $e=\{i, j\}$ of a graph $G=\langle V, E\rangle$ there is a copy of $h$. So, to understand this reduction, consider first a single copy of $h$ : $h\left(x_{i}, x_{j}, x_{e}, x_{e 3}, x_{e 4}, \ldots, x_{e r}\right)$ on variables $x_{i}, x_{j}$ corresponding to the vertices $i, j$, variable $x_{e}$ corresponding to the edge $e=\{i, j\}$ and 'padding' variables $x_{e 3}, \ldots, x_{e r}$. The AXp's of $h\left(u_{1}, u_{1}, v_{2}, u_{3}, \ldots, u_{r}\right) \geq 2(\alpha+\beta+\gamma)$ are $\{i\},\{j\}$ and $\{e\}$, since the only way that the minimum value of $h\left(x_{i}, x_{j}, x_{e}, x_{e 3}, \ldots, x_{e r}\right)$
can be less than $2(\alpha+\beta+\gamma)$ is if all three of the variables $x_{i}, x_{j}, x_{e}$ are allowed to vary from their respective values $u_{1}, u_{1}, v_{2}$. Recall that the large value $\mu$ incurred by other assignments means that we only need to consider $\left(x_{i}, x_{j}, x_{e}\right) \in A_{1} \times A_{1} \times A_{2}$.

So, given a graph $G=\langle V, E\rangle$, define the objective function $f$ as follows.

$$
f(\mathbf{x})=\sum_{e=\{i, j\} \in E} h\left(x_{i}, x_{j}, x_{e}, x_{e 3}, x_{e 4}, \ldots, x_{e r}\right)
$$

where the feature vector $\mathbf{x}$ contains a feature $x_{i}$ for each $i \in V=\{1, \ldots, n\}$, a feature for each edge $e \in E$ together with $r-2$ features $x_{e 3}, \ldots, x_{e r}$ for each edge $e \in E$. Let $t=2(\alpha+\beta+\gamma) m-\epsilon$, where $m=|E|$ and $\epsilon$ is the smallest non-zero difference between values taken by the function $g$. Let $\mathbf{w}$ be the feature vector that assigns the value $u_{1}$ to each feature $x_{i}(i \in V)$, the value $v_{2}$ to each feature $x_{e}(e \in E)$ and the value $u_{k}$ to each feature $x_{e k}$ $(e \in E, k=3, \ldots, r)$. Then $f(\mathbf{w})=2(\alpha+\beta+\gamma) m>t$. By the argument in the previous paragraph, any AXp $S$ of $f(\mathbf{w})>t$ must contain for each edge $e=\{i, j\}$ of $G$, at least one of $i, j$, or $e$. Since $S$ is minimal, it cannot contain $e$ and $i$ (or $e$ and $j$ ) since the feature $e$ could be deleted to leave an AXp. If $S$ is a minimum-cardinality AXp of $f(\mathbf{w})>t$ which contains $e$ and neither of $i$ or $j$, then we can replace $e$ by $i$, i.e. $(S \backslash\{e\}) \cup\{i\}$ is also necessarily a minimum-cardinality AXp. So, from any minimum-cardinality AXp we can obtain a minimum-cardinality set $S$ which contains either $i$ or $j$ for each edge $\{i, j\}$ of $G$. We have therefore demonstrated a polynomial reduction from Minimum Vertex Cover.

To complete the proof we need to consider the case $\alpha+\delta>\beta+\gamma$. We can use the same construction and, in particular, the same functions $h$ and $f$. Now we have $\alpha+3 \beta+3 \gamma-\delta<2(\alpha+\beta+\gamma)$ and $3 \alpha+\beta+\gamma+\delta>2(\alpha+\beta+\gamma)$ since $\alpha+\delta>\beta+\gamma$. This means that when explaining $h\left(v_{1}, v_{1}, v_{2}, u_{3}, \ldots, u_{r}\right) \geq$ $2(\alpha+\beta+\gamma)$ we again have the three AXp's $\{i\},\{j\}$ and $\{e\}$, since it suffices to fix any one of the first three features to avoid the low-scoring assignment $\left(u_{1}, u_{1}, u_{2}, u_{3}, \ldots, u_{r}\right)$. The objective function $f$ is identical, but the instance to explain changes compared to the above proof: $\mathbf{w}^{\prime}$ assigns the value $v_{1}$ to each feature $x_{i}(i \in V)$, the value $v_{2}$ to each feature $x_{e}(e \in E)$ and the value $u_{k}$ to each feature $x_{e k}(e \in E, k=3, \ldots, r)$. As above, from any minimumcardinality AXp of $f\left(\mathbf{w}^{\prime}\right)>t$ we can obtain a minimum vertex cover of $G$, and we again have a polynomial reduction from Minimum Vertex Cover.

MinCardAXP ${ }^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$. We use an identical construction as above in the MinCardAXP ${ }^{+}$case, except for the subtle difference that the value $\mu$ assigned to feature-values that we wish to ignore is now a large negative value so that they have no effect on an explanation of a negative decision.

Let $\tilde{t}=2(\alpha+\beta+\gamma) m$. In case (1) (i.e. $\alpha+\delta<\beta+\gamma)$, for any minimumcardinality AXp of the negative decision $f\left(\mathbf{w}^{\prime}\right) \leq \tilde{t}$, there is a minimum vertex cover of $G$ and vice-versa. Similarly, in case (2) (i.e. $\alpha+\delta>\beta+\gamma$ ), for any minimum-cardinality AXp of the negative decision $f(\mathbf{w}) \leq \tilde{t}$, there is a minimum vertex cover of $G$ and vice-versa. Hence, we have a polynomial reduction from Minimum Vertex Cover.
$\operatorname{MinCARDCXP}{ }^{+}\left(\mathcal{T}_{\mathcal{L}}\right)$. In the case of contrastive explanations of a positive decision, we demonstrate a polynomial reduction from Clique. The function $f$ and the instances to explain are identical to those in the case of MinCardAXP ${ }^{+}$, but the value of the thresholds are different.

In case (1) (i.e. $\alpha+\delta<\beta+\gamma$ ), the instance to explain is $\mathbf{w}$, defined above, i.e. $\mathbf{w}$ assigns the value $u_{1}$ to each feature $x_{i}(i \in V)$, the value $v_{2}$ to each feature $x_{e}(e \in E)$ and the value $u_{k}$ to each feature $x_{e k}(e \in E, k=3, \ldots, r)$. $f(\mathbf{w})=2(\alpha+\beta+\gamma) m$. We say that the features associated with an edge $e=\{i, j\}$ of $G$ are $x_{i}, x_{j}$ and $x_{e}$. A decrease in the value of $f(\mathbf{w})$ occurs when (and only when) each of the three features $x_{i}, x_{j}, x_{e}$ associated with an edge $e=\{i, j\}$ change from $u_{1}, u_{1}, v_{2}$ to $v_{1}, v_{1}, u_{2}$. The resulting decrease in $f(\mathbf{w})$ is $2(\alpha+\beta+\gamma)-(3 \alpha+\beta+\gamma+\delta)=\beta+\gamma-\alpha-\delta$. So, to provoke a decrease of exactly $h(\beta+\gamma-\alpha-\delta)$, the features associated with exactly $h$ edges must be changed. Let $H=\left\langle V_{H}, E_{H}\right\rangle$ be the subgraph of $G$ corresponding to these $h$ edges. Let $t_{c}=2(\alpha+\beta+\gamma) m-\frac{k(k-1)}{2}(\beta+\gamma-\alpha-\delta)$. A CXp of $f(\mathbf{w})>t_{c}$ corresponds to a subgraph $H=\left\langle V_{H}, E_{H}\right\rangle$ of $G$ such that $\left|E_{H}\right|=\frac{k(k-1)}{2}$. The total number of features associated with the edges of $H$ is $\left|V_{H}\right|+\left|E_{F}\right|$. It follows that there is a CXp of $f(\mathbf{w})>t_{c}$ of size $\frac{k(k+1)}{2}=k+\frac{k(k-1)}{2}$ iff $G$ has a subgraph $H$ with $\frac{k(k-1)}{2}$ edges and $k$ vertices (i.e. a clique of size $k$ ). We have thus demonstrated a polynomial reduction from Clique.

In case (2) (i.e. $\alpha+\delta>\beta+\gamma$ ), the feature vector to explain is $\mathbf{w}^{\prime}$ which assigns the value $v_{1}$ to each feature $x_{i}(i \in V)$, the value $v_{2}$ to each feature $x_{e}(e \in E)$ and the value $u_{k}$ to each feature $x_{e k}(e \in E, k=3, \ldots, r)$. The threshold is now $t_{c}^{\prime}=2(\alpha+\beta+\gamma) m-\frac{k(k-1)}{2}(\alpha+\delta-\beta-\gamma)$. As in the proof of case (1), the minimum-cardinality CXp's of the positive decision $f\left(\mathbf{w}^{\prime}\right)>t_{c}^{\prime}$, correspond to cliques $H$ of $G$ of size $k$. Hence, again we have a polynomial
reduction from Clique.
MinCardCXP ${ }^{-}\left(\mathcal{T}_{\mathcal{L}}\right)$. In the case of contrastive explanations of a negative decision, we again demonstrate a polynomial reduction from Clique. We use the same function $f$ as in the MinCardAXP ${ }^{-}$case (i.e. identical to the function $f$ used in the MinCardAXP ${ }^{+}$case except that the value $\mu$ assigned to feature-values we wish to ignore is a large negative value).

In case (1) (i.e. $\alpha+\delta<\beta+\gamma$ ), the feature vector to explain is $\mathbf{w}^{\prime}$. The threshold is now $\tilde{t}_{c}=2(\alpha+\beta+\gamma) m-\frac{k(k-1)}{2}(\beta+\gamma-\alpha-\delta)-\epsilon$. The minimum-cardinality CXp's of the negative decision $f\left(\mathbf{w}^{\prime}\right) \leq \tilde{t}_{c}$ correspond to cliques $H$ of $G$ of size $k$. Hence, again we have a polynomial reduction from Clique.

In case (2) (i.e. $\alpha+\delta>\beta+\gamma$ ), the feature vector to explain is $\mathbf{w}$. The threshold is now $\tilde{t}_{c}^{\prime}=2(\alpha+\beta+\gamma) m-\frac{k(k-1)}{2}(\alpha+\delta-\beta-\gamma)-\epsilon$. The minimum-cardinality CXp's of the negative decision $f(\mathbf{w}) \leq \tilde{t}_{c}^{\prime}$ correspond to cliques $H$ of $G$ of size $k$. Hence, again we have a polynomial reduction from Clique.

## 10. Discussion and Conclusion

We have investigated the complexity of finding subset-minimal abductive or contrastive explanations for different families of classifiers. Explaining a decision is, in general, (co)NP-hard, but there are interesting tractable classes, i.e. classes of (constrained) threshold-based classifiers for which one explanation can be found in polynomial time. Interestingly, these classes coincide for abductive and contrastive explanations, but not for positive and negative decisions.

We have identified a strong link with the tractability of cost-function networks. However, since, as yet, there is no known characterisation of the complexity of cost-function languages over infinite domains, the existence of a language dichotomy concerning the complexity of finding an explanation for decisions taken by classifiers with real-valued features is still an open problem.

Instead of searching for one explanation, we may want to find many explanations. Unfortunately, the fact that a greedy algorithm can find one explanation in polynomial time provides no guarantee that explanations can be enumerated with polynomial delay. For linear classifiers, there is a polynomial-delay algorithm for enumerating abductive explanations [12],
and it is an open question is whether this is true for other families of classifiers. It is known to be false for monotone classifiers (assuming $\mathrm{P} \neq \mathrm{NP}$ ) [15].

Since the number of explanations may be exponential, we investigated the problem of finding a small but diverse set of explanations. Unfortunately, this problem is NP-hard even for linear classifiers. Another approach is to find the best explanation according to some simple criterion such as cardinality. The problem of finding a smallest explanation is tractable for the class of modular classifiers (which includes linear classifiers) but NP-hard for any proper extension of this class. Although our NP-hardness results coincide for abductive and contrastive explanations, it is known that the complexity of finding minimum-cardinality abductive explanations lies at the second level of the polynomial hierarchy [66] whereas finding minimum-cardinality contrastive explanations is at the first level (Proposition 11). Thus, in the case of minimum-cardinality abductive explanations, the complexity landscape among the NP-hard languages could reveal richer structure and is an interesting open problem.
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