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Abstract

The rapid progress of additive manufacturing (AM) technology in the last few decades has unlocked new po-

tentials for the injection molding industry by enabling the quick and cost-efficient manufacture of molds with

complex geometries. Despite the wide literature regarding experimental investigations on AM polymer-based

soft tools specifically produced to cope with low-volume production of small-sized injected parts, their lifes-

pan remains uncertain, and premature failures are often related to poor thermal performance. This paper is

devoted to the numerical study and enhancement of the heat transfer within a thermoplastic 3D printed in-

sert with cooling channels (CCs). Experimental thermal characterization is performed on printed composite

samples made of polycarbonate reinforced with carbon fibers, considered as tool material. The simulations

are performed on an industrial case, thereby facilitating a comprehensive validation of the proposed frame-

work. Parametric studies show a marked cycle time sensitivity to insert thermal conductivity within the

0.1−1.0W/(mK) range while demonstrating negligible influence on cycle times for polymer-polymer thermal

contact resistance values below 10−3m2K/(W). Furthermore, to find a suitable arrangement of the CCs’

layout, we propose here an accurate optimization methodology based on 3D overset meshes in the finite

element method context coupled to the augmented Lagrangian particle swarm optimizer. The optimized

bent CCs’ configuration enhances part surface temperature uniformity by 42% and reduces its temperature

delta by over 6◦C, all while employing 67% of the reference cycle time. The thermal shortcomings of the

thermoplastic AM mold, compared to its steel counterpart, are also addressed in this work.

Keywords: Cooling channels, Overset finite elements, Injection molding process, Thermoplastic mold,

Transient heat transfer, Stochastic optimization

1. Introduction

The injection molding process, comprising the injection of the molten polymer into a mold’s cavity to

solidify and yield the final product, is a prevalent method in the thermoplastic manufacturing industry

for its low cost and high production efficiency. The production of steel molds typically requires multiple
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machining operations, such as drilling and milling, which are time-consuming and costly. Consequently,5

their use is generally restricted to applications that involve high-volume manufacturing. Due to the change

of standard on the actual manufacturing industry from mass production to a made-to-order perspective, and

the necessity of the enterprises for quick development of new products, injection mold (IM) manufacturers

are often demanded for rapid tooling to deal with low-volume batches and rapid prototyping. In this context,

additive manufacturing (AM) emerged as a promising technology that enables to produce polymer–based10

molds with complex geometries at a lower cost while reducing the time of manufacture. Notwithstanding the

advantages of utilizing AM polymer-based molds, their thermomechanical properties are inferior to those of

steel molds. Specifically, they exhibit thermal diffusivity and elasticity modulus on the order of 100 times

lower, and a thermal expansion coefficient approximately 10 times higher, making the cooling of the part

in a reasonable time without mold failure a challenge. Indeed, the unpredictability of the tool life of such15

polymer–based inserts is the main concern of mold manufacturers nowadays, and the reason of many ongoing

research [1–4].

Rapid tooling, a term denoting the expedited production of molds or tooling components while bypassing

intricate and time-consuming mechanical procedures, can be classified into either ’soft’ or ’hard’ categories,

contingent upon the base material utilized, such as high-strength steel [5, 6] or softer materials like polymers20

[1, 2, 7], silicone rubbers [8], or epoxy resins [7, 9, 10]. This classification also extends to the differentiation

between ’direct’ and ’indirect’ production methods [7, 11], depending on whether the mold is fabricated di-

rectly via AM, for instance, or indirectly through casting on a master pattern. Soft tooling that incorporates

conformal cooling channels (CCs) can employ a hybrid manufacturing technique as well, involving the initial

3D printing of CCs using AM technology, followed by their subsequent deployment in an indirect process to25

cast a mold, with silicone rubber [8] or epoxy resin [12] as potential casting materials. While indirect tooling

usually requires more manufacturing steps and specific procedures for CCs’ material removal [10], AM can

overcome this by manufacturing a mold in one single step, which can eventually offer superior accuracy and

thermomecanical properties [8, 11]. Leveraging recent advancements in AM technology, particularly the

utilization of charged high-performance thermoplastic polymers [13, 14], the study and enhancement of the30

thermal performance of a soft polymeric mold directly manufactured by AM are the main concerns of this

work.

The feasibility of using AM polymer-based molds has been explored experimentally since a few decades

ago when Rahmati and Dickens [15, 16] employed a stereolithography (SLA) technique to produce a

resin mold that was able to produce a small batch of up to 500 parts. The produced parts were small35

(≈10×10×10mm3), thus no CCs were used, however, the cycle time had to be significantly increased to

avoid warpage and to achieve a proper mold temperature. Davoudinejad et al. [1] performed experimental

and numerical investigations of an AM mold insert made of a methacrylic photopolymer by the digital light

processing (DLP) technology to produce small parts (≈20×20×2.5mm3). By applying a design of exper-

iments (DOE) technique for different combinations of process parameters, they concluded that the best40

repeatability was obtained with the lower mold temperature and the longest cooling times. Mendible et al.

[5] conducted a comprehensive investigation that compared the thermomechanical behavior of rapid and

conventional tooling used for plastics injection molding, both experimentally and numerically. The inserts

were indirectly cooled by conformal CCs that were in contact with the steel mold plates. The polymeric
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insert (PI) demonstrated a limited lifespan, slightly exceeding 100 produced parts before failure occurred.45

Due to the low thermal conductivity of the PI, longer cooling, holding, and ejection times were necessary

to achieve the desired ejection temperature. Despite the reduced dimensions of the part, the results of the

study demonstrated that a cycle time over four times longer was needed compared to a conventional steel

insert. In addition, the PI demonstrated the highest degree of shrinkage variability and the most significant

temperature differences. A recent study of Bagalkot et al. [17] categorized early failures on AM soft injection50

molds. They identified the high tool temperature as the main cause of the short lifetime of such molds.

Bogaerts et al. [3] conducted a similar comparative study and found that temperature concentrations and

large variations were the primary cause of insert failures. Additionally, numerical models were shown to be

useful in designing plastic inserts and optimizing process parameters to improve thermal performance.

From such works, it becomes evident that effective thermal control measures for the design of AM55

polymeric molds are crucial, and accurate numerical simulations of the process represent a major gap in the

literature [18, 19]. Despite the number of recent studies on the subject, some inquiries remain unresolved,

for instance:

• To what extent is the cycle time impacted by the thermal conductivity of the polymer?

• Does the thermal contact resistance at the polymer-polymer interface play a crucial role during the60

cooling phase?

• How do CCs perform in AM polymeric inserts as compared to steel inserts?

• What level of improvement in temperature homogeneity of the part can be attained through the CCs’

optimization?.

One goal of this work is to shed light on these questions. The present study involves an actual industrial65

scenario where a conventional steel insert with CCs is currently utilized to manufacture parts made of

acrylonitrile butadiene styrene (ABS). The objective of this study is to evaluate the potential of replacing

the existing steel insert with a polymer-based counterpart. The selected polymer material for this study

is a polycarbonate matrix reinforced with carbon fibers. Its thermal properties are determined through

experimental measurements conducted on 3D printed samples produced by collaborators of the SAMFAST70

project, which focuses on the development of inserts using fused deposition modeling (FDM) technology.

Several 1D-3D parametric studies are performed by the finite element method (FEM) to assess the thermal

performance of the CCs inside the plastic insert. Furthermore, to address the aforementioned inquiries, a

numerical optimization methodology is presented, exploiting the flexibility of the AM process.

Great research efforts have already been put into developing numerical methodologies to find the best75

disposition of CCs inside conventional steel molds aiming to reduce warpage while improving productivity.

For instance, Agazzi et al. [20] developed an innovative methodology using the commercial FEM code

COMSOL based on a morphological approach in order to find the best temperature distribution over a

dilated 3D cooling surface aiming to improve the temperature homogeneity at the part surface during

the cooling stage. The methodology’s main advantage is that no a priori disposition nor shape of the80

CCs is required. In addition, the scheme can be extended to other processes, such as hot stamping and

over-molding [21]. On the other hand, as the scheme relies on the gradient–based conjugated gradient
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algorithm, the final solution is conditioned by the initial state employed and the possibility of falling into

a local minima arises. Furthermore, the CCs must be defined by the designer as a postprocess. Using the

stochastic genetic algorithm (GA), Mercado-Colmenero et al. [22] optimized circular CCs in IM for dual85

objectives: reducing cooling time and achieving uniform cavity temperature. Four design variables, covering

mold and coolant temperatures, inlet channel diameters, and spacing, were optimized. The mold’s insert

core was divided into hexagonal cells, each with six inlet circular CCs at cell corners and a common outlet

channel. The optimization process involved solving 1D analytical equations, validated through CFD and

heat transfer simulations in ANSYS Fluent and MOLDFLOW commercial software. While computationally90

efficient and suitable for complex geometries, this approach does not explicitly consider the 3D transient

heat transfer dynamics, potentially limiting optimal solution identification. In the work of Lam et al.

[23], a numeric tool based on MOLDFLOW coupled with the GA optimizer was developed to find the

best set of variables that minimizes the temperature deviation of the cavity surface of the mold. The

chromosome structure of the GA was conformed by 23 variables defining the disposition, flow rate, and95

coolant temperature of 3 conventional straight CCs. Because of the simplicity of the mold’s and part’s

geometries, the boundary element method (BEM) proved to successfully accomplish the optimization task.

Nevertheless, one main limitation of the BEM is that, due to its surface-based formulation, it can lead to

inaccuracies when significant heat transfer occurs within the domain’s volumes or highly complex shapes are

addressed. Li et al. [24] also employed the BEM along with a topology optimization (TO) approach to design100

CCs in an IM. This scheme successfully improved efficiency and uniformity. However, the methodology does

not exempt itself from relying on an initial proposal provided by the designer, and utilizes a simplified

cycle-averaged approach, which may overlook temperature fluctuations ranging from 14% to 40% or more,

depending on the distance between the CCs and the cavity surface [20]. A recent study conducted by Wang

et al. [25] introduced a comprehensive TO approach for the IM process. In their approach, the incompressible105

Navier-Stokes and energy conservation equations were addressed in a steady state using a pseudo-density

method. The TO was performed on a prescribed 2D domain, and based on the optimized results, a 3D

CCs’ layout was designed. Their methodology employed a thermal-load-based approach, where a thermal

heat flux proportional to the part thickness was applied to the cavity surfaces. This innovative approach

allows for the consideration of parts with varying thickness. However, it is important to note that their110

scheme disregards the 3D heat diffusion phenomena within the part and the thermal contact resistance at

the part-cavity interface, which may introduce discrepancies compared to the real heat transfer process.

In recent scientific literature [6, 26, 27], a novel methodology is proposed that involves the use of lattice

structures (LSs) within the CCs of molds. The primary objective of this methodology is to enhance tem-

perature uniformity during cooling and reduce cycle times by manipulating the porosity of the CCs using115

complex LSs. These structures can be customized to optimize heat flux distribution in areas of the part

that are challenging to cool, such as regions with substantial thickness, while simultaneously minimizing

heat flux in areas that cool rapidly, such as thin sections or corners. AM technology enables the produc-

tion of these intricate and innovative geometries. In the work of Kanbur et al. [6], body-centered cubic

(BCC) lattices were employed within tapered circular conformal CCs of a small mold made of steel using120

the direct metal laser sintering process. Their results showed that the introduction of six BCCs at specific

locations within the tapered conformal CCs’ layout yielded reductions in cooling times and temperature non-
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uniformity. However, it is important to note that the pressure drop increased significantly when compared

to CCs without BCCs. Balthazar et al. [27] arrived at similar conclusions, where BCCs and face-centered

cubic (FCC) lattices were tested numerically with ANSYS Fluent on a benchmark layout reproducing IM125

conditions. Contrary to [28], where only one BCC lattice design was proposed, four different (although

porosity-equivalent) geometries were addressed. Their study shows through qualitative and quantitative

results that the cooling efficiency is improved by reducing the maximum, mean, and standard deviation

temperatures over the working surface, potentially reducing cycle times. Further works involving LSs within

CCs were addressed by Yun et al. [26], where the porosity of FCC cells was able to change in the fluid flow130

direction by following three different patterns: increase-type, V-type, and W-type graded. By doing so, the

heat transfer coefficient and the pressure drop can be locally modified as needed seeking for temperature

homogeneity during cooling. Although the increase-type graded LS exhibited the lowest standard deviation

of the working surface, it showed lower performance in terms of the average heat transfer coefficient and

pressure drop compared to a constant-porosity LS. A step forward in complexity regarding AM pore struc-135

ture designs for heat transfer enhancement in IM involves using triply periodic minimal surface (TPMS)

structures, e.g., Schwarz-diamond and gyroid structures, as discussed in [29]. Their designs are generally

based on mathematical cosine-sine functions allowing to generation of shells of large exchange surfaces and

continuous internal channels, with the main goal of improving heat transfer efficiency while avoiding a dras-

tic increase in pressure drop. In the aforementioned work, the authors obtained a 40% reduction in cycle140

time by adding the printed photo-polymer TPMS structure manufactured by the DLP technology within

the CCs. While the optimization of such pore structures is in its early stages of investigation, they show

great promise for improving cooling efficiency in IM processes.

Further methodologies for CCs’ design can be found in the specific literature conceived for rapid tooling

based on a modular–parametrical approach [30, 31]. Such methodologies are based on performing an offset145

of the cavity surface to define a cooling design region which is then split into cells that are finally connected

through lattice structures to generate the final cooling passageways. Other CCs’ design methodologies

exploit the offsetting concept. For instance, in the work of Zhang et al. [32], conformal surface loops are

generated from the intersection of reference planes with the part surface. Then, offsets of the loops are

performed which are finally connected to achieve a spiral curve that will define the CC’s path. Goktas et al.150

[33] proposed a method for generating CCs in which the internal and external surfaces of the cavity are

first offset by a specified distance. The edges of the offset surfaces are then used as a reference to generate

equidistant paths, which are subsequently connected to produce the layout of the interior and exterior CCs.

We refer the reader to the articles [9, 28, 34] for a complete review of the aforementioned approaches. The

offset–based methodologies successfully accomplished the task of assisting the mold manufacturer in the155

design of CCs’ layouts, being able to outperform conventional straight configurations in terms of reduction

of cycle time and cavity temperature homogeneity improvement. However, contrary to optimization-based

design schemes [20, 21, 35], the thermal performance obtained by such approaches is limited, since being a

purely geometrical approach, the complex physical heat transfer phenomena involved during the injection

process are not taken into consideration in the design methodology.160

In this work, a novel overset-FEM based optimization scheme is proposed to find a suitable arrangement

of the CCs at the fixed and mobile parts of the PI. The algorithm is based on decomposing the transient
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heat transfer equations into three simple–to–mesh subdomains accounting for the injected part, the insert,

and the CCs, and then using a high–order interpolation algorithm to obtain a global solution of the system.

The accuracy of the coupling algorithm has been already tested by the authors of this work in heat transfer165

problems involving both stationary [36, 37] and transient [38, 39] scenarios. The scheme allows the generation

of high–fidelity structured meshes which can be anisotropically refined towards the regions where thermal

gradients are higher, such as the part–mold and the CC-mold interfaces. The overset scheme is coupled

to the stochastic algorithm Augmented Lagrangian Particle Swarm Optimizer (ALPSO) of the open source

code pyOpt [40], where 23 variables are proposed to define the layout of the CCs of the mobile and fixed170

parts of the mold, and an objective function term accounting for temperature homogeneity of the part and

the thermal gap between maximum and minimum temperatures. The appeal of the proposed optimization

technique relies on the fact that only the CC must be remeshed on each objective function evaluation. The

open–source software PETSc-FEM [41, 42], which is widely employed in the research community, is employed

for both the parametric and the optimization studies that are performed throughout this communication.175

This article is structured as follows. In Section 2, the study case of an actual industrial part produced by a

conventional multi–component steel mold with conformal CCs is introduced. In Section 3, a comprehensive

3D numerical model is described in detail and validated, and the heat transfer of the injection process

is studied. Furthermore, the thermal performance of the steel insert is compared numerically with that

obtained by an identical polymer–made insert and several parametric studies are performed. Subsequently,180

in Section 4 a 3D optimization methodology based on overset meshes and a reduced computational model is

proposed to optimize the CCs’ layout in order to improve the temperature homogeneity of the part during

the cooling stage. Then, in Section 5 the results of the optimization process are presented and discussed.

Finally, in Section 6, the main conclusions and future works are presented. The main limitations of employing

polymer–based molds with respect to using a steel molds are also given in the aforementioned section.185

2. Case of study

In this section, the main features regarding the geometry of the injected part under study and the multi–

plate injection mold are introduced. The piece considered in this work is an actual plastic part manufactured

industrially by partners of this project and it is represented in Fig. 1. The bounding box which encloses the

piece entirely is of dimensions 118× 130× 6mm3. Even though the geometry of the part does not present190

great complexity, its thickness varies markedly from 6mm at the borders, to 3.5mm towards its center (see

section view of Fig. 1). Such a variation represents a thickness ratio of roughly 1.7:1 which usually leads to

a non–uniform cooling of the part due to the lower rate of heat dissipation at the higher-thickness regions.

Certainly, such non–uniform cooling of the injected part eventually leads to the so undesired effects of uneven

shrinkage and warpage of the manufactured piece. In addition, the studied part is only symmetric on one195

axis, which makes it more suitable for the application of the optimization methodology proposed in this

work.

In Fig. 2 are shown the main components of the single–cavity mold used in the industry to produce

the plastic part addressed in this study. As shown in the figure, the multiple-plate mold of this study is

conformed mainly by the core back plate (ejector block), core plate (mold’s core), and the halve insert of200
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Figure 1: Detailed scheme showing the part geometry to be injected. Isometric, frontal, and section views are depicted. The

A-A section is defined by a cutting plane.

the mobile part, while the fixed part comprises the cavity back plate (cover block), the cavity plate (mold’s

cavity), and the insert cavity part. Our main objective in this work is to numerically study the feasibility,

in terms of thermal performance, of replacing the conventional steel insert (SI) shown in Fig. 2d with a

thermoplastic one made of polycarbonate reinforced with 10% of carbon fibers, referred to henceforth as

PC10%CF. As thermoplastic materials fall into the category of plastics, which in turn fall under polymeric205

materials, in this paper we will refer to the PC10%CF insert with either of these terminologies, or simply

PI. The temperature regulation of the plates is achieved through a series of conventional straight CCs, each

with a diameter of d = 9mm, as depicted in Figs. 2b and 2c. In contrast, the CCs implemented in the

insert adhere to a conformal cooling concept, maintaining a consistent diameter, as depicted in Fig. 2d.

The disposition of the CCs between the fixed and mobile parts is shifted 90◦ and the number of branches210

is different due to the geometrical constraints of the IM process, such as the positions of the ejectors and

fixation holes. The channels are placed on the same plane, being its distance with the cavity surface LP−CC

(see the detail view of Fig. 3) of roughly 21mm. Furthermore, in Fig. 3 it is shown a section of the

entire mold assembly where can be clearly observed the location and separation of the CCs inside each

component, and also the non-symmetrical disposition of the components. Because the part under study is215

not large enough to generate significant variations in the coolant temperature (further discussed in Section

3.4.3), a series channel arrangement is employed for the fixed and mobile parts of the steel insert, and this

configuration is maintained for the plastic insert design as well. Then, the pitch distances (space between

serial CCs’ axes, see the detail of Fig. 3) are 38mm and 43mm for the fixed and mobile parts of the insert,

respectively.220

3. Computational model of the injection molding process

A comprehensive and accurate numerical model is introduced in this section considering the most relevant

aspects of the injection molding manufacturing process. The FEM-based model comprises multiple 3D

domains, multiple thermal contact resistances, and multiple transient injection cycles. The relevant process

parameters are obtained from the partners of the project and described in detail. The thermal properties of225

the polymeric material to be used in the simulations are obtained from measurements performed on printed

samples of PC10%CF.
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Figure 2: Mold of the produced plastic part: (a) injection mold assembly, (b) fixed and mobile parts of the mold, (c) mold’s

cavity and core with their respective CC and insert halves, and (d) the insert halves with the CC disposition.

3.1. Heat transfer governing equations

At the beginning of the injection process, the molten polymer is injected at a temperature Tinj , which

is superior to the polymer fusion temperature, inside the mold’s cavity. Then, its heat is subtracted by230

conductive–convective mechanisms through the mold and the coolant fluid until reaching a desired ejection

temperature Teje for the part. After the part is ejected, the mold closes, the polymer is injected, and a new

cycle begins. Such a transient–cyclic thermal behavior is often modeled by averaged stationary approaches

[43, 44]. Since temperature fluctuations around average values can be as high as 40%, complete transient

heat transfer models are recommended when performing optimization [20], and is the approach followed in235

this work.

For the numerical heat transfer problem, the equations to be solved are those of the 3D transient heat

conduction problem with convective boundary conditions. The heat equations are solved on four domains

(see Fig. 4) accounting for the injected polymer Ω1, the insert Ω2, the mold Ω3, and the the cover block Ω4.

Then, the equations to be solved are the following:240

ρ1 Cp1
∂T1

∂t
= ∇ · (κ1∇T1) ∀T1 ∈ Ω1 × (0, tf ], (1)

ρi Cpi
∂Ti

∂t
= ∇ · (κi∇Ti) ∀Ti ∈ Ωi × (0, tc], (2)

where ρi, Cpi and κi stands for the density, heat capacity, and the thermal conductivity of the Ωi domain, Ti

is the unknown temperature of each domain, and tf and tc stand for the cooling and cycle times, respectively.

It is worth noticing that Eqn. (1) is solved only during the cooling stage, while Eqn. (2) is solved during

the complete cycle for the molds i = {2, 3, 4}.
The injection phase is modeled as an instantaneous non–perfect contact between the molten polymer at245

a temperature of Tinj , and the insert at a temperature obtained from the previous cycle. Such an approach

is allowed since the duration of the filling stage is negligible with respect to the other stages [20, 45]. In this

context, the following initial conditions are employed:

T1

(
t = 0+

)
= Tinj in Ω1, (3)

Ti

(
t = 0+

)
= Ti

(
t = t−c

)
in Ωi, for i = 2, 3, 4, (4)
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Cooling channels 
cover block

Cooling channels 
mold cavity

Cooling channels 
insert(cavity)

Insert cavity

Cooling channels 
ejector block

Cooling channels 
mold core

Cooling channels 
insert(core)

LP-CC

LD d

Figure 3: Cross section of the mold assembly showing the main components and the CCs’ disposition.

where Ti (t = 0+) = Ti (t = t−c ) means that the temperature field Ti of Ωi at the beginning of a given cycle

t = 0+ is considered to be the same as the temperature field at the final time of the previous cycle t = t−c .250

For the initial injection cycle, a steady-state solution is used as the initial condition in the molds, where a

convective boundary condition (discussed further in the following section) is applied to the cavity’s surface

instead of considering the domain of the injected part.

3.1.1. Definition of boundary conditions

Next are described the boundary conditions applied to each domain. Due to the non–perfect contact255

assumption between boundaries, the heat flux released by the injected part through its surface is modeled

Ω1 Ω2

Ω3

Ω4

Γ4(out)

Γ4(cc)

Γ3(cc)

Γ2(cc)

Γ3(out)

Γ3-4

Γ2-4 Γ1-2

Γ2-3

Figure 4: Two-dimensional scheme of the computational domains with their respective boundaries considered for thermal

analysis.
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as:

− κ1
∂T1

∂n
=

T1 − T2

TCR1−2
at Γ1−2 ∀t ∈ [0, tf ], (5)

where TCR1−2 corresponds to the thermal contact resistance at the part–cavity (Γ1−2) interface (see Fig.

4), and n stands for the outward normal of the Γ1−2 boundary. Analogously, Eqn. (6a) defines the heat

flux being absorbed by the insert through the cavity interface during cooling. Although Γ1−2 is identical

in geometry for the Ω1 and Ω2 domains and is therefore treated as a single entity in Eqns. (5) and (6a), a

differentiation will be discussed in Section 3.4.1 based on the non-perfect contact assumption.

−κ2
∂T2

∂n
=



T2 − T1

TCR1−2
at Γ1−2 ∀t ∈ [0, tf ], (6a)

heq(T2 − Tenv), at Γ1−2 ∀t ∈ [tf , tc], (6b)

T2 − T3

TCR2−3
, at Γ2−3 ∀t ∈ [0, tc], (6c)

T2 − T4

TCR2−4
, at Γ2−4 ∀t ∈ [0, tc], (6d)

After the cooling phase is finished, the part is ejected, and the Eqn. (6b) models the heat exchanged from the

cavity surface to the environment during the ejection phase (tf ≤ t ≤ tc), where Tenv stands for the ambient

temperature, and heq is the heat exchange coefficient which accounts for the convection and radiation. The

Eqns. (6c) and (6d) accounts for the heat exchanged at the Γ2−3 and Γ2−4 interfaces, respectively, where

TCR2−3 and TCR2−4 denote the thermal contact resistances at the corresponding interfaces. Furthermore,

and henceforth, n should be read as a vector that is perpendicular to the boundary surface mentioned on

the right-hand side of the equation, and it points away from the interior region of the domain considered on

the left-hand side. Similarly to Eqns. (5) and (6), the heat fluxes at the contact boundaries of Ω3 and Ω4

domains are modeled as:

−κ3
∂T3

∂n
=


T3 − T2

TCR2−3
at Γ2−3 ∀t ∈ [0, tf ], (7a)

T3 − T4

TCR3−4
at Γ3−4 ∀t ∈ [0, tf ], (7b)

and

−κ4
∂T4

∂n
=


T4 − T2

TCR2−4
at Γ2−4 ∀t ∈ [0, tf ], (8a)

T4 − T3

TCR3−4
at Γ3−4 ∀t ∈ [0, tf ], (8b)

respectively. The heat flux exchanged between the CCs and each i–th domain (for i = 2, 3, 4) is modeled as:

−κi
∂Ti

∂n
= hc(Ti − Tc), at Γi(cc)∀t ∈ [0, tc], (9)

being Tc the temperature of the cooling fluid, hc the convective heat transfer coefficient, and Γi(cc) denotes

the boundary between each domain and the CCs, as shown in Fig. 4. A temperature uniformity assessment260

of the coolant fluid during the cooling stage (further discussed in Sections 3.4.3 and 6.4) shows that such

variation is negligible, and allows the usage of a constant temperature of the coolant. Finally, the heat

transferred from the i-th mold to the environment by convection and radiation is modeled with the following

third-type condition:

−κi
∂Ti

∂n
= heq(Ti − Tenv), at Γi(out)∀t ∈ [0, tc], (10)
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where Γi(out) is the boundary of the domain in contact with the surrounding air (see Fig. 4). It is worth265

clarifying that Eqn. (10) is valid only for Ω3 and Ω4, since are the sole domains in contact with the ambient

air (see Fig. 4).

3.2. Conformal grid used for FEM analysis

In Fig. 5 it is shown the conformal mesh employed for the heat transfer numerical studies. The 3D mesh

is non-structured and it is conformed by a total of 6.442.206 tetrahedral linear elements, comprising a total270

of 1.169.447 degrees of freedom (DOF). A mesh convergence analysis was performed in order to choose the

most suitable discretization parameters. The element size of the mesh is roughly 0.5mm near the part and

the CCs’ surfaces, where the highest thermal gradients are developed, while the mesh is coarsened towards

the exterior boundaries of Ω3 and Ω4 domains, reaching an element size of 10mm. A detailed convergence

study and a validation of the numerical model compared to analytical solutions are reported in Appendix275

A. It is worth mentioning that wherever a TCR is set between two domain surfaces, an algorithm was

Figure 5: Conformal mesh used for the transient heat transfer FEM analysis.

developed in the framework of this work to duplicate the nodes on each domain in order to properly model

the temperature gap due to the non-perfect contact. Contrary to the work of Chen et al. [46], a conformal

mesh approach is followed here, and it is further discussed in Section 3.4.1.

3.3. Time step adoption criterion280

The sudden contact between the molten polymer and the colder cavity surface of the mold during the

injection stage can give rise to numerical instabilities when modeling this phenomenon [47, 48]. Since a

refined mesh is employed in this work at the cavity-part interface along with the unconditionally stable

Backward-Euler temporal integration scheme, the time step must be chosen accordingly to avoid thermal

shock due to the steep thermal gradients developed in the affected region. By using tetrahedral elements285
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and an implicit time-stepping scheme, a sufficiently high time step which accounts for the penetration depth

condition must be employed, which yields [48]:

∆t ≥ β
ρ Cp

κ
∆x2, (11)

where β is a constant of order 1, and ∆x is the element size at the contact region. By considering the

SI properties, an element size of h = 0.5mm, and β equal to the unity for linear tetrahedral elements

[48, 49], the minimum time step required to avoid thermal shock is ∆t ≥ 0.023s. Due to the markedly lower290

thermal diffusivity of the PI, the minimum required time step to avoid numerical instabilities increases to

∆t ≥ 1.162s. Regardless of the unconditionally stable temporal scheme, a compromise decision between

accuracy and computational cost must be considered when adopting ∆t. Based on a numerical study

performed to assess the impact of the time step adoption on the part and cavity temperatures (please see

Appendix B), a ∆t = 1s was adopted for the cooling (∆tf ) and ejection (∆te) stages of the SI. Since295

different cooling and ejection times are considered for the PI throughout the parametric and optimization

studies in this work, and considering that ∆t increment should be adapted on each case to the cycle time,

since only integer numbers of time steps can be handled by the FEM code, such values will be reported on

each particular studied case.

3.4. Thermophysical properties and injection molding parameters300

With the exception of the PC10%CF material, the remaining thermophysical properties were taken from

datasheets given by the mold manufacturer, which is a partner of the project, and are depicted in Table 1.

The injected material is considered to be the ABS P2MC provided by ELIX, which is an amorphous material

commonly used in the manufacturing industry because of its good mechanical properties. The material

properties of the steel types used in the multiplate-mold are presented in Table 1. Average properties305

of the injected and insert polymer materials were utilized, taking into account their working temperature

range. While this assumption reduces the solution accuracy, incorporating non-linearities in the FEM studies

would significantly increase the computational cost due to the large meshes, transient analysis, and multiple

injection cycles involved.

κ[W/(mK)] ρ [kgm−3] Cp [J/(kgK)] α [m2 s−1]

Ω1 - ABS (ELIX P2MC) 0.20 1030 1800 1.07× 10−7

Ω2 - Steel (AISI P20+S) 39.8 7840 470 1.08× 10−5

Ω2 - Polycarbonate 10% CF 0.33 1137 1349 2.15× 10−7

Ω3 - Steel (AISI P20) 32.5 7840 470 8.82× 10−6

Ω4 - Steel (AISI 1045) 44.9 7870 486 1.17× 10−5

Table 1: Material properties of the multi-plate mold and the injected polymer.

The main process parameters employed for the numerical simulations are depicted in Table 2. The310

cooling and cycle times, as well as the coolant temperature and the melted polymer injection temperature,

were given by the partners of the project. The heat transfer coefficient hc between the molds and the CCs

is estimated to be that according to a turbulent fluid (further discussed in Section 3.4.4), while the heat

12



Tinj [
◦C] hc

[
W

m2 K

]
tc [s] tf [s] heq

[
W

m2 K

]
Tenv[

◦C] Tc[
◦C]

240 10100 46 37 10 20 65

Table 2: Main parameters of the injection molding process used for the conventional steel insert provided by partners of the

project.

transferred by natural convection with the ambient air and by thermal radiation is modeled through an

equivalent coefficient heq [20], contemplating both transfer phenomena.315

3.4.1. Handling of thermal contact resistances

When two bodies at different temperatures come into contact the temperatures at the interface of each

body differ due to the existence of a heat transfer coefficient (the reciprocal of a TCR) that limits the

heat flow transferred from one body to the other [50]. This coefficient depends on factors such as the

surface rugosity of the tool, the injection pressure, and the wettability of the polymer, among others [51].320

Since non-perfect contacts are considered at the mold-mold and part-mold interfaces in this work, two main

approaches can be followed in the FEM context to cope with the different temperatures of each contact

surface: the conformal and the non-conformal mesh approaches [46] (see Fig. 6). For complex geometries,

the non-conformal mesh scheme followed by Chen et al. [46] (see Fig. 6a) for the simulation of a complete

IM process is more practical since each domain can be meshed independently. However, a projection is325

required due to the non-matching nodes, which induces an asymmetry of the system matrix that can affect

the convergence of the iterative solver. To facilitate the conformal scheme shown in Fig. 6b, an algorithm

was devised within the scope of this study to automatically duplicate nodes at the contact surfaces. Since

the domain boundaries are duplicated because of the addition of new nodes by the conformal approach

proposed here (see Fig. 6b), we will use henceforth the notation Γi−j to refer to the boundary of Ωi in330

contact with Ωj (red nodes of Fig. 6b). Analogously, Γj−i will be used to refer to the boundary of Ωj in

contact with Ωi (green nodes of Fig. 6b).

without TCR with TCR

ΩjΩiΩjΩi

(a) Non-conformal approach (Chen et al. [46]).

without TCR with TCR
Ωi Ωj

Γi-j

Ωi Ωj

Γi-j Γj-i

(b) Conformal approach (this work).

Figure 6: Conformal and non-conformal meshes approaches to handle the thermal contact resistances between interfaces.

To describe how the different TCRs are handled, let us consider the following algebraic form of Eqn. (1)

after a standard FEM Galerkin formulation is applied:

CṪ+KT = Q, (12)
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where C, K and Q are the global capacitance matrix, conduction matrix, and heat load vector, respectively,335

which are defined as:

C =

∫
Ω

ρCpN
TN dΩ,

K =

∫
Ω

κBTB dΩ,

Q =

∫
Γ

q NTdΓ,

(13)

being Bij = ∂Ni/∂xj , such that ∇T ≈ BT, and the temperature field is approximated as:

T (x, t) ≈ Nj(x)Tj(t) = N(x)T(t) for all x ∈ Ω, (14)

where Nj is the shape function associated to the node j of the discretized finite element space of Ω, and Tj

the unknown temperature of the node. Now, by using the unconditionally stable implicit backward Euler

scheme to integrate the transient heat transfer problem of Eq. (12), the algebraic problem yields:340

C
Tt+∆t −Tt

∆t
+KTt+∆t = Qt+∆t, (15)

where ∆t is the adopted time step. In a first instance assume that Ω is isolated, i.e. q = 0 at Γ. Then, by

rearranging the terms of Eqn. (15) we obtain:(
1

∆t
C+K

)
︸ ︷︷ ︸

AΩ

Tt+∆t =
1

∆t
C Tt︸ ︷︷ ︸

rhsΩ

, (16)

where AΩ refers to the thermal system matrix, and rhsΩ the right-hand side of the algebraic equation.

Then, extending Eqn. (16) for the multiple domains involved in the IM process, the following system is

obtained:345 
AΩ1 0 0 0

0 AΩ2 0 0

0 0 AΩ3 0

0 0 0 AΩ4



TΩ1

TΩ2

TΩ3

TΩ4


t+∆t

=


rhsΩ1

rhsΩ2

rhsΩ3

rhsΩ4

 , (17)

and consequently, by considering the heat transfer through the surfaces, the algebraic system to be solved

yields: 
A′

Ω1
−AΩ1Ω2 0 0

−AΩ2Ω1 A′
Ω2

−AΩ2Ω3−AΩ2Ω4

0 −AΩ3Ω2 A′
Ω3

−AΩ3Ω4

0 −AΩ4Ω2−AΩ4Ω3 A′
Ω4



TΩ1

TΩ2

TΩ3

TΩ4


t+∆t

=


rhsΩ1

rhs′Ω2

rhs′Ω3

rhs′Ω4

 , (18)

where AΩiΩj
stands for coefficients matrix added due to the heat flux at the contact of Γi − Γj , and can be

read as:

AΩiΩj =

∫
Γi−j

1

TCRi−j
NTNdΓ. (19)

Furthermore, due to the coupling between domains by the TCR condition, and the heat flux transfer to350

the CCs and/or the ambient (when apply), a mass matrix MΩi
is added to the AΩi

matrix of Eqn. (17),
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becoming A′
Ωi

in Eqn. (18). The mass matrix obtained for each domain is defined as:

MΩ1 =

∫
Γ1−2

1

TCR1−2
NTNdΓ, (20)

MΩ2
=

∫
Γ2(CC)

hcN
TNdΓ +

4∑
i=1

∫
Γ2−i

1

TCR2−i
NTNdΓ, (21)

MΩ3 =

∫
Γ3(CC)

hcN
TNdΓ +

∫
Γ3(ext)

heqN
TNdΓ +

4∑
i=2

∫
Γ3−i

1

TCR3−i
NTNdΓ, (22)

MΩ4
=

∫
Γ4(CC)

hcN
TNdΓ +

∫
Γ4(ext)

heqN
TNdΓ +

4∑
i=2

∫
Γ4−i

1

TCR4−i
NTNdΓ. (23)

Finally, the following load vectors related to the heat flux transferred to the CCs/ambient are obtained:

FΩ2
= −

∫
Γ2(CC)

hcTcN
TdΓ, (24)

FΩ3
= −

∫
Γ3(CC)

hcTcN
TdΓ−

∫
Γ3(ext)

heqTenvN
TdΓ, (25)

FΩ4
= −

∫
Γ4(CC)

hcTcN
TdΓ−

∫
Γ4(ext)

heqTenvN
TdΓ, (26)

which, after adding them to the right-hand side of the equation system, the modified rhs′Ωi
vector is obtained

for each domain. Then, the systems are solved in a monolithic manner in PETSc-FEM [42].355

Regarding the thermal contact resistance between the ABS polymer and the steel insert TCR1−2, a

constant value of 10−3m2 KW−1 is considered in this communication [44]. For the contact between the steel

molds, a constant value of 3.33× 10−5m2 KW−1 [46] is employed. Given the lack of specific information in

the literature on TCR for newly developed polymer matrix composites [52, 53], TCR values of the plastic

insert are approximated as follows: the TCR for the contact between the PC10%CF insert and the steel360

mold is taken to be 6× 10−3m2 KW−1 [54], and the polymer-polymer interface is modeled considering a

value of 10−2m2 KW−1 [53].

3.4.2. Measurements of thermal properties of the FDM insert material

The thermal conductivity of the 3D printed composite material PC10%CF was measured by the hot

guarded plate methodology [55] whose working principle is mainly based on a one–dimensional analysis of the365

Fourier law in stationary regime. To this end, a homemade device located at the laboratories of Laboratoire de

Thermique et Énergie de Polytech, Nantes Université, was employed. The dimensions of the printed samples

were 15×15×3mm3 and the exterior dimensions of the guard were 40×40×3mm3, and its inner dimension

20× 20× 3mm3. Both the samples and the guards were produced by a Lynxter S600D printer device, and

their infill was 100%. The thermal conductivity measurements were performed at temperatures from 40◦C370

to 125◦C. However, no temperature dependency of the material thermal conductivity was observed during

measurements. The temperatures of the hot and cold sides of the measurement device were controlled
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by cooling liquids whose temperatures were set by two thermoregulators LAUDA RP 855. The specific

heat of the PC 10%CF model material was determined at the laboratory as well, with a Q200 Differential

Scanning Calorimetry (DSC) device. The specific heat of the PC 10%CF material was analyzed in the range375

20◦C− 285◦C with single heating. The heating rate was 10◦Cmin−1 and the mass of the sample was 35mg.

From the DSC measurements, the Tg of the sample was identified to be at 142.2◦C. The value of the heat

capacity presented in Table 1 corresponds to a temperature of 100◦C, and is considered to be constant in

this work.

3.4.3. Temperature uniformity of the coolant380

Initially, the coolant is assumed to be water at 65◦C, and its flow rate is given by the thermoregulator

operational condition, which is considered to be in this work of V̇F = 9lmin−1 on the fixed and mobile

parts. By performing a heat balance assuming that all the heat subtracted from the part during cooling

is transferred to the CC, i.e., by neglecting the heat loss through the external mold boundary [43, 56], the

heat balance within the mold yields:385

Q̇P + Q̇CC = 0, (27)

where Q̇P is the rate of heat flow from the melted part estimated for an amorphous polymer as [57]:

Q̇P = − 1

tf
VPρP Cp

P

(
Tinj − T eje

)
, (28)

being vp and ρp the volume and density of the part, and Q̇CC being the rate of heat flow exchanged with

the coolant computed as:

Q̇CC =
10−3

60
V̇FρF CpF (Tco − Tci)︸ ︷︷ ︸

∆Tci−o

, (29)

where ∆Tci−o is the temperature difference between the inlet temperature Tci and the outlet temperature

Tco , while ρF and CpF are the density and the heat capacity of the fluid. From such estimation it is obtained390

that the temperature variation of the coolant is negligible, (∆Tci−o
≈ 0.3◦C), allowing the simplification

of the temperature variation inside the CCs to a constant value, which is a common practice in the IM

process modelling[9, 46, 58]. Even though the aforementioned simplification is employed throughout this

work, it should not be considered as a limitation of the optimization methodology (later depicted in Section

5), since the scheme could be directly extended to solve diffusion–advection inside the CCs to account for395

large variations of ∆Tci−o
, or, furthermore, to be coupled to the Navier-Stokes module of PETSc-FEM for

a complete conjugated heat transfer approach. This topic will be further discussed in the section 6.4.

3.4.4. Heat transfer coefficient in the CCs

The convective heat transfer coefficient between the bulk of the coolant fluid inside the channels and the

mold surface is estimated as follows:400

hc =
κFNu

d
, (30)

where κF is the thermal conductivity of the coolant, d is the hydraulic diameter of the passage, and Nu

stands for the Nusselt number which is obtained according to the Dittus-Boelter correlation for turbulent

flows, which states:

Nu = 0.023 Re0.8 Pr0.4, (31)
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where Pr and Re stand for Prandtl and Reynolds numbers, respectively, which are defined as:

Re =
ρF d vF

µF

, Pr =
CpF µF

κF

, (32)

where ρF , µF , and vF are the density, dynamic viscosity, and velocity of the fluid, respectively, and CpF is405

the heat capacity of the coolant at constant pressure. Consequently, the convective heat transfer coefficient

is estimated to be hc = 10100W/(m
2
K), which is in agreement with reported values usually employed in

injection molding processes [59] (10000W/(m
2
K) - 15000W/(m

2
K)). It is worth clarifying that the Dittus-

Boelter correlation is only valid within specific ranges of the Re, Pr, and length-to-diameter ratio values

[36], which are all well-suited in the present communication.410

4. Thermal performances of the steel and polymeric inserts

In this section, 3D FEM analyses are performed to assess and compare the thermal performance of the

insert previously depicted by considering the conventional steel material, and a polymeric material. The

suitability of the numerical model is assessed by an experimental investigation using a half-plastic half-steel

insert. Furthermore, one–dimensional FEM simulations are performed to study the sensibility of the process415

cycle time to parameters such as the thermal conductivity of the polymer, distance from the CC to the

injected part, and the thermal contact resistance at the cavity–mold interface.

4.1. Thermal performances of the steel and polymeric inserts

The results of the temperature obtained by the 3D heat transfer solutions at the part and the insert are

presented in Fig. 7. The governing equations were solved with the advection-diffusion module of PETSc-420

FEM by means of the Conjugated Gradient (CG) iterative solver. The time increment for the cooling and

the ejection stages of the PI were ∆tf = 3.7s and ∆te = 3s, respectively. The mean temperatures of a given

domain Ωi, and the mean temperature at its surface Γi at a time t, are computed from the FEM solution

as follows:

TΩi(t) =
1

Ωi

∫
Ωi

Ti(t)dΩi ≈
1

Ωi

nel∑
j=1

(
V j
i

4

4∑
k=1

T k
i (t)

)
, (33)

TΓi
(t) =

1

Γi

∫
Γi

Ti(t)dΓi ≈
1

Γi

nel∑
j=1

(
Aj

i

3

3∑
k=1

T k
i (t)

)
, (34)

where nel are the number of elements of a given i–th domain, and V j
i and Aj

i correspond to the volume and425

surface of a tetrahedral/triangular j–th element, respectively.

It can be observed from the results of Fig. 7 that the thermal performance of the PI greatly differs from

that of the SI for the same injection process parameters. Certainly, the difference between their thermal

diffusivity plays a critical role in cooling the injected part. It is observed from Figs. 7a and 7b that the

periodic steady-state (PSS) is quickly reached after the fourth cycle when using the steel insert, achieving430

a surface temperature of the part of ≈ 74.9◦C at the end of the cooling stage. This value aligns with the

demolding temperature requirement specified in the datasheet provided by the mold manufacturer, who is

a collaborating partner in the SAMFAST project, indicating a demolding temperature of 75◦C for ABS.
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The result of the FEM model is also consistent with results obtained by an analytical approach depicted in

Appendix A. Furthermore, the mean temperature of the part volume is ≈ 95.7◦C after cooling, which is435

below the glass transition temperature of the ABS material (Tg = 105◦C), recommended condition to eject

the part.

Nevertheless, as can be seen from Figs. 7c and 7d, the scenario for the thermoplastic insert is completely

different, since more than 20 cycles would be required to reach a PSS of the process. It is important to note

that, in this study, the attainment of the PSS is determined by the condition that the mean temperature440

difference on the cavity surface between two successive injection cycles is sufficiently small, with a criterion

set at a temperature difference of 0.5◦C. It can also be observed from Figs. 7c and 7d that the mean

temperature of the part is ≈ 208◦C at the end of the cooling stage, while the mean temperature of the

cavity surface of the PI is ≈ 175◦C. Evidently, the temperature of the part is very far from the ejection

temperature needed for ABS. Furthermore, the insert surface temperature surpasses by 32.8◦C the Tg of445

the PC%10CF (Tg = 142.2◦C).

In Fig. 8 are shown the temperature distribution at the insert surface (Γ2−3), and at the mold surface

(Γ3−2), which are in contact with each other, at the final of the ejection time once the PSS is reached.

Due to the non-perfect consideration between both surfaces, such temperatures are not equal. On the one

hand, it is observed from Figs. 8a and 8b that for the SI, the temperature distributions of both surfaces450

are similar. On the other hand, for the PI, a marked difference in the temperature distribution is observed

between the surfaces shown in Figs. 8c and 8d due to the higher value of the TCR and the great contrast

between the thermal properties of the materials in contact. Given the relatively stable nature over time

of the temperature field obtained at the mold and block surfaces which are in contact with the PI, i.e. at

Γ3−2 ∪ Γ4−2, such a temperature field will serve as a suitable basis for defining the BCs in the optimization455

task discussed in Section 5.

4.2. Experimental validation of the numerical model

The numerical model demonstrated its suitability when applied to the conventional SI case, and the

results were compared to the corresponding datasheet. However, before proceeding to the subsequent para-

metric and optimization investigations that constitute the primary focus of this work, it is essential to460

conduct further validation of the numerical model for the PC10%CF case. In this regard, the mobile part

of the PI insert with the original CC’s layout was manufactured using FDM. An experimental validation

involving a half-plastic, half-steel insert configuration is presented next.

4.2.1. Setup of the experience

Experimental essays were performed on an IM machine model ZERIES ZE1900, shown in Fig. 9, by465

employing the fixed part of the original SI, and the mobile part of the insert made of PC10%CF, shown in

Figs. 9c and 9b, respectively. For the experimental trials, the cooling time and the coolant temperature were

defined in tf = 200s and Tc = 20◦C, respectively. As the primary objective of the experimental assessment

was to validate the numerical model, rather than optimizing the cycle time to maximize productivity, the

ejection times were intentionally prolonged to ensure the attainment of a steady-state condition for each470

injection cycle. To ensure measurement repeatability, three ABS parts were systematically injected, aiming
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(c) Temperature evolution of the injected ABS and the thermoplastic insert mold.
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Figure 7: Temperature variations during the injection process of the ABS part: (a) by employing a steel insert, (c) by using a

thermoplastic insert.

for consistent results. To enable an accurate comparison, two simulation scenarios were considered: one

involving the presence of four steel ejectors within the plastic half (depicted in Fig. 9b), denoted as FEM

(WE), and another scenario where the ejectors were disregarded, denoted as FEM (WOE). For the numerical

simulations, ∆tf = 2s was adopted.475

Following the cooling phase, thermal images were captured using a FLUKE TiS75 thermal camera

to assess the temperature distribution of the mold and the injected part. To ensure precise temperature

readings, the emissivity value of the infrared (IR) camera was carefully configured. In order to determine the

accurate emissivity and reflectivity values of PC10%CF and ABS samples, a Bruker 80V spectrometer device

was utilized at the wavelength range corresponding to the IR camera. The detailed measurements conducted480

for emissivity determination can be found in Appendix C. Based on the acquired results, emissivity values

of 0.916 were assigned to the PC10%CF material and 0.929 to the ABS material, respectively.

4.2.2. Numerical and experimental comparison

Fig. 10a displays the surface of the injected part immediately after the mold is opened, while Fig. 10b

illustrates the surface cavity right after the ejection of the part from the mold. In both cases, a compre-485
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Figure 8: Temperature field obtained during the injection process of the ABS part: (a)-(b) by employing a steel insert, (c)-(d)

by using an identical thermoplastic insert.

hensive comparison is presented, featuring the actual photograph, the temperature field obtained through

the utilization of an IR camera, the postprocessed IR image, and the numerical solution, arranged from

left to right. Notably, the IR imaging was solely performed on the PI side, and it is important to acknowl-

edge that due to practical constraints, perpendicular imaging was not feasible, potentially introducing slight

uncertainties in the obtained temperature fields.490

From a qualitative perspective, it is observed in Fig. 10 a remarkable agreement between the temperature

fields obtained at the surface of the injected part, which is in contact with the SI during the cooling process,

and the cavity surface of the PI, when compared to the FEM (WE) simulation conducted using the numerical

model presented in this study. The images captured by the IR camera were subjected to postprocessing in

Paraview to ensure consistency with the colorbars employed for the simulation postprocess, and to facilitate495

the line plots performed in this section. It can be observed that the locations of maximum temperature

at both the part and cavity surfaces observed in the IR camera images are in good agreement with those

obtained by the FEM solution. A quantitative analysis of the results, as illustrated in Table 3, confirms a

high degree of agreement between the numerical and experimental data. The Tmax
Γ1−2

and TΓ1−2
values exhibit

a difference of approximately 2− 3◦C between the FEM (WE) solution and the temperatures obtained from500

the IR camera measurements. Furthermore, an excellent match is observed in the temperature distribution

at the surface of the injected part, with a difference of σ1−2 below 1◦C. It should be noted that TΓ1−2
and
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(a) (b) (c)

200mm 50mm 200mm

Figure 9: Multiplate mold: (a) mobile part with the thermoplastic insert detailed in (b), (c) fixed part with the reference steel

insert.

Part surface (steel side) Cavity surface (plastic side)

Tmax
Γ1−2

[◦C] TΓ1−2 [
◦C] σΓ1−2 [

◦C] Tmax
Γ2−1

[◦C] TΓ2−1 [
◦C] σΓ2−1 [

◦C]

IR camera 36.68 30.22 3.35 52.03 39.73 7.17

FEM (WE) 38.95 32.30 4.23 55.71 42.51 9.71

FEM (WOE) 39.26 32.96 4.17 56.07 45.36 8.16

Diff. IR-FEM (WE) 2.27 2.08 0.88 3.68 2.78 2.54

Diff. IR-FEM (WOE) 2.58 2.74 0.82 4.04 5.63 0.99

Table 3: Comparisons of the results obtained by the half-steel and half-plastic insert mold by the experiments compared to

numeric results.

σ1−2 values correspond to the specific region highlighted in magenta in Fig. 10. However, for the temperature

distribution at the cavity surface of the PI, the differences slightly increase to approximately 2◦C − 3◦C,

indicating a slight overestimation of the numerical simulation. This discrepancy can be attributed to several505

factors, including the assumption of constant thermophysical properties of the polymers with respect to

temperature, the accuracy of the TCR value, and the quality of the printed PI material.

The FEM (WOE) case, as indicated in Table 3, demonstrates a very good performance with respect to

experimental measurements as well. The TΓ2−1
value is nearly 3◦C higher compared to the FEM (WE)

case and exceeds the experimental results by ≈ 5◦C. This disparity is expected since the additional heat510

dissipated by the steel ejectors is disregarded in the FEM (WOE) scenario. However, the remaining reported

values exhibit a high level of agreement with the experimental data, particularly the standard temperature

deviations at the surfaces of the part and insert. These results hold particular importance as they provide

evidence that the numerical model exhibits minimal error when neglecting the ejectors. Further comparisons

are shown in Fig. 11 where the temperatures are plotted over vertical (A-A) and horizontal (B-B) lines placed515

at the geometrical center of the part and cavity surfaces. Good agreement of the temperature distributions

is observed as well. Based on the above, the numerical model is considered accurate enough for conducting
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Figure 10: Comparison of numerical and experimental results. From left to right: an actual photo showcasing the IM process, an

IR image capturing the thermal distribution, a postprocessed IR temperature field visualized in Paraview, and the FEM (WE)

simulation result also visualized in Paraview. In (a) is depicted the final state of the produced part following the completion

of the cooling cycle, while (b) shows the PI cavity immediately after the part ejection. Temperatures are given in ◦C.

the parametric and optimization studies described in subsequent sections of this article.

4.3. Sensitivity and order-of-magnitude analysis

The optimization of heat transfer in an IM process involves modifying specific physical and geometrical520

parameters to facilitate efficient heat dissipation from the injected polymer to the coolant. Despite the

extensive literature on parameter selection for steel molds, there is limited research focusing on a thorough

comprehension and appropriate application of these parameters for PIs [19].

By following the electrical analogy, i.e., considering the overall heat transfer on a composite wall as

the current passing through several conduction and convection serial resistances [60], and considering a525

symmetric 1D case as shown in Fig. 12a, the heat flux density (Q̇/S) transferred from the center of the part

to the CCs can be estimated as:

dQ̇

dS
=

TP − Tc

e/2

κ1︸︷︷︸
RP

+TCR1−2 +
LP−CC

κ2︸ ︷︷ ︸
RM

+
1

hc︸︷︷︸
RC

, (35)
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(a) Temperature at the part surface through two defined lines.
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(b) Temperature at the cavity surface trough two defined lines.

Figure 11: Temperatures comparison between the numerical and the experimental results along two lines at the part (a) and

mold’s cavity (b) surfaces, at the end of the cooling time.

where the numerator of the right-hand side stands for the temperature difference between the center of the

part TP and the coolant temperature Tc, and the denominator is the global thermal resistance which accounts

for the thermal resistances of the injected polymer RP of thickness e, the contact part-mold TCR1−2, the530

insert RM , and the convective resistance RC .

From the order-of-magnitude estimation of the table of Fig. 12b it is observed that for a SI, the resistances

leading the heat transfer are those represented by the injected part and the TCR. On the other hand, when

employing a PI, the mold resistance RM becomes also crucial in the heat transfer process, which is roughly

two orders of magnitude lower than that of the SI. Hence, it is of interest to study how the TCR and the535

RM impact on the tc for the polymer-based mold. The modification of parameters involving substantial

reductions in coolant temperature and extensions of the cycle time is common in PIs for achieving desired

ejection temperatures [1–3, 18]. In light of the detrimental effects of high mold temperatures and hot spots

on insert durability [3, 17], a coolant temperature of Tc = 10◦C is adopted for the numerical simulations

henceforth.540
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Injected part (Ω1)

Tc

Insert mold (Ω2) Channel

TCR1-2 RM=LP-CC/λ 2 RC=1/hcRP=e/(2   1)
TP 

(a) Scheme of thermal resistances.

e RP TCR RM RC

SI
6 ∼ 1.5× 10−2

∼ 1× 10−3 ∼ 5× 10−4 ∼ 1× 10−4

3.5 ∼ 7.5× 10−3

PI
6 ∼ 1.5× 10−2

∼ 1× 10−2 ∼ 6× 10−2 ∼ 1× 10−4

3.5 ∼ 7.5× 10−3

(b) Table of order-of-magnitude.

Figure 12: Overall stationary heat transfer electrical analogy between the core of the injected part and the CC surface. e is in

mm and the thermal resistances in m2 KW−1.

.

4.4. Influence of the insert thermal resistance on the cycle time

To assess the sensitivity of tc with respect to RM , transient heat transfer problems are solved involving

the Eqns. (1) and (2) on two 1D computational domains accounting for the injected polymer and the

insert. The sensitivity analysis is performed by increasing the κ2 from 0.1W/(mK) to 1.2W/(mK) in steps

of 0.1W/(mK). Furthermore, two distances of the CCs are considered: LP−CC = 21mm, which is the545

original disposition, and LP−CC = 9mm, which is the minimum distance recommended in the literature

(LP−CC ≥ d [28]). The remaining thermophysical properties remain unchanged (see Table 1). Then, the

parametric problem consists in finding the tc for a given value of the RM , i.e., for a given set of LP−CC and

κ2 values, which minimizes the following function:

f(tc, RM ) =

√(
T

ref
Ω1

− TΩ1(tc, RM )
)2

, (36)

where T
ref

Ω1
stands for the mean temperature of the injected part obtained by the SI at the end of the550

cooling stage, being 95.7◦C (see Section 4.1), and TΩ1
(tc, RM ) is the mean temperature of Ω1 for the study

configuration computed in the FEM 1D mesh as:

TΩ1(tc) =
1

Ω1

∫
Ω1

T1(tc)dΩ1 ≈ 1

Ω1

nel∑
j=1

(
Lj

1

2

2∑
k=1

T k
1 (tc)

)
, (37)

where Lj
i is the length of the j-th element of the mesh. The criterion that considers the mean temperature

of the part as ejection temperature was employed in this analysis following the work [44]. The 1D mesh

employed for the simulations comprised a total of 964 nodes refined toward the part-insert contact point.555

The time step was defined as 1s for both the cooling and ejection stages. Since a smaller ∆x was employed

for the 1D mesh compared to the 3D one, the usage of ∆t = 1s was also possible for the PI. The results

are presented in Fig. 13 where power-law functions were employed to fit the points. Results of Fig. 13

show that the tc of the injection process is very sensitive to both the conductivity value of the thermoplastic

insert and the distance between the injected part and the CC. For instance, for an injected part of thickness560
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Figure 13: Comparison of injection process cycle times for varying PI thermal resistance values and three different thicknesses

(e) of the injected part, in comparison to the cycle times achieved with a SI. SI cycle times correspond to fixed material

properties, outlined in Table 1.

4.5mm on a PI with κ = 0.1W/(mK), tc can take values of 22.7 and 8.2 times higher than that employed

by the actual SI with the reference configuration of the CC (LP − CC = 21mm) and the closer configuration

(LP − CC = 9mm), respectively. Such values of tc are reduced to 6.4 and 2.4 times higher than the time

required by the steel insert when κ = 0.33W/(mK) is considered. These findings carry significant impli-

cations, highlighting the need for extensive research to investigate high-performance polymers that exhibit565

thermal conductivities surpassing 1.0W/(mK). This is essential to ensure that PIs can maintain their com-

petitiveness in terms of productivity when compared to SIs. In fact, thermal conductivity enhancement of

polymers for heat exchanger applications is the main concern of recent research studies [61, 62].

4.5. Sensibility of the cycle time to the TCR

Further parametric studies were performed to assess the sensibility of the TCR at the part-insert interface570

on the cycle time. Numerical studies were performed for the PI and SI to compare such an influence in both

types of insert materials. Then, the objective of the parametric study is to minimize the function of Eqn.

(36), however, the mean temperature of the injected part TΩ1
(tc, RM ) now becomes TΩ1

(tc, TCR), being a

function of the cycle time and the TCR value, solely. The thermophysical properties of the part and insert

remain unchanged, and are those reported in Table 1. The distance between the CCs and the part surface575

corresponds to that of the original disposition (LP − CC = 21mm).

Fig. 14 presents the dependence of cycle times required to cool down the part to the ejection temperature

on TCR and part thickness. It can be observed that both the SI and PI cycle times are significantly influenced

by high TCR values, emphasizing the importance of considering it for numerical simulations. However, their

behavior differs, as the TCR of the SI can be disregarded only for values lower than 10−4m2 KW−1 without580

significant error, consistent with the literature [44]. In contrast, the TCR of the PI can be disregarded

for values lower than 10−3m2 KW−1 as the mold resistance starts to dominate heat transfer phenomena.
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Moreover, the results of Fig. 14 support the choice of the TCR value for the polymer-polymer contact

in Section 3.4.1, since values exceeding 10−2m2 KW−1 start to lose physical significance for a solid-solid

contact.585
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Figure 14: Cycle time required to achieve the ejection temperature of the part as a function of the thermal contact resistance.

4.6. 3D parametric study of the CC position

In light of a significant literature gap on the accurate assessment of thermal performance for PI with CCs,

this study conducts a parametric investigation to examine how the part surface temperature is impacted by

the proximity of CCs. Three discrete values, specifically 21mm (case 1), 15mm (case 2), and 9mm (case 3),590

are considered. 3D simulations with multiple injection cycles are executed for each scenario until reaching

the PSS. To enable an equitable comparison between the PI and SI, this parametric study aims to identify

the cycle time required to achieve a surface mean temperature similar to that of the SI (see Section 4.1).

To this end, a mean temperature range of [74◦C− 76◦C] is utilized as a criterion. In addition, the ejection

time is extended to up to 60s. A time of 5s was used for ∆tf and ∆te in the FEM simulations.595

As a result, the cooling times needed to reach the ejection temperature were 360s, 310s, and 240s for the

respective cases. It can be seen from Fig. 15 how the homogeneity of the temperature field obtained at the

end of the cooling stage decreases as the CCs get closer to the cavity surface. This can also be noticed in Fig.

16, where the temperature of the part surface is plotted in steps of 6◦C. From such results, it was observed

that 56.95%, 48.84% and 52.25% of the part surface temperature was between the range of [65◦C− 83◦C]600

at the end of the cooling time for the three cases, respectively. On the other hand, such a value was 100%

for the SI.

Further results are also depicted in Table 4, where the temperature homogeneity at the part surface is

assessed as follows [63]:

T dev
Γ1−2

=

∫
Γ1−2

(
T (tf )− T (tf )

)2
dΓ. (38)
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Figure 15: Results of temperature distribution at the part surface and heat flux density on the CC surfaces at the end of the

cooling stage for three positions of the CC.

It is worth noting that by normalizing Eqn. (38) with respect to the part surface area and taking the square605

root, the standard deviation of temperature, denoted as σ1−2, can be obtained. The values of Tmax
Γ1−2

and

Tmin
Γ1−2

in Table 4 represent the maximum and minimum temperature of the part surface at the end of cooling.

It can be noticed from Table 4 that, despite the CCs’ position, the temperature homogeneity of the part is

severely affected by the PI with respect to the SI. It can also be observed that Tmax
Γ1−2

increases as LP−CC

is reduced, increasing also the temperature gap ∆TΓ1−2 between maximum and minimum temperatures at610

the part surface. These elevated temperatures are probably the cause of hot spots in the insert, identified

as one of the main factors for its premature failure. Moreover, the results unveil contrasting temperature

gradients within the part thickness during the cooling phase. Notably, when employing the conventional SI,

a considerable temperature difference of almost 21◦C between the mean surface and volume temperatures is

observed. Conversely, the utilization of the PI yields significantly diminished temperature gradients ranging615

from 2◦C to 5◦C. This dissimilarity arises from the PI’s lower heat diffusivity, which restrains the rapid

dissipation of heat from the part, thereby promoting a more uniform cooling process which can eventually

lead to warpage reduction. In the next section, an optimization methodology is proposed to improve the

temperature homogeneity of the part surface while reducing its temperature gradients.

5. Optimization methodology620

Achieving temperature homogeneity in IM while maintaining a reasonable cycle time is a challenging

task. The use of PI exacerbates this difficulty due to the high temperature deviation at the part surface.

To address this issue, we present a novel optimization methodology in this paper that leverages the overset-

FEM technique and the ALPSO algorithm. Our methodology incorporates the flexibility of FDM technology,
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Figure 16: Temperature distribution on the part surface at the end of the cooling stage.

SI: orig PI: case 1 PI: case 2 PI: case 3

tf [s], tc[s] 37, 46 360, 420 310, 370 240, 300

LP−CC [mm] 21 21 15 9

Tc[
◦C] 65 10 10 10

TΓ1−2 [
◦C] 74.90 75.36 75.92 75.95

T dev
Γ1−2

[◦C2 m2] 0.13 2.99 2.91 2.87

σΓ1−2 [
◦C] 2.30 11.05 10.88 10.81

Tmax
Γ1−2

[◦C] 77.51 86.12 88.70 92.44

Tmin
Γ1−2

[◦C] 66.27 38.47 39.01 39.06

∆TΓ1−2 [
◦C] 11.24 47.64 49.69 53.38

TΩ1 [
◦C] 95.70 77.69 78.62 80.40

Table 4: Results obtained by the parametric study.

allowing the CCs to bend as needed.625

5.1. Consideration of a reduced computational domain

The time-independent temperature behavior at the Γ2−3 ∪ Γ2−4 interfaces was established in Section

4.1. Since the optimization procedure involves changing the geometry of the CCs, it is infeasible to solve

the full 3D model for each OFE. Instead, we employ a reduced computational model that considers only Ω1

and Ω2, using the full model results to establish proper boundary conditions at the insert. More precisely,

the transient heat transfer Eqns. (1) and (2) are to be solved in the reduced computational model for the

injected polymer and the PI only, with the initial conditions of Eqns. (3) and (4), and BCs of Eqns. (5)

and (6). Notably, instead of solving for T3 and T4, the contacts between the PI with the molds and blocks

of Eqns. (6c) and (6d) are modeled here as:

−κ2
∂T2

∂n
=


T2 − T full

3−2

TCR2−3
, at Γ2−3 ∀t ∈ [0, tc], (39a)

T2 − T full
4−2

TCR2−4
, at Γ2−4 ∀t ∈ [0, tc], (39b)
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where T full
3−2 and T full

4−2 are the temperature fields fixed in time obtained from the full 3D computational

model at Γ3−2 and Γ4−2, respectively, at the end of cooling. A linear interpolation is performed to transfer

the temperature field from the unstructured mesh employed by the full 3D model to a structured mesh used

by the reduced computational model employed in the overset–based optimization scheme described next.630

5.2. Overset mesh FEM methodology

To explain the overset scheme followed in the proposed optimization process, a two–dimensional scheme

of the insert (Ω2) and the injected polymer (Ω1) is considered, as shown in Fig. 17, where the transient

diffusion heat transfer equation needs to be solved. Let us assume that the reduced computational domain,

i.e. Ω1 ∪ Ω2, is described by the overlapping of the following domains (see Fig. 17a):635

• ΩCC accounting for the CCs’ description,

• ΩM comprising the entire insert domain,

• ΩP describing the surface cavity and the injected polymer.

A mesh is required to discretize each domain for the purpose of simulating the system, with thermophysical

properties ρ, Cp, κ assigned to each mesh element. In regions where the overset grid overlaps with Ω1, the640

mesh elements inherit properties of the melted polymer, while in zones where the grid overlaps with Ω2, the

mesh elements have the insert properties. The domain ΩP illustrated in Fig. 17 can be decomposed into

two disjoint subdomains, ΩP = ΩP1 ∪ ΩP2. Then, the system of equations to be solved yields:
A′

ΩP1
−AΩP1ΩP2 0 0

−AΩP2ΩP1 A′
ΩP2

0 0

0 0 A′
ΩM

0

0 0 0 A′
ΩCC




TΩP1

TΩP2

TΩM

TΩCC


t+∆t

=


rhsΩP1

rhsΩP2

rhs′ΩM

rhs′ΩCC

 , (40)

where it can be seen that the systems ΩP1 and ΩP2 are linked through the TCR condition at their interfaces,

however, they are not related to the mold domain ΩM . In addition, ΩM and ΩCC domains are also unrelated645

to each other in Eqn. (40). In order to obtain a global solution of the heat transfer equation within the

insert, the part, and the CCs, a coupling strategy must be performed to transfer information between the

overlapped domains. To this end, the accurate high–order coupling scheme of Storti et al. [36, 37] is employed

in this work, which is briefly described next for completeness of the article.

5.2.1. Nodes grouping650

After each domain has meshed, the nodes of each domain are grouped in sets according to their locations

and/or functionality. Therefore, considering a given domain ξ, three main nodes sets can be distinguished:

• set B for BC’s: boundary nodes of ξ which are coincident with the boundary nodes of Ω1,2, i.e.,

Bξ = {∂Ωξ ∩ ∂Ω1,2}, which are used to define the boundary conditions of the thermal problem,

• set I for interpolation: nodes located at the boundary of ξ that do not belong to Ω1,2 boundaries, i.e.,655

Iξ = {∂Ωξ \ ∂Ω1,2}, which are used to interpolate values between subdomains.

• set Z of internal nodes: nodes of ξ which are neither part of set B nor of set I, i.e., Zξ = {ξ\{Bξ∪Iξ}},
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(b) Domains structured meshing and nodes splitting.

Figure 17: Domain splitting framework for the overset Chimera scheme. In the detailed view the nodes splitting of each

subdomain. The remaining nodes are those of the set Z (interior nodes) and are not shown here.

A scheme of the defined boundary nodes and the interpolation nodes of each domain can be observed in Fig.

17b, where the subdomain meshes are schematized. The remaining nodes are assumed to be those from the

Z group, not plotted in Fig. 17 for clarity.660

5.2.2. Coupling of the heat transfer algebraic systems

Once the nodes of each domain are split into groups, a coupling strategy must be followed for transferring

information between domains to achieve a final solution of the system. To do so, consider Eqn. (40) only
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for domains ΩM and ΩCC , with their corresponding node-splitting, then the equation yields:

A
′BB
ΩM

A
′BZ
ΩM

A
′BI
ΩM

0 0 0

A
′ZB
ΩM

A
′ZZ
ΩM

A
′ZI
ΩM

0 0 0

A
′IB
ΩM

A
′IZ
ΩM

A
′II
ΩM

0 0 0

0 0 0 A
′BB
ΩCC

A
′BZ
ΩCC

A
′BI
ΩCC

0 0 0 A
′ZB
ΩCC

A
′ZZ
ΩCC

A
′ZI
ΩCC

0 0 0 A
′IB
ΩCC

A
′IZ
ΩCC

A
′II
ΩCC





TB
ΩM

TZ
ΩM

TI
ΩM

TB
ΩCC

TZ
ΩCC

TI
ΩCC



t+∆t

=



rhs
′B
ΩM

rhs
′Z
ΩM

rhs
′I
ΩM

rhs
′B
ΩCC

rhs
′Z
ΩCC

rhs
′I
ΩCC


. (41)

To solve for the interior and boundary values of the mold domain for a time t+∆t, we have:665

A
′BB
ΩM

TB
ΩM

= rhs
′B
ΩM

−A
′BZ
ΩM

TZ
ΩM

−A
′BI
ΩM

TI
ΩM

A
′ZZ
ΩM

TZ
ΩM

= rhs
′Z
ΩM

−A
′ZB
ΩM

TB
ΩM

−A
′ZI
ΩM

TI
ΩM

.
(42)

Since there are 3 unknowns and only 2 equations in Eqn. (42), the temperature values at the interpolation

boundary are obtained from the interior nodes of ΩCC as follows:

TI
ΩM

= ΠCC→MTZ
ΩCC

, (43)

where ΠCC→M is an interpolation operator which enables to couple both domains. Then, the full linear

system for ΩM is obtained as:

A
′BB
ΩM

TB
ΩM

= rhs
′B
ΩM

−A
′BZ
ΩM

TZ
ΩCC

−A
′ZI
ΩM

ΠCC→MTZ
ΩM

,

A
′ZZ
ΩM

TZ
ΩM

= rhs
′Z
ΩM

−A
′ZB
ΩM

TB
ΩM

−A
′ZI
ΩM

ΠCC→MTZ
ΩCC

.
(44)

Analogously, we can obtain a full linear system for ΩCC as follows:670

A
′BB
ΩCC

TB
ΩCC

= rhs
′B
ΩCC

−A
′BZ
ΩCC

TZ
ΩCC

−A
′ZI
ΩCC

ΠM→CCT
Z
ΩM

,

A
′ZZ
ΩCC

TZ
ΩCC

= rhs
′Z
ΩCC

−A
′ZB
ΩCC

TB
ΩCC

−A
′ZI
ΩCC

ΠM→CCT
Z
ΩM

,
(45)

where the values at the interpolation boundaryTI
ΩCC

of ΩCC are obtained through the interpolation operator

ΠM → CC . Then, the following reduced form of the Eqn. (41) is obtained:

A
′BB
ΩM

A
′BZ
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, (46)

where it can be noticed that both domains are linked by the interpolation operators. Since the resulting

systems are not symmetric, their solution can be obtained iteratively with the Bi-Conjugate Gradient Stabi-

lized (BiCGStab) or the Generalized Minimal Residual (GMRes) methods, being the latter the adopted one675

in this work. The iterative coupling algorithm, the high–order interpolation operator construction, and the

coupling accuracy–efficiency are out of the scope of this work, and we refer the reader for a deeper insight to
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the Refs. [36–38]. An identical coupling process is performed to transfer information between the ΩP2 and

the ΩM domains. The coupling between the ΩP and ΩCC domains is not considered in this work since their

respective meshes are not expected to face an overlap scenario. In this context, the ΩCC and ΩP domains680

can be treated as a single mesh in practice, i.e., the domains are meshed independently, and then a single

mesh is obtained by renumbering the nodes and connectivities of one of them.

5.2.3. Computational grids for the overlapped domains scheme

Each mesh of the components is conformed by structured tetrahedral linear elements, as shown in Fig.

18. The ΩP and ΩCC meshes are refined towards the regions of higher thermal gradients, where the685

∆xmax/∆xmin ratios are roughly 34.7 and 28.7, respectively; while the insert mesh is more uniform, being

such a ratio of approximately 3.6. A mesh convergence study was performed to assess the proper element

sizes needed for the overset scheme to properly capture the temperature field within the part, and to ensure

accuracy and efficiency of the coupling. The values of the most suitable multi-domain meshes are depicted

in Table 5. It is worth mentioning that the meshes are designed such that the element size ratio at the690

coupling interfaces is between 1 and 3 to guarantee accuracy of the FEM solution [36–38].

Domain DOF Elements ∆xmax [mm] ∆xmin [mm]

ΩM 1088261 5270400 4.23 1.16

ΩCC 555120 2464000 3.16 0.11

ΩP 94247 453600 4.17 0.12

Table 5: Details of the meshes employed for the overlapped scheme.

Figure 18: Structured meshes of the ΩP , ΩM , and ΩCC domains used for the optimization procedure with the overset scheme.

At the left of the figure, the three domains overlapped, and at the middle the ΩP (top) and ΩCC(bottom) meshes with their

respective detailed views at right. The background ΩM mesh is practically uniform, and the ΩP and ΩCC are anisotropically

refined towards the regions of highest thermal gradients.
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5.3. Optimization problem description

5.3.1. Mathematical formulation

The mathematical description of the optimization of the CCs’ configuration can be defined as:

min
x

Fobj(x)

subject to xiL ≤ xi ≤ xiU , for i = 1, ..., n

gj(x) = cmin − cj ≤ 0, for j = 1, ...,me,

h(x) = TΓP1 − T
(SI)
Γ1−2

≤ 0,

l(x) = TΩP1 − T
(SI)
Ω1

≤ 0,

(47)

where x is the vector of the design variables defining the layout of the CC of the fixed and mobile parts of695

the insert, Fobj(x) is the objective function to be minimized, gj(x) is a constraint function which prevents

an overset between the CC branches by ensuring a minimum distance cmin between its centers cj , h(x) and

l(x) are two constraints to ensure that the part and surface temperatures are below the value obtained by

the SI (see Section 4.1), and xiL and xiU are the upper and lower bounds of the design variables, respectively

(further discussed in Section 5.3.3).700

5.3.2. Objective function definition

The desired objective function to minimize comprises two terms, the first one, whose main objective is

to minimize the standard deviation of the temperature on the surface of the part, and the second, which

aims to reduce the gap between maximum and minimum values of the part temperature which indirectly

tends to reduce the hot-spots in the insert. Then, the objective function yields:705

Fobj(x) = w

∫
ΓP1

(
T (x, tf )− T (x, tf )

)2
dΓ

F10
+ (1− w)

Tmax
ΓP1

(x, tf )− Tmin
ΓP1

(x, tf )

F20
, (48)

where T̄ , Tmax
ΓP1

and Tmin
ΓP1

are the average, maximum, and minimum temperatures at the part surface,

respectively, F10 and F20 are normalization parameters, and w is a weighting factor that can take values in

the range [0,1]. In this analysis, the values obtained in case 3 of Table 4 are used for normalization, and a

value of w = 0.75 is considered following literature recommendations[35, 63].

5.3.3. Design variables of the CCs710

The design variable of the optimization problem is conformed by a total of 23 elements. Such variables

will define the position of the 16 points shown in Fig. 19, employed for the construction of both CCs’

domains, the one that is placed in the fixed part of the insert, and the one placed on its moving part.

Exploiting the fact that the injected part is symmetrical with respect to the y − z plane, once the points

of only one half of the insert are defined, the others are obtained by performing a proper reflection of the715

points. Then, the design variables are comprised in the vector x as follows:

x =
{
z1, z2, ..., z6, d1, d2︸ ︷︷ ︸
Mobile part CCs

, z7, z8, ..., z16, d3, d4, ..., d7︸ ︷︷ ︸
Fixed part CCs

}
, (49)

where the zi value controls the distance to the cavity of each i− th point. Furthermore, the CCs are allowed

to bend at the middle (see Fig. 19), and the pitch distances can be modified, which are controlled by the
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Figure 19: Variables employed to construct the CCs’ domain. The variables are designed to always consider a minimum of

9mm distance between the part-cavity and the CC surface.

di parameter defining the position in the x axis of a given CC branch i. Following instructions of the mold

manufacturer, in order for the new insert with the optimized CCs be able to fit in the original mold’s cavity720

and mold’s core (see Fig. 2), the entrances and exits positions of each CC must remain fixed during the

optimization process, thus they are not considered as design variables. The limits of each design variable

are defined in Table 6 and were defined according to the next assumptions:

• the z position for each variable considers a minimum distance between the injected part and the CC

surface of 9mm, and a maximum distance of 21mm,725

• the d position for each variable is thought for the channels to be capable of addressing as much as

possible of the insert domain, while avoiding superposition between them, i.e., each branch can move

within a restricted region within the insert.

Fixed-part cooling channels

z1 − z6 d1 d2

Vmin -27.61 -57.00 -19.50

Vmax -15.61 -37.50 -9.00

Mobile-part cooling channels

z7 − z16 d3 d4 d5 d6 d7

Vmin 16.11 53.40 27.80 2.20 -23.40 -58.00

Vmax 28.11 70.00 35.40 9.80 -15.80 -41.40

Table 6: Variables range for the cooling channels optimization of the fixed and mobile parts of the insert. The distances are in

mm.

The construction of the ΩCC mesh is performed automatically in SALOME [64] at each OFE with a python

script by following Algorithm 1.730
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Algorithm 1: Automatic construction of a structured 3D mesh for cooling channels

Data: Vertex positions given by the optimizer

Result: Structured 3D-mesh of cooling channels to be used by overset-FEM

Input: Vector with optimizer variables x

Output: xnod,icone,I,B,Z

1 use x to define vertex positions in the 3D space

2 reflect points over y − z plane

3 construct wire to define the axis of the CCs

4 perform fillet operations on the wire to smooth the CC curves

5 perform structured 2D meshes at the entrances

6 sweep the 2D mesh through wire obtained in point 4 → hexahedral structured 3D mesh

7 split hexahedral elements into tetrahedrons

8 define node groups B, I, Z

9 export: nodes coordinates (xnod), elements connectivities (icone), and groups B, I and Z

5.4. ALPSO optimizer

Regarding the optimization task, the ALPSO algorithm [65] is used in this work, which is able to solve

non-linear non-smooth optimization problems that can be subject to equality and/or inequality constraints.

The algorithm is an extended version of the original PSO method developed by Eberhart and Kennedy

[66], with the addition of an augmented Lagrange multiplier approach allowing to deal with constrained735

problems. [65]. Specifically, the ALPSO implementation of the open-source software pyOpt [40] was chosen

here due to the following reasons:

• the evolutive-based working principle of PSO makes it more effective than gradient-based optimizers

in approaching a global minimum [66],

• the parallelization capabilities implemented in pyOpt trough the mpi4py [67] library allows to perform740

a dynamic process management (DPM) to distribute each OFE evaluation on a different core,

• the open license of pyOpt allows its straightforward utilization on a High-Performance Computing

(HPC) cluster with the SLURM workload manager [68].

The last point is key due to the amount of OFEs required by stochastic-based optimization algorithms,

where (in this work) each one implies large meshes, transient simulations, and several injection cycles.745

5.4.1. Particle swarm optimization algorithm

PSO solves problems by considering a population of candidate solutions, namely particles, that move

through the search space according to mathematical laws that define their position and velocity. The

position and velocity of each particle of the swarm is defined by Eqns. (50) and (51), respectively, and each

constitutes a solution to the problem. First, each particle evaluates the objective function at its random750

initial position. Then, each particle is updated according to:

pk+1
i = pk

i + vk+1
i , (50)

vk+1
i = ωvk

i + c1r1(p
pb,k
i − pk

i ) + c2r2(p
gb,k
i − pk

i ), (51)
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where pb stands for the best value that the particle has achieved thus far; gb is the best particle among the

entire population; ω is the inertia weight factor; vk
i and pk

i are the particle velocity and position, respectively,

at iteration k; r1 and r2 are random numbers between (0,1); and c1 and c2 are called cognitive and social

parameters.755

5.4.2. Optimizer parameters

The convergence performance of stochastic-based optimizers, including the PSO algorithm, is parameter-

dependent and varies depending on the problem being solved [69–71]. Based on the study of Xueyan and

Zheng [71] a number of 40 particles was selected. Furthermore, the value of ω is set to change from an

initial ω1 to a final ω2 value during optimization to improve the convergence rate [72]. The authors of this760

work based the adoption of such parameters on the specific literature recommendations and confirmed their

suitability through numerical experimentation. The parameters used are depicted in Table 7.

Parameter Description Value

NSW Number of particles 40

NHD Number of neighbors 40

HoodModel Neighborhood model ’gbest’

vinit Initial velocity of particles 1.2

vmax Maximum velocity of particles 2.0

c1 Cognitive parameter 2.0

c2 Social parameter 1.0

ω1 Initial inertia weight 0.96

ω2 Final inertia weight 0.60

Table 7: ALPSO optimizer parameters employed in pyOpt.

5.5. Overset-based optimization workflow

The optimization workflow is conformed by two blocks (see Fig. 20): a preprocessing stage, which is

performed only once previous to the optimization procedure, comprising the CAD generation/manipulation765

of the insert and the injected part with their corresponding meshing, and an optimization stage which is

repeated at each OFE, involving the automatic CAD geometry and meshing generation of the CCs, along

with the overset scheme coupled with ALPSO. After the boundary conditions are applied to the B set

nodes of each domain, the detection of the interpolation nodes (I set nodes) is performed. Subsequently, the

interpolations operators are constructed for the algebraic coupling of the three domains, and the transient770

solution of the FEM analysis is obtained at each time step for each injection cycle. From the final global

solution, the objective and the constraints functions are computed. The values are passed to the optimizer,

and, if the stopping criteria is met while accomplishing the constraints, the optimization process is finalized.

Otherwise, a new set of variables is proposed for the CCs’ design and the process is repeated. A tolerance

value of ϵ = 0.01 and a maximum number of iterations of nmax = 600 were chosen as stopping criteria for775

the present communication.
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Figure 20: Workflow diagram of the proposed overset–based optimization scheme coupled with the population–based ALPSO

algorithm for the optimization of the CCs’ layout of a printed plastic mold. The preprocessing stage is computed only once.

The fact that the ΩP and ΩM domains do not change throughout the optimization procedure proposed

in this work allows for the construction of high–fidelity structured meshes that are maintained on each OFE.

Otherwise, a complete remeshing would be required on each OFE by conventional FEM approaches. Besides

the additional computational cost implied in remeshing the entire domain for fine meshes, the quality of780

the mesh would be relegated to the algorithm employed by the meshing software, forcing quality checking

before each FEM analysis. In case of changes in the geometry of the part to be injected, it will be required

by this approach to remesh solely such component of the computational domain, reducing the meshing

efforts. Furthermore, in case a different shape section of the CCs would need to be considered by the mold

manufacturer, only the python–based script (see Algorithm 1) to generate the CCs’ mesh would need to be785

changed.
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6. Optimization results and discussion

6.1. Convergence

The optimization process stopped at iteration 600, reaching the nmax value. Even though the convergence

tolerance was not reached, the convergence tendency can be clearly observed in Fig. 21. Each OFE took790

approximately 8hs of computation time on one single core, where on average 6-8 injection cycles must be

performed to reach the PSS in each case. The values of ∆tf and ∆te were set in 5s. The optimization

process was parallelized on 40 cores from the computer cluster of Le Centre de calcul intensif des Pays de

la Loire, and the entire optimization solution took roughly 5 days.
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Figure 21: Convergence of ALPSO with the overset methodology. The values obtained by the PI case 3 with LP−CC = 9mm

are used for normalization.

It is observed from Fig. 21 that a smooth and marked convergence rate was obtained by ALPSO coupled795

with the overset-FEM methodology. As the algorithm started the optimization task by proposing random

values of the design variables, ALPSO reached a value of Fobj = 1.46. However, as the optimization evolved,

a value of Fobj = 0.65 was finally achieved, representing a 35% of improvement with respect to the reference

case. Furthermore, in Fig. 22 are shown all the trials performed by the optimizer, proving that the stochastic

algorithm has widely explored the search space. The tendency to the final optimized configuration can be800

observed as well.

6.2. Optimized CCs’ layout analysis

The optimized configuration of the CCs for the fixed and mobile parts of the PI is shown in Fig. 23. It

can be seen that the disposition of the optimized CCs is very different from that originally employed in the

SI, obtaining a bend configuration where the mid-length of the CCs’ branches are closer to the part than805

the elbows. It is worth noticing that, in order to reduce the thermal gap between maximum and minimum

temperatures, the CCs tend to move away from the areas that cool the fastest, as part corners that have

large surface-to-volume ratios. The findings of this study align with prior research conducted by Tang et al.

[63] that evaluated the performance of optimized CCs on a 2D ribbed plate, whereby the resulting CCs were
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Figure 22: Configurations of the CCs proposed by ALPSO (black thin lines) and the best configuration achieved (red thick

lines).

situated further away from the corner regions of the plate. Moreover, the results are consistent with those810

reported by Agazzi et al. [20], wherein the optimized solutions indicated that higher coolant temperatures

were required in regions of the dilation surface that are proximal to edges, while lower coolant temperatures

were necessary for the inner regions of the part.

It can be also observed from Fig. 23 that the pitch distances in the mobile part of the PI remain roughly

constant, although such distances are significantly reduced in comparison to the SI CCs’ configuration815

(please see Fig. 23b). Regarding the optimized configuration of the CCs of the insert fixed part, it is

observed from Figs. 23a and 23c that the pitch distance is increased at the sharp corner of the lower part.

As aforementioned, due to the higher surface-to-volume ratios, such a region needs to cool down slower

than other internal regions in an attempt to achieve homogeneous cooling of the part. It can be further

observed from Fig. 23c that two branches of the CCs are close to each other and close to the cavity in the820

upper region of the injected part. Since the major thickness is located there, it becomes evident from the

results that more cooling capacity is required. By comparing the heat flux density at the CCs’ surface of

the original CCs’ disposition (see Fig. 15a) and that of the optimized configuration (Fig. 23), it can be

observed that the latter resulted in a qualitatively enhanced heat flow towards the CCs, as compared to the

original design.825

It was also of interest to compare the optimized solution with that of a non-bent CCs’ configuration.

Consequently, incorporating an average value of the optimized z-coordinates of Eqn. (49), while maintaining

the same optimized d-values, which correspond to optimized pitch distances but conventional straight CCs,

resulted in an objective function of Fobj = 0.81, with T dev
Γ1−2

= 2.21◦C2 m2 and ∆TΓ1−2
= 50.04◦C. This

indicates that the additional variables introduced in the optimization problem effectively outperformed the830

conventional straight CCs’ layout. This outcome can be attributed to the sensitivity of heat transfer within

the thermoplastic mold, as discussed in Section 4.4, where even slight changes in the LP−CC distance on the
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order of several millimeters can significantly impact the mold’s thermal performance. It is noteworthy that

the enhancement in heat transfer achieved by the proposed scheme may be constrained by the part’s geome-

try, suggesting the potential for further improvements in parts with intricate surfaces or deeper concavities.835

(   ) Side view 

(b) Front view 

(a) Isometric view 
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Heat flux density [W/m2]
(cooling channels' surface)

7 1000 2000 3000 420036 47 57 67 77 92
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c

Figure 23: Temperature field obtained at the part surface and heat flux through the optimized cooling channels’ configuration

at the end of the cooling stage.

6.3. Thermal performance of the polymeric insert with optimized CCs

It is shown in Fig. 24 the temperature distribution at the part surface obtained by the optimized CCs’

configuration. It is observed that, compared to the reference case (PI: case 3), the temperature distribution is

more concentrated near the ejection temperature, where 74.04% of the part surface is between [65◦C− 83◦C].840

The results of the parametric study performed on the PI in Section 4.6 were recalled in the figure for the

convenience of the reader.

Further quantitative results are presented in Table 8 where it is observed that for the same IM time

parameters of the PI (case 3), i.e. tf = 240s and tc = 300s, the optimized configuration was able to obtain

a reduction of the TΓP1
of almost 5◦C lower compared to the reference case while markedly reducing T dev

ΓP1
845

in 42%. Furthermore, a reduction of 6.46◦C in the temperature gap between maximum and minimum

temperature values was also achieved by the optimized layout. It is interesting to notice that the maximum

temperature obtained by the optimized configuration (86.95◦C) at the end of the cooling stage is roughly

the same as the one obtained by the PI: case 1 (86.12◦C); nevertheless, the cooling time required by the

optimized configuration is 33% lower than the one required by case 1.850

The results of Table 8 also exposed the limitations of the thermal performance of such PIs in comparison

with steel-made ones, since T dev
ΓP1

of the latter is more than 12 times lower compared to that obtained by

the PI with optimized CCs. Moreover, the value of ∆TΓP1
of the SI is roughly 3 times lower compared

40



35-41 41-47 47-53 53-59 59-65 65-71 71-77 77-83 83-89 89-95
0

10

20

30

40

50

Temperature gap [◦C]

S
u
rf
ac
e
p
er
ce
n
ta
ge

(p
la
st
ic
)
[%

)]

Plastic insert: case 1
Plastic insert: case 2
Plastic insert: case 3
Plastic insert: optimized CCs

Figure 24: Temperature distribution on the part surface at the end of the cooling stage obtained by the optimized CCs’

configuration.

to that obtained by the optimized PI, and Tmax
ΓP1

is approximately 10◦C higher in the plastic mold. Not

surprisingly, it is found in the literature that PIs usually lead to higher working temperatures and higher855

warpage compared to SIs. These results suggest that more research efforts should be put into developing

new composite materials capable of reaching higher thermal conductivity values to reduce the cycle time of

the IM process while improving the overall thermal performance of the mold.

6.4. Convective boundary validation by CFD simulation

This subsection presents the validation process for the heat transfer coefficient estimation obtained from860

the Dittus-Boelter correlation through the utilization of CFD simulations. The focus of these simulations is

to solve for the velocity field inside the pipes using the Navier-Stokes module of PETSc-FEM. Two scenarios

are examined: the first scenario encompasses the original arrangement of the CCs in the PI, while the second

scenario incorporates the optimized CCs’ arrangement.

6.4.1. CFD model865

In these 3D simulations, a steady-state condition is assumed for the fluid, which operates under tur-

bulent flow conditions (Re ≈ 16611). To accurately capture the flow behavior, the SST k − ω turbulence

model with the Reynolds-Averaged Navier-Stokes (RANS) approach is employed. It is important to note

that the CFD computation is focused exclusively on the reduced computational model, where the velocity

and pressure fields are solved solely within the insert domain, as shown in Fig. 25. The SUPG-PSPG870

(Streamline Upwind Petrov-Galerkin - Pressure Stabilization/Petrov-Galerkin) stabilization technique [73]

is used here to cope with the convective-dominant flow problem. Considering that the variations in fluid

temperature are not expected to significantly affect the dynamics of the coolant (as elaborated in Section

3.4.3), a weak coupling strategy is implemented. This approach entails solving the velocity and pressure

fields independently until convergence is achieved. Subsequently, the obtained velocity field is employed to875
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SI: orig PI: case 3 PI: case opt.

tf [s], tc[s] 37, 46 240, 300 240, 300

LP−CC [mm] 21 9 -

Tc[
◦C] 65 10 10

TΓP1
[◦C] 74.90 75.95 71.18

T dev
ΓP1

[◦C2 m2] 0.13 2.87 1.65

σΓP1
[◦C] 2.30 10.81 8.19

Tmax
ΓP1

[◦C] 77.51 92.44 86.95

Tmin
ΓP1

[◦C] 66.27 39.06 40.02

∆TΓP1
[◦C] 11.24 53.38 46.92

TΩP1
[◦C] 95.70 80.07 76.65

Table 8: Results obtained by the optimized CCs compared to reference cases. Results of the cases SI: orig. and PI: case 3 are

recalled here for the reader’s convenience.

solve the transient convection-diffusion equations in the fluid (ΩF ), insert (ΩM ), injected part (ΩP ), and

cooling channel domain (ΩCC). A zero velocity condition is imposed in the latter three domains.

6.4.2. Fluid domain discretization and boundary conditions

A structured mesh was utilized to discretize the fluid domain, comprising a total of approximately

6.240.514 tetrahedral elements. Specifically, ΩF of the mobile part of the mold was represented by 2.821.084880

elements, while ΩF of the fixed part was discretized with 3.419.430 elements. The mesh configuration aimed

to ensure precise computation of the velocity field and pressure losses, with careful consideration given to

positioning the nodes closest to the wall within the viscous sublayer (y+ < 5) to obtain accurate solutions.

Boundary conditions applied to CCs included a flow rate of V̇F = 9lmin−1 at an inlet temperature of

Tc = 10◦C. At the surface of the CCs, a non-slip boundary condition was enforced. The outlet was885

characterized by a zero pressure condition and an adiabatic condition. The remaining thermal boundary

and initial conditions corresponded to the specific PI cases, designated as PI: case 1 and PI: case opt.,

as outlined in the previous sections. Time steps of ∆tf = 5s and ∆te = 5s were employed. The physical

properties of the coolant adopted in the simulations comprised ρF = 999.75kgm−3, CpF = 4200J/(kgK),

µF = 1.30 × 10−3Pa s, and κF = 0.578W/(mK), representing the density, heat capacity, dynamic viscosity,890

and thermal conductivity of water, respectively.

6.4.3. CFD results

The streamlines of the velocity field derived from the CFD simulations are depicted in Fig. 26 and

colored by velocity magnitude values. The CFD solver reported maximum and mean y+ values of 4.69 and

0.84, respectively. Due to the presence of pronounced elbows in the CCs, recirculation and stagnation zones895

of the fluid were identified from the velocity field, which could eventually induce variations in the convective

heat transfer coefficient, thereby resulting in non-uniform cooling of the part. Nevertheless, upon solving

the convection-diffusion equations in the fluid and solid domains, the temperature field results depicted

in Fig. 27 demonstrate that the temperature increase in the fluid, despite localized heating caused by
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Figure 25: Boundary conditions and structured mesh employed in the CFD validation.

the stagnation points, is negligible. This is evident from the mean outlet temperatures of 10.016◦C and900

10.021◦C for the mobile and fixed CCs, respectively, observed in Fig. 27a. Additionally, it is pertinent to

observe that the coolant temperature remains remarkably stable due to the low heat diffusivity exhibited by

the insert material, yielding minimal temporal variations. By recalling the heat balance of Eqn. (27) and

considering tf = 360s, the resulting temperature increase in the coolant is estimated to be approximately

∆Tci−o
≈ 0.032◦C. This estimation is in good agreement with the numerical results obtained. Moreover,905

the optimized CCs’ configuration, characterized by a higher heat flow rate, leads to mean fluid temperatures

at the outlet of 10.050◦C and 10.065◦C for the mobile and fixed CCs, respectively. These results align

consistently with the estimation provided by Eqn. (27), which predicts a temperature increase of ∆Tci−o
≈

0.049◦C for tf = 240s.

The solutions of the mean temperatures of the part volume, part surface, and cavity surface obtained910

by the CFD approach are depicted in Fig. 28. The solutions are compared to those obtained by employing

the convective boundary condition of Eqn. (9), with hc = 10100W/(mK) and Tc = 10◦C. From the

figure, it is evident that both approaches yield negligible temperature differences. Specifically, the mean

temperature differences of the cavity surface, part surface, and part volume obtained using both approaches

are consistently below 0.2◦C once the PSS is reached in each case. This minimal temperature difference can915

be attributed to the fact that, as discussed in Section 4.3, the convective heat transfer coefficient does not

play a dominant role in the heat transfer from the injected part to the CCs. Instead, the length between

the part and the CCs, as well as the thermal conductivity of the PI, are more significant factors. The
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(a) Streamlines of the velocity with the original CCs. (b) Streamlines of the velocity with the optimized CCs.

Figure 26: CFD analysis of the cooling fluid inside the channels of the fixed and mobile parts of the insert, for both configura-

tions, the reference and the optimized one.

adoption of the convective boundary condition is further justified by the negligible variations observed in

the coolant fluid temperature, as reported earlier. These results validate the consistent use of the convective920

boundary condition throughout the optimization process. Furthermore, Fig. 28 illustrates the time savings

achieved with the optimized CCs’ configuration compared to the reference configuration. While the original

CCs’ configuration requires 8 cycles (3360s) to reach the PSS, the PI with the optimized CCs’ configuration

achieves the same state in only 6 cycles (1800s).
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(a) Original configuration.

(b) Optimized configuration.

Figure 27: Temperature field of the CCs at the end of the cooling stage once the PSS is reached. Tmean
out,f and Tmean

out,m stand for

the mean temperatures at the outlet CCs’ surfaces of the fixed and mobile parts of the insert, respectively. Analogously for

the maximum and minimum values.
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(b) PI with the optimized CCs’ configuration.

Figure 28: Comparison of the results obtained by using a convective heat transfer coefficient (hc) with respect to the results

obtained by using CFD analysis of the cooling fluid inside the channels. The original (a) and optimized (b) configurations were

assessed.
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7. Concluding remarks and future work925

This work began with precise 3D finite element transient simulations to assess the feasibility of replacing

a traditional steel insert, featuring conformal cooling channels, with a thermoplastic alternative manufac-

tured via fused deposition modeling. Experimental validation through thermal imaging of a half-steel,

half-plastic mold scenario allowed us to validate the numerical model, achieving minimal temperature dis-

crepancies. Simulations results under the steel-case processing parameters showed that, despite the usage930

of cooling channels, the mold’s cavity surpassed by 32.8◦C the glass transition temperature of the carbon

fiber-reinforced polycarbonate, risking mold failure and preventing ABS polymer ejection. Consequently,

modifications to the process parameters and the cooling channel design framework were mandatory, resulting

in the following main findings from parametric studies on the plastic mold:

• High sensitivity of cycle times to mold thermal conductivity was observed in the 0.1 − 1.0W/(mK)935

range, e.g., a 0.1W/(mK) polymer resulted in a cycle time 22.7 times longer compared to steel, while

the 0.33W/(mK) composite reduced it to 6.4 times.

• Polymer-cavity thermal contact resistances below 10−3m2K/(W) have a negligible impact on the cycle

time for the polymeric insert, while this threshold shifts to 10−4m2K/(W) for the steel counterpart.

• Decreasing the cavity-to-CCs distance negatively impacted mold thermal performance, increasing the940

maximum temperature at the part’s surface and potentially leading to hot spots.

• Reduced heat dissipation led to smaller through-thickness thermal gradients, with 2-5°C differences in

surface and volume temperatures, compared to 21°C with the steel insert.

• Regardless of cavity-to-CCs distance, increased non-uniformity at the part’s surface was observed, with

standard deviations of roughly 11◦C, in contrast to 2.3◦C obtained with the steel reference insert.945

Finally, the proposed scheme to optimize the CCs’ layout based on overset meshes coupled with the particle

swarm-based optimizer showed favorable convergence rates, resulting in a 42% reduction in the tempera-

ture deviation term, a decrease of more than 6◦C in the maximum temperature difference on the part’s

surface, and a nearly 5◦C reduction in its mean temperature. Accurate CFD simulations validated the bent

CCs’ configuration obtained by the proposed optimization framework. Future work will focus on manufac-950

turing and experimentally studying the thermal performance of the plastic insert with the optimized CC

configuration, as well as on enhancing the thermal conductivity of the insert material.
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Appendix A. Mesh convergence and analytical comparison

Appendix A.1. Mesh convergence

For mesh convergence analysis, the cyclic 3D transient heat transfer problem was solved on three meshes960

(M1;M2;M3) with different refinement levels. Anysotropically refined unstructured meshes with tetrahedral

elements were constructed with SALOME [64]. The meshes were constructed so as to have a refinement

towards the regions with higher gradients, such as the part–mold, mold–mold, and CCs–mold interfaces. In

Table A.1, the number of cells of each mesh, the maximum ∆xmax and minimum ∆xmin element sizes, the

mean temperature of the part surface TΓ1−2
and volume TΩ1

, and the terms accounting for temperature965

uniformity T dev
Γ1−2

and temperature gap ∆T at the part surface are reported. In addition to the data presented

in Table A.1, the mean temperatures of the insert surface TΓ2−1 and volume TΩ2 , and part surface and volume

TΩ1
, are plotted in Figs. A.1a and A.1b. It is observed from the results that the M1 mesh overestimates the

insert temperatures, while the part temperatures are underestimated for such a mesh. The results improve

as the mesh is refined. Finally, and for the sake of accuracy, the M3 mesh is adopted for the analyses.

Elements ∆xmax/∆xmin[mm] TΓ1−2 [
◦C] TΩ1 [

◦C] T dev
Γ1−2

[◦C2 m2] ∆T [◦C]

M1 783599 20/3 73.92 88.68 0.136 10.42

M2 2195775 15/1.5 74.71 93.39 0.132 11.01

M3 6442206 9/0.5 74.90 95.70 0.130 11.24

Table A.1: Mesh convergence results.
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Figure A.1: Mesh convergence study.

970

Appendix A.2. Analytical estimation of the cavity mean temperature

It is possible to estimate the cycle averaged temperature Tm at the cavity surface of the mold analytically

by employing the following expression [28, 43] which considers a simplified 2-D transient heat transfer
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problem:

Tm = Tc +
ρpCpp

e
2

(
2κmLD + hcπdLP−CC

)(
Tinj − T eje

)
hcπdκmtc

, (A.1)

where ρp, Cpp and e are the density, heat capacity and thickness of the injected part, κm denotes the975

thermal conductivity of the mold, and LD and LP−CC are the pitch and part-to-CCs distances, respectively.

By considering the thermophysical properties of the ABS injected polymer and the steel insert reported in

Table 1, the IM process parameters of Table 2, the geometric parameters LP−CC = 21mm, LD = 40.5mm,

d = 9mm, and Teje = 95.7◦C, then the following values are obtained for three thicknesses of the part:

• for e = 3.5mm : Tm = 69.13[◦C],980

• for e = 4.75mm : Tm = 70.61[◦C],

• for e = 6mm : Tm = 72.08[◦C].

Then, by comparing the results obtained analytically with those obtained numerically in Fig. A.1a, it can be

seen that the results are in good agreement since the averaged cycle temperature of TΓ1−2 is approximately

71.12◦C in the PSS, reaching a maximum value of 74.33◦C during the injection phase, and a minimum value985

of 68.12◦C at the end of the ejection stage.

Appendix B. Time discretization analysis

A numerical analysis was performed to adopt the most suitable time step employed during the multiple

analysis performed in the SI and the PI. Three different sets of time steps {∆tf ,∆te} were considered for

the SI: {3.7s, 3s}, {1s, 1s} and {0.5s, 0.5s}. For the PI, four tuples were assessed: {9.25s, 9.00s}, {5.28s,990

4.50s}, {3.70s, 3.00s}, and {1.00s, 1.00s}. The results obtained by employing the M3 mesh of Appendix A

for the different time steps are reported in Fig. B.1 and Table B.1. A temperature difference of roughly 2◦C

was observed on the mean temperature TΩ1 once reached the PSS when comparing the time steps of {3.7s,
3s} and {1s, 1s} of the SI. Regarding the temperatures at the part TΓ1−2

and cavity TΓ2−1
surfaces, the

differences were 0.4◦C and 0.1◦C, respectively. Negligible mean temperature differences were observed by995

reducing {∆tf ,∆te} from {1s, 1s} to {0.5s, 0.5s}. Regarding mean temperature differences when using the

PI, as shown in B.1b and Table B.1, no significant variations were observed when gradually reducing the

time steps. Certainly, this is attributed to the low thermal diffusivity of the material, resulting in smaller

thermal gradients. However, large time increments restrict the versatility of obtaining accurate cooling and

ejection times during the injection molding process. Consequently, such time steps are defined and reported1000

for each specific case of the PI addressed in this article.

Steel insert Thermoplastic insert

∆tf [s,∆te[s] 3.70, 3.00 1.00, 1.00 0.50, 0.50 9.25, 9.00 5.28, 4.50 3.70, 3.00 1.00, 1.00

Γ1−2[
◦C] 75.35 74.90 74.66 197.73 197.64 197.61 197.58

Γ2−1[
◦C] 70.12 70.02 70.00 174.48 175.25 175.57 176.12

TΩ1 [
◦C] 97.81 95.70 94.87 208.56 208.25 208.13 207.93

Table B.1: Analysis of time step adoption.
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Figure B.1: Time step adoption.

Appendix C. Emissivity measurements

The radiative properties of the composite (PC10%CF) and ABS samples were measured using a Bruker

80V Fourier Transform spectrometer, in accordance with standard laboratory protocols. This device is

capable of combining different sets of sources, separators, and detectors to cover the spectral range of1005

interest. Normal-hemispherical reflectance measurements were performed using integrating spheres, and the

absorbance and normal emissivity were deduced indirectly using the first and second laws of Kirchhoff for

radiation. The measurements were performed at ambient temperature. Nitrogen was used for cooling the

IR detectors. The measurements were carried out on a printed composite PC10%CF sample, and one ABS

sample obtained from a manufactured part. A 2mm beam diameter was employed for the measurements.1010

The results for a range of wavelength of 4µm − 16µm are depicted in Fig. C.1. The analysed wavelength

range was estimated from the working range of the IR camera. Moreover, taking into consideration Wien’s

displacement law, which posits that the peak of spectral radiance emitted by a black-body at temperature T

occurs at a wavelength of λpeak = b/T , where b represents the Wien’s displacement constant (b ≈ 2898µmK),

it follows that objects within the temperature range of [10◦C-100◦C] will exhibit radiation peaks falling1015

within the interval λpeak = [7.77µm − 10.24µm]. The emissivity values employed for thermal imaging in

Section 4.2 were obtained by averaging the values depicted in Fig. C.1.
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Nomenclature

Thermal and fluid dynamic problems

α Thermal diffusivity (m2 s−1)1020

∆Tci−o Inlet-outlet temperature difference (◦C)

Q̇ Rate of heat flow (W)

V̇ Volumetric flow rate (lmin−1)

Γ Surface

κ Thermal conductivity(W/(mK))1025

µ Dynamic viscosity (Pa s)

Ω Domain

ρ Density (kgm−3)

σ Standard temperature deviation (◦C)

Nu Nusselt number1030

Pr Prandtl number

Re Reynolds number

Cp Specific heat capacity (J/(kgK))

d Cooling channel diameter (mm)

e Injected polymer thickness (mm)1035

hc Convective heat transfer (W/(m2K))

heq Effective heat transfer coefficient (W/(m2K))

LD Pitch distance of cooling channels (mm)

LP−CC Cavity-cooling channels distance (mm)

n Outward normal1040

R Thermal resistance (m2K/(W))

T Temperature (◦C)

t Time (s)

T dev Temperature homogeneity term (◦C2 m2)

T full Temperature field from full 3D domain (◦C)1045

tc Total cycle time (s)

tf Cooling time (s)

Tci Inlet coolant temperature (◦C)

Tco Outlet coolant temperature (◦C)

Tc Coolant temperature (◦C)1050

Teje Ejection temperature (◦C)

Tenv Ambient temperature (◦C)

Tg Glass transition temperature (◦C)

Tinj Injection temperature (◦C)

TCR Thermal contact resistance (m2K/(W))1055

V Volume (m3)

v Velocity (m s−1)

FEM and overset-FEM terminology

∆t Time step (s)

∆te Time step for ejection stage (s)1060

∆tf Time step for cooling stage (s)

∆x Element size (mm)

AΩ Thermal system matrix of Ω

C Capacitance matrix

FΩ Resulting load vector of Ω.1065

K Conduction matrix

MΩ Mass matrix of Ω.

Q Heat load vector

rhsΩ Right hand side of Ω system

Tt
Ω Temperature vector of Ω at time t1070

ΠCC→M Interpolation operator from ΩCC to ΩM

ΠM→CC Interpolation operator from ΩM to ΩCC

Lj
i/A

j
i/V

j
i j-th element of Ωi: length/area/volume

nel Number of domain total elements

Node sets of overset-FEM1075

Bξ Set of boundary nodes of Ωξ

Iξ Set of interpolation nodes of Ωξ

Zξ Set of interior nodes of Ωξ

Optimization problem
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ϵ Tolerance value1080

x Vector of design variables

ω Inertia weight factor

pk
i Position of ith particle at kth iteration

vk
i Velocity of ith particle at kth iteration

c1 Cognitive parameter1085

c2 Social parameter

F10 First normalization value of Fobj

F20 Second normalization value of Fobj

Fobj Objective function

nmax Maximum number of iterations1090

w Weighting factor of objective function

Subscripts

C Convective

CC Cooling channels

F Coolant fluid1095

M Mold

P Injected polymer/part
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