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Reaching to Sounds Improves Spatial Hearing in Bilateral 
Cochlear Implant Users

Chiara Valzolgher,1,2 Julie Gatel,3 Sabrina Bouzaid,1 Solene Grenouillet,1  
Michela Todeschini,4 Gregoire Verdelet,1,5 Romeo Salemme,1,5 Valerie Gaveau,1,5  

Eric Truy,1,3 Alessandro Farnè,1,2,5 and Francesco Pavani1,2,4     

Objectives: We assessed if spatial hearing training improves sound 
localization in bilateral cochlear implant (BCI) users and whether its ben-
efits can generalize to untrained sound localization tasks.

Design: In 20 BCI users, we assessed the effects of two training proce-
dures (spatial versus nonspatial control training) on two different tasks 
performed before and after training (head-pointing to sound and audio-
visual attention orienting). In the spatial training, participants identified 
sound position by reaching toward the sound sources with their hand. 
In the nonspatial training, comparable reaching movements served to 
identify sound amplitude modulations. A crossover randomized design 
allowed comparison of training procedures within the same partici-
pants. Spontaneous head movements while listening to the sounds were 
allowed and tracked to correlate them with localization performance.

Results: During spatial training, BCI users reduced their sound localiza-
tion errors in azimuth and adapted their spontaneous head movements 
as a function of sound eccentricity. These effects generalized to the 
head-pointing sound localization task, as revealed by greater reduction 
of sound localization error in azimuth and more accurate first head-
orienting response, as compared to the control nonspatial training. BCI 
users benefited from auditory spatial cues for orienting visual attention, 
but the spatial training did not enhance this multisensory attention ability.

Conclusions: Sound localization in BCI users improves with spatial 
reaching-to-sound training, with benefits to a nontrained sound localiza-
tion task. These findings pave the way to novel rehabilitation procedures 
in clinical contexts.

Key words: Active listening, Cochlear implant, Head movements, 
Reaching, Spatial hearing, Training, Virtual reality.

(Ear & Hearing 2022;XX;00–00)

INTRODUCTION

Cochlear implants (CIs) have become standard intervention 
for neurosensory deafness (Moore & Shannon 2009; Wilson 
2019). Bilateral CIs (BCIs) are increasingly common, thus 
allowing partial access to interaural auditory cues (Aronoff et al. 
2010; Gifford & Stecker 2020). Benefits of CIs for speech under-
standing are now well-established in children (Allen et al. 1998; 
Calmels et al. 2004), adults (Wilson et al. 1991; Stickney et al. 
2004; Wilson 2017), and aging individuals (Forli et al. 2019). 
In addition, binaural hearing improves sound localization in the 

horizontal dimension for BCI users, compared to unilateral users 
(between group comparison) (Smulders et al. 2016), or to condi-
tions in which one of the two CIs is switched off (within-group 
comparison) (Litovsky et al. 2009; Asp et al. 2012).

Yet, spatial hearing skills of BCI users are substantially 
poorer compared to listeners with normal hearing, when locat-
ing stationary (Kerber & Seeber 2012; Jones et al. 2014) as 
well as moving sound sources (Moua et al. 2019). A key factor 
causing such poor performance is the reduced availability of 
auditory cues. CIs limit input resolution in the temporal and 
frequency domains (Moore & Shannon 2009), alter sound lev-
els through automatic gain control (AGC) (see, for instance, 
Dorman et al. 2014; Archer-Boyd & Carlyon 2019, 2021), and 
change the auditory cues by the effect of microphone filtering 
strategies (both related to noise reduction and to emphasize 
higher frequencies) (Seeber & Fastl 2008). In addition, the 
two CI processors work in isolation from one another, lead-
ing to independent acoustic streams to the brain (for discus-
sion, see Verhaert et al. 2012; Rosskothen-Kuhl et al. 2021). 
Hence, BCI users can only access a degraded set of auditory 
cues to localize sound, among which the most salient ones 
are the interaural-level differences (ILDs) (Van Hoesel 2004; 
Grantham et al. 2007; Seeber & Fastl 2008; Grieco-Calub & 
Litovsky 2010).

All these limitations pertain to peripheral auditory signals. 
Can we rely on more central auditory learning processes to bet-
ter use the degraded signal? Relearning spatial hearing skills is 
possible in deafened ferrets with BCI after multisensory train-
ing with interleaved auditory and visual stimuli (Isaiah et al. 
2014). Training-induced improvements were observed in the 
responsiveness of auditory cortical neurons and in their sen-
sitivity to ILDs. Improvement emerged also in behavior: both 
in the sound localization responses and in sound-evoked head-
orienting movements made by early-deafened ferrets with BCI 
(Isaiah et al. 2014). Studies with normal-hearing participants 
exposed to altered auditory cues also suggest that relearning 
spatial hearing is possible. Training protocols leveraging multi-
sensory perception and active interactions with sounds proved 
effective in promoting adaptation to altered auditory cues and 
improved spatial hearing skills (Strelnikov et al. 2011; Carlile 
2014; Mendonça 2014; Keating et al. 2015; Rabini et al. 2019; 
Valzolgher et al. 2020c). Finally, preliminary results in unilat-
eral cochlear implant users (Luntz et al. 2005) and BCI users 
(Tyler et al. 2010) suggest that feedback-based training could 
also improve sound localization in this population. Yet, these 
pioneering works involved a limited number of participants 
and—critically—they did not explore if training effects could 
generalize beyond the trained task, which constitutes a hallmark 
of learning processes.
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The aim of the present study was to assess whether spatial 
hearing can be trained in BCI users and whether training effects 
can generalize to untrained spatial auditory tasks. Building 
upon our previous work in normal-hearing adults listening with 
one ear plugged (Valzolgher et al. 2020c, 2022), we trained BCI 
users with a multisensory-motor task that combined reaching to 
near-by sounds, audiovisual feedback about sound position, and 
free-head movements. Reaching to sound could enhance spatial 
coding of sound position by incorporating the coordination of 
different effectors (eyes, head, hand) into a common reference 
frame (Cohen & Andersen 2002; Boyer et al. 2013). In addition, 
it could help directing attention toward the position occupied 
by the sound source and make the task more engaging, which 
is a fundamental feature in learning (Dehaene 2020). Finally, 
in monaurally plugged normal-hearing individuals, reaching to 
sounds encourage additional head movements in response to 
sounds, which appear to serve the purpose to explore the audi-
tory scene more widely and to expose the unplugged ear to the 
sound sources (Valzolgher et al. 2020c).

To assess training specificity, we used a crossover experi-
mental design (Fig. 1A; see Video File in Supplemental Digital 
Content 1, http://links.lww.com/EANDH/B44) in which we 
compared the experimental spatial training with a control non-
spatial training that used the same stimuli and multisensory 
feedback, but different task demands (i.e., discrimination of 
amplitude modulations in the sound). Thus, all participants 
performed both the experimental training and the control one. 
Crossover paradigms are particularly suited for clinical appli-
cations (Senn 2002), because they permit the involvement of 
the totality of participants in the experimental training without 
the need of testing a control group (which could not benefit 
from training). Furthermore, taking advantage of this design, 
we minimized any potential intergroup differences. Specifically, 
we assessed if the improvement induced by the experimental 
training (spatial training) extends (i.e., generalizes) to a head-
pointing sound localization task, which entails different sound 
positions and requires localizing sounds using a different effec-
tor (the head instead of the hand). In addition, to probe general-
ization effects also when implicit sound localization is required, 
we tested participants in an audiovisual attention-orienting task, 
in which they were asked to judge the elevation of a visual stim-
uli while listening for a sudden sound.

Based on work by Valzolgher et al. (2020c, 2022), we pre-
dicted observing an improvement in sound localization across 
trials during the spatial training. In addition, we expected greater 
generalization effects after the spatial compared to the nonspa-
tial training (as recently documented by Valzolgher et al. 2022, 
using a similar approach in normal-hearing adults listening 
with one ear plugged). Finally, because our apparatus allowed 
for unrestrained but measurable head movements, in line with 
Isaiah et al. (2014) we also studied changes in sound-related 
head-orienting movements. We predicted finding changes in 
sound-related head-orienting movements during (Valzolgher 
et  al. 2022) and after training (Isaiah et al. 2014), consistent 
with the expected error reductions.

MATERIALS AND METHODS

Study Design
All participants (BCI users) took part in two experimental 

sessions, with at least 15 days of washout interval. Each session 

comprised two testing phases and one training (Fig.  1A); 
they were identical in all respects except for the training task. 
Participants performed both training types, which were coun-
terbalanced across participants in a within-subject crossover 
design. In one session, they engaged in the experimental spatial 
training task; in the other, they performed the control nonspa-
tial training task. Testing phases included two auditory tasks: 
a head-pointing localization task (conducted in virtual reality 
(VR)) and an audiovisual attention-orienting task (conducted 
outside VR, see below). The head-pointing localization task dif-
fered with respect to training both in terms of targets spatial 
position and response effector (the head instead of the hand). 
The rationale was to minimize any potential effect of senso-
rimotor adaptation. The audiovisual attention-orienting task 
was instead an implicit sound localization task, in which sounds 
served as lateralized attention-orienting cues for the discrimina-
tion of visual targets (i.e., an audiovisual analog to the classic 
attention cueing paradigm) (see below for detailed descriptions 
of each tasks).

Participants
Twenty BCI participants (age: M = 45.6, SD = 13.1, 7 males, 

15 right-handed) took part in the study (see the Materials for 
power calculation in Supplemental Digital Content 2, http://
links.lww.com/EANDH/B43).

They were recruited at the otorynolaringology department 
of the civil Hospital Edouard Herriot in Lyon (France), and 
tested in a dedicated room inside the Hospital Edouard Herriot 
premises. Participants signed an informed consent before start-
ing the experiment, which was conducted according to the cri-
teria of the Declaration of Helsinki (1964, amended in 2013) 
and it was approved by the Ethical Committee (Ile de France 
X, N° ID RCB 2019-A02293-54), and recorded in clinicaltri-
als.gov (NCT04183348). All had normal or corrected-to-nor-
mal vision and reported no movement or vestibular deficit, nor 
neurological or psychiatric history. Age, sex and clinical data 
for individual BCI participants are provided in Table 1. During 
the experiment, participants used their daily sound processor 
settings (see Table 1 in Supplemental Digital Content 2, http://
links.lww.com/EANDH/B43 for details about CI model, pro-
cessor strategy and microphone settings), to preserve the acous-
tic experience that each participant developed with the CIs.

Procedures
Testing Phases

Head-Pointing Sound Localization Task
This task was carried out entirely in VR, always using real 

sounds delivered in free field from predetermined positions com-
puted on each trial based on the initial head position (Coudert 
et al. 2022; Valzolgher et al. 2020a,c). Our VR approach brings 
real sounds into visual VR and coordinates everything using 
Unity (see the Materials in Supplemental Digital Content 2, 
http://links.lww.com/EANDH/B43 for details about the appa-
ratus and also Gaveau et al. 2020). Participants were immersed 
in a virtual room that matched the size of the real one but was 
devoid of any objects. Participants were instructed to localize 
sound sources and informed that sound could be presented any-
where in the surrounding space. At the beginning of each trial, 
participants were asked to direct their gaze in front of them, 
by aligning their head with a central fixation cross. When the 
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correct posture was reached, the fixation cross turned from 
white to blue. In the meanwhile, the experimenter placed the 
speaker in one of the possible eight predetermined positions, 
using visual indications provided on a dedicated monitor (see 
Verdelet et al. 2019 and Gaveau et al. 2020 for a validation of 
this method and Valzolgher et al. 2020a,c for examples). The 
predetermined positions (shown in the top part of Fig.  1B) 
result from the combination of 4 different azimuths in front 
space (−67.5°, −22.5°, 22.5°, or 67.5°; with respect to the par-
ticipant’s body midline), a single distance (55 cm from the cen-
ter of the head) and 2 different elevations (5° above and 15° 
below ear level). Target elevation was changed only with the 
purpose of introducing variability in the auditory stimulation, 
and the asymmetrical arrangement elevation positions resulted 
from the fact that the software for placing the speakers at pre-
determined positions was based on the position of the VIVE 
tracker located above the speaker, rather than the position of the 

actual speaker. Crucially, the target sound was delivered only 
when the participant was in the correct start posture, and when 
the loudspeaker was positioned within a sphere with diameter 
of 5 cm centered on the predetermined location. This ensured 
that each stimulation position was fully replicable at the begin-
ning of each trial. The target sound consisted of 3 sec of white 
noise, amplitude-modulated at 2.5 Hz, and delivered at about 65 
dB SPL as measured from the participant’s head. Participants 
were instructed to indicate sound position using their heads as a 
pointer. Note that head and trunk movements remained uncon-
strained during and after sound emission, allowing spontaneous 
active listening behavior. Note that participants were informed 
about their head projection due to a marker (white cross) and 
that they were only allowed to validate their response after the 
sound ended, by pressing a button on their handheld control-
ler. To emphasize this instruction, the head projection marker 
(the cross) was white throughout the stimulation phase and 

Fig. 1. Experimental procedure and setting. A, Schematic description of the overall crossover design. Each session (session 1 and session 2) comprised by two 
testing phases, with a training task in between. B, Testing phases. Top: schematic representation of the participant wearing the Head-mounted display (HMD) and 
holding the virtual reality (VR) controller during the head-pointing sound localization task. The eight spheres in front of the participant indicate predetermined 
speaker positions (not visible in the HMD). The hand holding the speaker represented near the red point was the experimenter’s hand who move the speaker and 
bring it to the target position following instruction provided on a monitor. Bottom: schematic representation of the setting for the audiovisual attention-orienting 
task (conducted entirely outside VR). C, Training phase. Schematic representation of the participant wearing the HMD and holding the VR controller. The cylin-
drical speakers were visible only in VR (see inset) and indicated the possible sound positions during both training types. Inset: close-up of the scene as visible 
inside the HMD from participant’s perspective. During the task participant saw a virtual scenario comprising a room, the speakers and the VR controller they were 
holding in their hand. See Video File in Supplemental Digital Content 1, http://links.lww.com/EANDH/B44 for animated description of the two training types.
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turned red only when response validation was allowed. Since 
the speaker was invisible in VR, participants did not have visual 
cues about its position. Each head-pointing sound localization 
task comprised 40 trials (five repetitions, for each of the eight 
sound positions) delivered in random order. Five practice tri-
als were also introduced but discarded from the analyses. The 
task lasted approximately 15 min. See the Materials for details 
about the apparatus and general setting in Supplemental Digital 
Content 2, http://links.lww.com/EANDH/B43.

Audiovisual Attention-Orienting Task
This task was carried out entirely outside VR. Participants 

sat at a table placed inside the same room in which the VR 
experiments are carried out. Unlike the VR tasks, in this audio-
visual attention-orienting task participants rested their heads 
on a chinrest facing the screen where visual stimuli were dis-
played; hence, head movements were not allowed. Participants 
were instructed to indicate the elevation of a visual disk (i.e., 
appearing on the screen either above or below their eye level) 
as quickly and accurately as possible. Crucially, in each trial a 
task-irrelevant sound was presented simultaneously from one of 
the loudspeakers flanking the screen, either on the same side as 
the visual disk (spatially congruent trials), or from the opposite 
side (spatially incongruent trials). Each trial started with a white 
fixation cross appearing in the center of the screen and remain-
ing visible until response. After a random delay (450–600 ms), 
an auditory stimulus (white noise, duration 100 ms) was emit-
ted from one of the two loudspeakers, at approximately 60 dB 
SPL as measured from head position. After 100 ms from sound 
delivery, the visual target was presented. This consisted of a 
white disk (20 pixels radius, 0.5° of visual angle), appearing on 
a black background for 140 ms in the upper or lower hemifield 
with respect to the horizontal meridian passing through visual 
fixation (1.15° above or below the meridian), either in the left or 

right hemifield (10° from fixation). In half of the trials, the visual 
target and the sound appeared on the same hemispace (congru-
ent trials), whereas on the remaining half, the visual target and 
the sound appeared on opposite hemispaces (incongruent trials). 
Participants were asked to keep their gaze towards central fixa-
tion throughout the task and to indicate as quickly and accurately 
as possible the elevation of the visual target. Up/down responses 
were given using the up/down arrows keys on an external key-
board, using the index/middle fingers of the right hand (Fig. 1B). 
Participants had a timeout of 2000 ms to give their answer and 
received feedback on accuracy (percentage of correct responses) 
and mean response time (in ms) only at the end of each block. 
Importantly, they were also explicitly informed that sounds were 
always entirely task-irrelevant. The audiovisual attention-orient-
ing task comprised 128 trials (16 repetitions, for each of the four 
disk positions and each sound side, divided in two blocks of 64 
trials each) delivered in random order. Eight practice trials were 
also introduced but discarded from the analyses. The task lasted 
approximately 10 min. See the Materials for details about the 
apparatus and general setting in Supplemental Digital Content 2, 
http://links.lww.com/EANDH/B43.
Training Tasks

The training phases were carried out entirely in VR and took 
place in the same virtual room used for the other tasks detailed 
above. During both training tasks, the participant saw 13 virtual 
loudspeakers inside the Head-mounted display. The loudspeak-
ers were arranged in a semicircle centered on the head (radius 
50 cm), at −5° below ear level (due to the uncorrected offset 
between the tracker and the center of the speaker), and spanned 
between ±72° (with 12° of separation between each of them; see 
Fig. 1C and Video File in Supplemental Digital Content 1, http://
links.lww.com/EANDH/B44). The target stimulus consisted of 
a white noise, with two possible amplitude modulations (2 or 

TABLE 1.   Biographic and anamnestic and clinical characteristics of CI participants

ID Sex Age, y 
Etiology of  
deafness 

Age at  
deaf diagnosis 

(y;m) 

Age at first 
hearing aid 

(y;m) 

Age at  
implantation  

(right ear) 

Age at  
implantation  

(left ear) 
Years with  

one CI 
Years with 

two CIs 

1 F 22 Unknown 0;5 0;7 2 15 13 7
2 F 65 Unknown 45 49 54 53 1 11
3 F 60 Genetic 10 10 40 51 11 9
4 F 46 Meningitis 1 5 39 44 5 2
5 F 47 Genetic 10 12 42 43 1 4
6 M 55 Genetic/sudden  

deafness
1 44 50 52 2 3

7 M 41 Ototoxicity 2 6 34 35 1 6
8 F 47 Genetic 16 21 42 39 3 5
9 M 32 Meningitis 2 2 3 28 25 4

10 M 25 Unknown 3 3 18 21 3 4
11 F 49 Unknown 13 30 39 39 0 10
12 M 59 Head trauma 52 No 53 53 0 6
13 F 47 Genetic 3 3 45 42 3 2
14 F 54 Genetic 42 42 50 51 1 3
15 M 24 Genetic 2;6 3 18 12 6 6
16 M 65 Otosclerosis 35 55 59 60 1 5
17 F 32 Otosclerosis of the  

cochlea
10 12 23 25 2 7

18 F 38 Genetic 13 18 26 30 4 8
19 F 51 Unknown 6 6 43 46 3 5
20 F 52 Genetic 6 23 43 51 8 1

CI indicates cochlear implant; F, female; M, male.
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3 Hz). Targets sounds were delivered from each of the virtual 
speaker in random order (12 repetition for each of the 13 speak-
ers, resulting in 156 trials overall, divided into three blocks of 52 
trials each). In each trial, a single sound was presented from one 
of the speakers. Sounds were delivered when the experimenter 
brought the real speaker into correspondence with one of the vir-
tual ones, following a computer-controlled procedure based on 
continuous position tracking. Crucially, the same stimuli were 
delivered in the two training tasks, thus making the auditory 
component of the trainings identical in this respect (i.e., sounds 
with two amplitude modulations were delivered from positions 
that changed on a trial-by-trial basis). In addition, both training 
tasks involved a similar motor response: a reaching movement. 
However, in the spatial training the reaching movement served 
to indicate the perceived sound position, whereas in the nonspa-
tial training served to indicate the perceived amplitude modula-
tion in the target sound. Participants always held the controller 
with their right hand. At the beginning of each trial, the con-
troller was positioned on their sternum. See the Materials in 
Supplemental Digital Content 2, http://links.lww.com/EANDH/
B43 for details about the apparatus and general setting.

Spatial Training
Participants were instructed to reach the speaker emitting 

the sound using the handheld VR controller. The sound lasted 
until the participant reached and “touched” the correct speaker. 
If they reached the wrong speaker, the correct speaker started 
flashing while the sound continued to play. Specifically, a series 
of red concentric circles (1024 × 1024 px, 2 circles per second) 
expanded intermittently, irradiating from the correct sound source 
(see Video File in Supplemental Digital Content 1, http://links.
lww.com/EANDH/B44). The rationale for using wide concentric 
circles was to capture the participants’ attention even in case they 
were looking away from the correct sound source (e.g., toward 
the opposite hemispace). The visual feedback and the target sound 
stopped only when the subject reached the correct speaker posi-
tion with the controller. This has two implications: first, a sense of 
agency was associated with the correct response (Valzolgher et al. 
2020a,b,c); second, whenever the wrong speaker was originally 
selected, a combination of visual and auditory signals guided the 
participant to the correct sound source. To enhance the feeling that 
the virtual speaker was touched, the controller always produced a 
brief vibration when coming into “contact” with one of the virtual 
speakers. This did not serve as feedback for performance, because 
the vibration occurred irrespective of whether the response was 
correct or incorrect. To prevent participants from colliding with 
the real speaker (held by the experimenter), the virtual speakers 
were always presented with a 5-cm offset in depth. The task lasted 
approximately 45 min (considering the breaks).

Nonspatial Training
Participants were instructed to identify whether the target 

sound contained a fast (3 Hz) or slow (2 Hz) amplitude modula-
tion. For fast amplitude-modulated sounds, participants directed 
the controller in front of them, aiming to touch an invisible 
virtual button above the central speaker. For slow amplitude-
modulated sounds, participants reached toward an invisible vir-
tual button below the same central speaker instead. The position 
and effects of these virtual buttons was demonstrated to partici-
pants during the practice trials. A vibration from the controller 
always indicated that one of two buttons was correctly reached. 
As in the Spatial Training feedback procedure, a visual feed-
back was delivered in the case of wrong responses. This was a 

series of red concentric semicircles that expanded intermittently 
from above or below the central speaker to indicate the correct 
response. Recall that target sounds were presented from differ-
ent spatial positions also during the nonspatial training, but this 
spatial information was totally task-irrelevant (see Video File in 
Supplemental Digital Content 1, http://links.lww.com/EANDH/
B44). The task lasted approximately 20 min (including breaks).

Statistical Analysis
Linear mixed-effect (LME) modeling was used for all sta-

tistical analyses. Statistical analyses were run using R (ver-
sion 1.0.143). For the LME model, we used the R-packages 
emmean, lme4, lmerTest in R Studio (Bates et al. 2015; Fox & 
Weisberg 2020). The R-package car was used to obtain devi-
ance tables from the LME models. When appropriate, we calcu-
lated Cohen’s d

av
 as index of effect size (Lakens 2013). Data and 

R codes can be retrieved from osf.io/cqtmd.
The dependent variables considered in our analyses were sound 

localization azimuth error for the head-pointing sound localiza-
tion task and for spatial training, and reaction time for the audiovi-
sual attention-orienting task. Reaction time were instead analyzed 
for the audiovisual attention-orienting task. To study head move-
ments, we extracted two dependent variables: number of head 
rotations and head-rotation extent (Valzolgher et al. 2020c).

RESULTS

Changes in Sound Localization and Head Movements 
During Spatial Training

Sound localization absolute error in azimuth at the begin-
ning of the study was 24.1° ± 15.6° (head-pointing sound 
localization before training in the first session), matching previ-
ous studies in documenting a low auditory spatial resolution, 
for example, when compared to normal-hearing performance 
(Kerber & Seeber 2012; Jones et al. 2014).

To examine if sound localization improved during the spatial 
training, we studied changes in absolute error in the horizontal 
dimension across successive trials using an LME model with 
trial number as fixed effect (Valzolgher et al. 2020c). To account 
for the variability related to individual participants and session 
in which the Spatial training was completed (first or second), 
we also included the participant (intercept and slope) and ses-
sion (intercept) as random effects in the model. As shown in 
Figure  2A, BCI users reduced their absolute error across tri-
als (main effect of trial number, X2 (1) = 15.84, p < 0.001). 
Performance in the nonspatial training was near ceiling (mean 
number of errors = 1.4%; see cumulative discrimination error 
across participants in Fig. 2B). During the nonspatial training, 
participants were also faster in completing the trial compared 
to the spatial training (nonspatial: mean ± SD = 1.68 ± 0.25 sec; 
spatial training: mean ± SD = 9.62 ± 6.99; t (19) = 5.15,  
p < 0.001 on paired t-test; Cohen’s d

av
 = 2.19).

During training the head was unrestrained and the target 
lasted until correct response, allowing active listening behavior 
(i.e., spontaneous head movements). To study head movements, 
we extracted two dependent variables: the number of head 
rotations and head-rotation extent (Valzolgher et al. 2020c) 
(see Materials for details in Supplemental Digital Content 2,  
http://links.lww.com/EANDH/B43). As expected by design, 
head-rotation patterns differed in the two training protocols: 
more head rotations occurred in the spatial (5.72 ± 3.24) 

http://links.lww.com/EANDH/B43
http://links.lww.com/EANDH/B43
http://links.lww.com/EANDH/B44
http://links.lww.com/EANDH/B44
http://links.lww.com/EANDH/B44
http://links.lww.com/EANDH/B44
http://links.lww.com/EANDH/B43
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compared to the nonspatial training (1.15 ± 0.41, t (19) = 
5.72, p < 0.001 on paired t-test); furthermore, the extent of 
head rotations was larger during the spatial (89.06° ± 41.86°) 
compared to the nonspatial training (4.00° ± 1.91°, t (19) = 
9.20, p < 0.001 on paired t-test). Interestingly, head-behav-
ior evolved during the course of the spatial training tasks. 
BCI users progressively adapted their spontaneous head 
movements as a function of sound eccentricity: the num-
ber of head rotations diminished for central sounds (two-
way interaction, X2 (1) = 5.35, p = 0.02), while head-rotation 
extent increased for more peripheral sounds (X2 (1) = 4.78,  
p = 0.03; see Materials in Supplemental Digital Content 2, 
http://links.lww.com/EANDH/B43 and Fig. 3).

Effects of Spatial Training on Head-Pointing Sound 
Localization

Figure 3A shows absolute localization errors in head-point-
ing sound localization across the two sessions of the experiment. 
The black line and circles indicate BCI users who performed the 
spatial training before the nonspatial training; the gray line and 

circles indicate BCI users who completed the training in the 
reversed order. The spatial training improved performance to a 
greater extent compared to the nonspatial training, irrespective 
of the session in which it was completed.

To study the effect of spatial training on head-pointing 
sound localization, we entered absolute error in azimuth into 
an LME analysis with phase (pre or post training), training 
(spatial or nonspatial) and azimuth as fixed effects. We also 
included participant (intercept and slope) and testing session 
(intercept) as random effects, to account for the variability 
across participants and the order of training type. We found a 
main effect of training (X2 (1) = 4.89, p = 0.03). Crucially, the 
2-way interaction between phase and training reached signifi-
cance (X2 (1) = 24.14, p < 0.001). The absolute error in azimuth 
decreased after the spatial (Pre: 25.2 ± 16.8; Post: 19.3 ± 11.1;  
t = 5.47, p < 0.001, Cohen’s d

av
 = 0.40, Fig. 3B, C), but not 

after the nonspatial training (Pre: 22.8 ± 14.7; Post: 24.5 ± 17.2, 
t = 1.48, p = 0.14, Cohen’s d

av
 = 0.11, Fig.  3D, E). Density 

plots of raw data (responses) in azimuth as a function of target 
position and training are shown in Figure S1 in Supplemental 
Digital Content 2, http://links.lww.com/EANDH/B43.* For 
completeness, we also report the analyses on absolute error in 
elevation (Table 1 in Supplemental Digital Content 2, http://
links.lww.com/EANDH/B43).

To explore if participants who performed the spatial train-
ing in the first session (N = 10) maintained the improvement 
after the 2-weeks washout, we entered on their absolute errors 
in azimuth during the pretraining phase into an LME analysis 
with time (session 1 versus session 2) as fixed effects. Errors in 
the pre training phase were smaller on session 2 compared to 
session 1 (X2(1) = 4.64, p = 0.03). Albeit this effect was small 
(3°), it may provide initial evidence that the error reduction 
induced by the Spatial training may persist after the 2-week 
washout.

Following Isaiah et al. (2014) we also studied immediate head-
orienting movements (i.e., movements occurring around 0.90 sec 
after the beginning of the sound), which reflect the first sponta-
neous orienting response toward the sound. Saccade-like head-
orienting response were more accurate after the spatial training, 
as revealed by the significant interaction between training and 
phase on response density at target location (F (1,19) = 6.52,  
p = 0.02, n2= 0.11; see Materials and Figure S1 in Supplemental 
Digital Content 2, http://links.lww.com/EANDH/B43).

Finally, we examined if training benefits were modulated by 
clinical variables. We correlate the training effect (difference in 
absolute error before and after the spatial training) with the par-
ticipant’s age at the moment of deafness diagnosis, years spent 
with one CI only and years spent with two CIs. No significant 
correlation emerged (all ps > 0.35).

Fig. 2. Participants’ preformance during training. A, Reduction of absolute 
error in the horizontal dimension, as a function of trial in the spatial train-
ing. Linear regression (solid line), with 95% confidence intervals (dashed 
lines). B, Cumulative discrimination error across participants as a function 
of trials in the nonspatial training (i.e., number of participants who made a 
mistake in the trial).

*To examine to what extent changes in the amount of front-back confu-
sions during the head-pointing task could impact on the observed training 
effects, we entered front-back confusions as variable in an LME with train-
ing and phase as fixed effects. We found a training by phase interaction  
(X2(1) = 8.61, p = 0.003). Before training, front-back confusions did not dif-
fer between spatial (12.2%) and nonspatial conditions (11.8%). After train-
ing, there were less front-back confusions in the spatial (4.6%) compared to 
the nonspatial condition (9.3%). Yet, this front-back confusion reduction did 
not fully explain our training related improvement. When we repeated the 
analysis of absolute azimuth error after removing all trials in which a front-
back confusion was present, a training × phase interaction was still present 
(X2 (1) = 14.64, p < 0.001).

http://links.lww.com/EANDH/B43
http://links.lww.com/EANDH/B43
http://links.lww.com/EANDH/B43
http://links.lww.com/EANDH/B43
http://links.lww.com/EANDH/B43
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Audiovisual Attention-Orienting Task
To examine the effects of our training protocols on the 

audiovisual attention-orienting task, we entered the response 
time (ms) into an LME analysis with testing phase (pre or post 
training), training type (spatial or nonspatial), and congruency 
between sound and visual target position (congruent or incon-
gruent). Again, participant number and session (intercepts) 
were treated as random effects.

We found a main effect of congruency (X2 (1) = 30.45,  
p < 0.001) caused by faster visual discrimination responses when 
the auditory cue matched target side (congruent: M = 291.2 ms, 
SD = 79.2 ms) compared to when it occurred on the opposite 
side of space (incongruent trials: M = 307.3 ms, SD = 79.4 ms, 
Cohen’s d

av
 = 0.20). We also found a 3-way interaction between 

testing phase, training type, and sound position (X2 (1) = 4.90,  
p = 0.03). After the nonspatial training, audiovisual attention-

orienting effect decreased (Pre: M = 23.1 ms, SD = 17.8 ms;  
Post: M = 10.9 ms, SD = 20.5 ms; X2 (1) = 4.25, p = 0.04,  
Cohen’s d

av
 = 0.64), while it persisted after the spatial one (Pre: 

M = 11.9 ms, SD = 17.5 ms; Post: M = 18.4 ms, SD = 19.6 ms; 
X2 (1) = 1.15, p = 0.28, Cohen’s d

av
 = 0.35).

DISCUSSION

In the present study, we examined if the ability of bilateral 
CI users to localize sounds in the horizontal plane improves 
as a result of training. Specifically, we implemented a spatial 
training based on reaching-to-sound, audiovisual feedback, and 
free-head movements. During this training, we found that sound 
localization in BCI users improved rapidly across trials. After 
training, sound localization ameliorated also in an auditory spa-
tial task performed using a different motor response with respect 

Fig. 3. Performance in head-pointing sound localization. A, Absolute localization across the four testing sessions of the experimental design, separately for 
participants who completed the Spatial training on session 1 (gray) or session 2 (black line). Error bars represent standard errors. B–D, Absolute errors (in 
degrees) as a function of phase before and after the spatial (red, B) and nonspatial (blue, D) training. C–E, Training effect (deg): the difference between pre and 
post training session (pre-post) in absolute error as function of training task (C, spatial in red and E, nonspatial in blue). Positive values in (C) and (E) represent 
improvements after the training.
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to the trained task (head-pointing instead of hand-reaching) and 
different sound-source positions. This generalization was sig-
nificantly more pronounced compared to the one observed in a 
nonspatial control training task.

Our findings add to the clinical population of CI users train-
ing effects observed in animal models (Isaiah et al. 2014) and in 
normal-hearing human listeners (Strelnikov et al. 2011; Rabini 
et al. 2019; Steadman et al. 2019; Valzolgher et al. 2020b). Most 
notably, they go beyond early reports on training effects in CI 
users (Luntz et al. 2005) in two ways. First, they originate from 
a crossover experimental design, which allowed testing each 
participant in both training types, thus excluding potential con-
founding group differences when assessing training efficacy. 
Second, they show generalization of training effects to a differ-
ent auditory spatial task. We additionally provided initial evi-
dence that sound localization benefits partially persisted after 
the 2-week washout in participants who trained in the spatial 
task during the first session. This effect was, however, numeri-
cally small (3° on average); thus, it remains to be ascertained 
how long this improvement can really persist over time, and 
paraphs how much this transfer to daily life.

Finally, our study also probed training generalization effects 
in a task that required implicit sound localization, that is, the 
audiovisual attention-orienting task. We found that lateralized 
auditory cues were effective in orienting BCIs’ visual attention. 
This finding is novel and adds to previous work in unilateral 
CI users, in which this audiovisual attention-orienting ability 
was absent (Pavani et al. 2017). Yet, no change in this task was 
observed after the spatial training. In fact, we observed a reduc-
tion of the attention-orienting effect after the nonspatial training. 
While this finding was unexpected and it will not be discussed 
further, it may suggest that repeated processing of nonspatial 
(rather than spatial) sound attributes could impact the ability to 
exploit sound position when orienting visual attention, at least 
in this clinical population.

While the spatial training produced a clear within-subject 
improvement, the BCI users in our study were fitted with dif-
ferent CI processors. This implies that the auditory cues avail-
able to each participant likely differed based on the various 
device brand and settings. Most notably, AGC types (i.e., which 
modulates the acoustic signal in amplitude, to compensate the 
reduced dynamic range of stimulated hearing provided by the 
implant), vary as a function of the manufacturer. AGC may dis-
tort ILDs across frequencies (which are fundamental for sound 
localization in CI users; see Dorman et al. 2014) in a more or 
less aggressive way as a function of the processor (and manu-
facturer) type and of the settings made by the hearing care pro-
fessional. In the present experiment, the lack of synchronization 
of AGCs between bilateral CI processors (Pastore et al. 2021; 
Dwyer et al. 2021), the different duration of sound stimuli as 
a function of response time (Boyle et al. 2009), and the pos-
sible AGC distortions as a function of head movements (Archer-
Boyd & Carlyon 2019; see also Archer-Boyd & Carlyon 2021) 
could have substantially distorted the available ILDs. Yet, irre-
spective of the modulations introduced by the CI processor our 
spatial training was robust enough to allow generalization of 
training effects from the training task (in which sound dura-
tion continued until response, 9.6 sec on average), to a test task  
(in which the sound lasted only 3 sec).

Our instructions allowed free-head movement during 
sound, and our VR apparatus permitted continuous measuring 

of head movements. Several findings arose from this approach. 
First, during the spatial training, we observed that the number 
of head rotations diminished for central sounds compared to 
peripheral, across trial repetitions. BCI users appear to have 
learned to distinguish if sound came from the center or the 
periphery and thus, when sound sources were central, they did 
not need to move their heads, corroborating the improvement 
revealed by reduction of absolute errors across trials. Second, 
during the test task, we observed a training related improve-
ment also in terms of the first head movement-orienting 
response. These immediate and spontaneous orienting move-
ments of the head can reflect early encoding of sounds posi-
tions (Muir & Field 1979) and can be considered an implicit 
index of participants’ ability to identify sound direction (also 
described as saccade-like head-response by Isaiah et al. 2014). 
Immediate head-orienting responses were more accurate in 
the spatial compared to the nonspatial training. This finding 
supports the training benefit documented using absolute errors 
as a dependent variable. Finally, a third observation concerns 
the potential role of head movements as effective behav-
iors strategies when relearning sound localization abilities 
(Valzolgher et al. 2020c). We showed that head movements 
in BCI users changed across trial repetition during the spatial 
training. Although this was not correlated to changes in per-
formance (see Materials in Supplemental Digital Content 2, 
http://links.lww.com/EANDH/B43), this preliminary observa-
tion suggests that BCI participants may also adapt their head-
rotation behavior when relearning their spatial hearing skills, 
by making it more purposeful across trials. This finding adds 
to the literature showing that, compared to static listening con-
ditions, moving the head while listening to sounds improves 
sound localization not only in normal-hearing participants 
(Pollack & Rose 1967; Perrett & Noble 1997a,b; Wightman & 
Kistler 1999; Vliegen et al. 2004; Brimijoin & Akeroyd 2012; 
Honda et al. 2013; McAnally & Martin 2014), but also in BCI 
users (Coudert et al. 2022; Mueller et al. 2014; Pastore et al. 
2018). Future studies on spatial hearing relearning should 
examine further the spontaneous self-regulatory behaviors 
that participants implement during active listening, by adopt-
ing unconstrained head or even trunk movements and long-
lasting sounds, as here.

Limitations
Two methodological issues should be considered. First, our 

training protocols are likely not equally complex. Although nei-
ther task was speeded, while BCI users were relatively fast in 
responding to amplitude modulations in the target sound (1.7 sec 
on average), in the sound localization training they listened to 
each sound for a longer period before responding (9.6 sec). This 
raises the possibility that the greater efficacy of the spatial train-
ing could also reflect, to some extent, longer exposure to the 
sound. Second, head-pointing to sounds entails a motor response 
(i.e., head-turning) that is typically coupled with manual reach-
ing movements. This may imply a partial overlap between the 
motor responses we adopted for the training and testing tasks. 
Future studies could examine the effects of a training performed 
with frontal and near sounds (as here), on test stimuli coming 
in back and/or far space. Changes in the acoustic features of 
training and test stimuli could also be implemented (syllables 
or words, as in Zheng et al. 2015, instead of broad band sounds 
as used here).

http://links.lww.com/EANDH/B43


Copyright © 2022 Wolters Kluwer Health, Inc. Unauthorized reproduction of this article is prohibited.

	 VALZOLGHER ET AL / EAR & HEARING, VOL. XX, NO. XX, 00–00	 9

CONCLUSION

Using a novel spatial training approach based on reaching-
to-sounds, audiovisual feedback, and free-head movements 
during listening, we showed that training auditory skills in 
BCI users is possible. This improvement can be accounted for 
in terms of central cognitive processes and/or self-regulation 
strategies since the auditory input from the CI remained largely 
unchanged. Furthermore, it stresses the positive contribution 
that multisensory and motor processes can play in adapting to 
CI. While our approach to training proved successful, it clearly 
originated from an experimental more than a translational per-
spective. To assess the implications of our finding for clini-
cal settings and real life, it would be important to expand our 
approach by testing the efficacy of the principles subtending our 
Spatial training by extending its duration and by testing further 
its generalization to a wider range of spatial locations and stim-
uli. Ultimately, the main aim remains to enhance spatial hearing 
in real life for CI users. Our findings can be seen as a first step 
towards expanding training approaches from speech perception 
alone to spatial hearing, after implantation. In this respect, they 
contribute to enrich the domain of actions that clinicians and 
patients themselves can undertake to improve their experience 
with the CIs.
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