
HAL Id: hal-04311086
https://hal.science/hal-04311086v1

Submitted on 10 Oct 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Full spectrum fitting method: a new approach for
instantaneous phosphor thermometry in harsh

environments
Valentin Lechner, Christopher Betrancourt, Clément Mirat, Philippe

Scouflaire, Sébastien Ducruix

To cite this version:
Valentin Lechner, Christopher Betrancourt, Clément Mirat, Philippe Scouflaire, Sébastien Ducruix.
Full spectrum fitting method: a new approach for instantaneous phosphor thermometry in harsh
environments. Experiments in Fluids, 2022, 63 (7), pp.110. �10.1007/s00348-022-03461-2�. �hal-
04311086�

https://hal.science/hal-04311086v1
https://hal.archives-ouvertes.fr


Experiments in Fluids manuscript No.
(will be inserted by the editor)

Full Spectrum Fitting method: a new approach for instantaneous
phosphor thermometry in harsh environments

Valentin Lechner · Christopher Betrancourt · Clement Mirat · Philippe Scouflaire ·
Sébastien Ducruix

Received: date / Accepted: date

Abstract This paper proposes a new approach for the post-
treatment of Laser Induced Phosphorescence (LIP) sig-
nals for instantaneous surface temperature measurements.
LIP is a semi-invasive optical diagnostic based on coated
thermographic phosphor surfaces, emitting a temperature-
dependent signal under laser irradiation. The so-called "Full
Spectrum Fitting method" (FSF method) uses the depen-
dence of the entire phosphorescence spectrum with tem-
perature. Mg3.5FGeO5:Mn phosphorescence spectra are ac-
quired to build a database at each kelvin in a temperature
range from 100 K to 900 K with a unique set of experimen-
tal acquisition parameters. The constituted database is used
to retrieve a single-shot temperature measurement using a
least mean square algorithm. Statistical studies show excel-
lent performance of the FSF method for single-shot temper-
ature determination with a 12 K precision and no significant
influence of temperature. In the same conditions, the error
on temperature raises with the temperature with the more
common Intensity Ratio method (IR method). Since it is dif-
ficult or even impossible to know the exact energy exciting
the phosphor in harsh high-absorbing environments, an in-
vestigation on the influence of the laser fluence is carried
out. It shows dependencies on the phosphorescence spec-
trum leading to errors during the temperature determination
when the calibration and the measurement are not performed
at the same laser fluence. Acquiring multiple databases at
different laser fluences and systematically checking them
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with the least mean square algorithm allows being nearly
independent of the laser fluence with the FSF method.
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graphic phosphors · surface thermometry · instantaneous
measurements

1 Introduction

Surface temperature knowledge is essential in energy con-
verting systems such as turbines, rocket engines, nuclear re-
actors, or glass melting furnaces. Their efficiency and life-
time are strongly dependent on wall temperature.

In combustors, the wall temperature may trigger tran-
sitions between different flame topologies (Guiberti et al.
2015). Mercier et al. (2016) and Koren et al. (2018) illus-
trated this coupling by Large Eddy Simulations (LES) tak-
ing into account experimental thermal boundary conditions.
Its fine control is highly valuable in the combustor design.
More accurate and resolved experimental surface tempera-
ture measurements are necessary to improve its understand-
ing.

In the combustion research field, experiments are often
performed in the transient thermal regime and in a short
period of time to protect the setup. For example, in sub-
scale rocket engines (Vingert et al. 2016; Lux et al. 2006;
Salgues et al. 2006), the duration of operation does not ex-
ceed dozens of seconds because of the extreme conditions:
a pressure up to 70 bar (Vingert et al. 2016) and a surface
temperature from 120 K to 800 K. Some burners can even
reach a maximal surface temperature up to 1200 K (De-
genève et al. 2019). To perform accurate and temporally re-
solved surface temperature measurements on such experi-
mental conditions is a challenging task.

Among the various experimental techniques developed
to measure the temperature near a surface, thermocouples
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are frequently used. They are sensitive to a wide range of
temperatures, and some of them can capture fast temperature
changes (Heichal et al. 2005; Marr et al. 2010). However,
they are invasive probes, and their implementation needs to
be planned at the design level of the investigated system.

Pyrometry is another possibility based on the measure-
ment of the surface radiation. It requires the exact knowl-
edge of the surface emissivity, which is difficult to as-
sess and may change during operation. Moreover, radiations
from flames or other bodies may affect the measurement.

Heat-sensitive paints allow an estimation of the peak
temperature through their irreversible change of color (Lem-
pereur et al. 2008). They are inappropriate for time-resolved
measurements in high-temperature combustion environ-
ments.

Laser Induced Phosphorescence (LIP) thermometry is
an established method to measure surface temperature. The
readers can refer to many reviews on the principles and ap-
plications of the technique (Allison and Gillies 1997; Khalid
and Kontis 2008; Chambers and Clarke 2009; Aldén et al.
2011; Brübach et al. 2013; Dramićanin 2020). The funda-
mental principles of the two main experimental approaches
to retrieve the temperature and their limitations for combus-
tion environments are resumed in this introduction.

Surfaces of interest are coated with a thermographic
phosphor, an activator doped ceramic (Brübach et al. 2013),
which emits a phosphorescence signal under laser irradia-
tion. The temporal and spectral properties of this signal are
temperature-dependent. These properties are used to deter-
mine an unknown temperature through an appropriate cal-
ibration. Two approaches are mainly used for the determi-
nation of the temperature. On the one hand, the lifetime
method takes advantage of the temperature dependence of
the exponential decrease of the phosphorescence signal after
laser excitation (McCormack 1981). The function of the de-
cay time with the temperature, τ(T ), is a calibration curve.
Depending on the phosphor used, cryogenic (Beshears et al.
1990; Cates et al. 1997) to high temperatures (Cates et al.
2003) can be measured, and the decay time can vary in
few decades, from milliseconds to microseconds. On the
other hand, the spectral or intensity ratio method takes ad-
vantage of the emission spectrum temperature dependence
(Goss et al. 1989). The calibration curve is built by comput-
ing the intensity ratio, R(T ), from two spectral bands of the
spectrum. Detectors with proper filters are used to collect the
light from these two regions of the spectrum. This method
is preferably used for 2D (Bizzak and Chyu 1994; Omrane
et al. 2004a) or even fluid temperature measurements with
dispersed phosphor particles (Abram et al. 2018; Fond et al.
2012; Abram et al. 2015).

For the targeted applications of this paper, i.e., harsh
combustion environments with temperature gradients, the
lifetime method with a phosphor with a wide sensitive tem-

perature range and short lifetime is often preferred. How-
ever, to cover an extensive temperature range of 800 K in-
volving four orders of magnitude in terms of lifetime (De-
genève et al. 2018), it demands a detector with fast-changing
settings or with a high dynamic range at a given set. Thus,
automatic routines have been imagined to extend the dy-
namic temperature range (Degenève et al. 2018; Abou Nada
et al. 2016; 2014) but limit the instantaneous tempera-
ture sampling rate at a few hertz. High-speed cameras can
also be used for this purpose (Kissel et al. 2009; Someya
et al. 2011; 2013) while providing two-dimensional mea-
surements without changing the detector settings. Measure-
ments with good precision, up to 5 K single-pixel single-shot
standard deviation on a temperature range from 300 K to
900 K have been demonstrated (Kissel et al. 2009).

Instantaneous measurements are still challenging for
both methods, especially in combustion applications. In
turbulent flames, the thermal background fluctuations and
sometimes the presence of soot (radiating and deposing
on walls) make it necessary to use average signals to ob-
tain a better signal-to-noise ratio (Nau et al. 2017; Arndt
et al. 2020). This performance has been achieved in rapid
compression machine applications with CMOS cameras
(Someya et al. 2011; 2013) but on a limited temperature
range of less than 200 K.

In addition to the difficulty of instantaneous measure-
ments, accuracy and uncertainty depend on the experimen-
tal setup sensitivity. For example, the intensity ratio method
is sensitive to the optical alignment (Fuhrmann et al. 2013)
whereas the lifetime method needs special attention to flu-
orescence interferences (Mendieta et al. 2019). Moreover,
many authors agree that the excitation energy can be a
source for stochastic errors in the temperature determina-
tion for both methods (Hertle et al. 2020; Abou Nada et al.
2016; Kueh et al. 2015; Fond et al. 2015; Abram et al.
2015; Abou Nada et al. 2014; Fuhrmann et al. 2013; Heeg
and Jenkins 2013; Fond et al. 2012; Fuhrmann et al. 2011;
Lindén et al. 2009; Brübach et al. 2008; Feist 2001; Imanaga
et al. 1979). This is a matter of concern in high-absorbing
environments like turbulent sooting flames where the exact
energy amount exciting the phosphor can be lower than the
one used for the calibration.

This brief overview underlines the main challenges to
measure instantaneous surface temperature by conventional
LIP methods in a combustion environment.

The present work proposes a new approach for instan-
taneous phosphor thermometry in harsh environments with
good precision based on a spectral method proposed by Van-
der Wal et al. (1999). This approach, named "Full Spectrum
Fitting method" (FSF method), allows to:

• exploit single-shot measurements;
• cover a wide temperature range (800 K) without a priori

knowledge of the temperature;
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• track the temperature at 10 Hz in transient thermal
regimes;

• work with a unique set of experimental parameters;
• be independent of the excitation energy;
• perform point measurements in experiments with lim-

ited optical access.

The thermographic phosphor Mg3.5FGeO5:Mn is se-
lected for this work for its known excellent spectral sensi-
tivity on a wide temperature range (Vander Wal et al. 1999;
Omrane et al. 2004b; Brübach et al. 2008; Abou Nada et al.
2014).

The Intensity Ratio method (IR method) and the Full
Spectrum Fitting method (FSF method) are compared
through statistical analysis on single-shot temperature deter-
mination and laser fluence effects. These analyses demon-
strate the main benefit of the FSF method compared to the
IR method for instantaneous surface temperature measure-
ments.

2 Choice of the phosphor

The purpose of this work requires a thermographic phos-
phor: 1) with good spectral dynamics on a wide range of
temperatures and 2) a short lifetime to retrieve the temporal
temperature evolution of the investigated system.

The thermographic phosphor Mg3.5FGeO5:Mn satisfies
the first condition to apply the FSF method as illustrated
in figure 1. Mg3.5FGeO5:Mn is sensitive from cryogenic to
high temperatures (from 8 K (Cates et al. 1997) to 1200 K
(Degenève et al. 2019)). The spectra from 100 K to 900 K
display an intense peak around 660 nm, shifting as a func-
tion of the temperature. The 630 nm peak increases rela-
tively to the 660 nm one in intensity while both linewidths
expand with temperature. These lines are usually used for
the IR method. As seen by Vander Wal et al. (1999), starting
from 700 K, another broad line appears under 580 nm and
increases with temperature.

The phosphorescence signal lifetime is about a few mil-
liseconds at ambient temperature and hundreds of nanosec-
onds at high temperatures, satisfying the second condition
to track the temporal temperature evolution.

3 Experimental approach

A Mg3.5FGeO5:Mn phosphor coating is applied on a ther-
mocouple and excited with a pulsed laser at 355 nm. Phos-
phorescence spectra are acquired with an imaging spectrom-
eter at each kelvin from 100 K to 900 K. The spectrum is
stored with its temperature at each laser pulse. Figure 2
shows the experimental setup, which is described in the fol-
lowing paragraphs.
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Fig. 1 Normalized average Mg3.5FGeO5:Mn phosphorescence spectra
at different temperatures after laser excitation at 355 nm with a fluence
of 64 mJ cm−2.

3.1 Phosphor coating

The thermographic phosphor powder Mg3.5FGeO5:Mn
(Phosphor Technology, EQD25/NU1) is mixed with an in-
dustrial binder (ZYP Coatings, HPC Binder). A dilution wa-
ter volume corresponding to 10 % of the binder volume is
added. This mixture is then coated with an airbrush (Aero-
graphe Services, Utopia C05) with ten layers. Each layer is
dried at ambient air conditions for a few minutes. The thick-
ness has been estimated not to exceed 100 µm in a previous
study in the laboratory by Guiberti et al. (2014). The coating
is applied on a K-type sheathed thermocouple with a diam-
eter of 1.5 mm.

3.2 Temperature control

The coated thermocouple is placed above two complemen-
tary devices to access a temperature range from 100 K to
900 K. A home-made heat exchanger is used for cryogenic
temperatures from 100 K to 300 K. The exchanger is fed by
gaseous nitrogen at ambient pressure and immersed in a De-
war filled with liquid nitrogen. Dry nitrogen is used instead
of air (potentially humid) to prevent the creation of an ice
plug in the exchanger. According to Brübach et al. (2007),
using gaseous nitrogen should not affect the phosphores-
cence signal. The coated thermocouple is positioned in the
cold flow of gaseous nitrogen at the exit of the exchanger.
The temperature is decreased from ambient to 100 K. The
exchanger is replaced by an air electric heater (Leister, CH-
6056, 2850W) to access the temperature range from am-
bient up to 900 K. The heating increase rate is adjusted
at ∼ 0.2 K s−1 in this work, low enough to enable a ho-
mogenous temperature inside the phosphor coating during
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Fig. 2 Experimental setup for phosphorescence spectra acquisition from 100 K to 900 K.
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Fig. 3 Fluence distribution at an average energy of 3 mJ. The black el-
lipse represents the spot looked at with the phosphorescence detection
optics.

the phosphorescence spectra acquisition (10 Hz) (Guiberti
2015; Degenève 2020).

3.3 Excitation source

The phosphor coating is excited at 355 nm using the 3rd har-
monic of a Nd:YAG laser (Continuum, Minilite ML II) trig-
gered at 10 Hz with a 5 ns width pulse. The pulse energy is
adjusted by the included attenuator and recorded with a py-
roelectric energy detector (Gentech-EO, QE25-SP-S-MB).
The maximum laser energy is 5 mJ per pulse with a standard
deviation of 3 % at 355 nm. Ten energy levels are used in this
study, starting from 0.5 mJ up to 5 mJ with a 0.5 mJ step.

The laser beam profile is recorded with a camera (Gentec
BEAMAGE-4M beam profiler) and converted in laser flu-
ence for each pixel, knowing the size of the surface looked
at with the detection optics (section 3.4). It has been con-
trolled that the laser energy changes neither the energy dis-
tribution of the beam, nor the laser fluence. For example,
figure 3 shows the fluence distribution obtained at 3 mJ. The
overall distribution is slightly elliptic but homogeneous in
the spot looked at with the detection optics (black ellipse).
Thus, the average fluence in this surface is determined, lead-
ing to a value of 64 mJ cm−2 for a 3 mJ laser energy.

3.4 Phosphorescence detection and spectra acquisition

A telescope oriented at 45° of the laser path and locked on
the laser beam center is used to collect the phosphorescence
signal. It is composed of two two-inch achromatic lenses
( f1 = 150 mm and f2 = 100 mm, Thorlabs, AC508-150-A,
and AC508-100-A). The light is then focused on a 200 µm
multimode optical fiber leading to the entrance slit of a spec-
trometer, which slit width matches the fiber diameter. This
optical assembly acts as a spatial filter limiting unwanted
light. With a 1.5 magnification, the phosphorescence signal
is collected from an elliptic surface (300 µm minor axis and
424 µm major axis) with a homogeneous fluence distribu-
tion as illustrated in figure 3. The phosphorescence signal is
imaged at 10 Hz with a spectrometer (Princeton Instrument,
Spectra Pro 500i, f = 500 mm, gratting of 150 grooves
mm−1) coupled with an intensified CCD camera (Princeton
Instrument, Pi-Max, 512 x 512 pixel2) covering a spectral
range of 160 nm centered at λ = 650 nm with a resolution
of 0.3 nm pixel−1. The chosen wavelength resolution allows
capturing enough details in the spectrum to distinguish them
at each temperature (see figure 1). The spectra present in this
work are not calibrated in intensity. The laser and the spec-
trometer are synchronized with an external delay generator
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Fig. 4 Database constituted of normalized average Mg3.5FGeO5:Mn
phosphorescence spectra after laser excitation at 64 mJ cm−2 laser flu-
ence.

(BNC, Model 577 Pulse Generator). A 50 ns delay between
the laser pulse and the camera exposition is set to avoid any
laser contribution and prevent potential interferences from
fluorescence sources as reported by Mendieta et al. (2019).
The exposure time is set to 30 µs. These parameters are kept
constant for temperatures from 100 K to 900 K.

No effect of angle or target distance on the shape of the
phosphorescence spectrum has been identified as long as
the laser energy is constant, and the telescope is locked on
the laser beam center. However, the absolute signal inten-
sity could change and affect the precision of the method, so
special attention is required to have a good signal-to-noise
ratio.

Using a telescope containing the optics coupled with an
optical fiber is particularly well-adapted for point measure-
ments in experiments with limited optical access and makes
optical alignments easier

3.5 Databases acquisition

A LabVIEW program records the temperature and the cor-
responding spectrum thanks to an acquisition card (National
Instruments, PCI-6111). An average spectrum is computed
at each kelvin and corrected for the background noise. A
3-order Savitzky-Golay smoothing filter with a moving win-
dow of 13 points is applied. Figure 4 shows the consti-
tuted database at 64 mJ cm−2 laser fluence. Ten databases
have been acquired by varying the laser fluences from 11 to
106 mJ cm−2.

4 Temperature determination: data inversion processes

Instantaneous temperatures are determined from single-
shot measurements using two data inversion processes: the
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Fig. 5 Example of the sum of the squared residuals and its inverse be-
tween a single-shot spectrum and average spectra at 64 mJ cm−2 laser
fluence as a function of temperature.

new approach named Full Spectrum Fitting method (FSF
method) and the well-established Intensity Ratio method (IR
method).

In agreement with the paper objectives, a unique set of
acquisition parameters is chosen for the FSF method to per-
form measurements in transient thermal regimes on a wide
range without a priori knowledge of the temperature. The
following comparison with the IR method is thus performed
in the same experimental conditions.

4.1 Full Spectrum Fitting method

The FSF method is based on the pioneering work of Van-
der Wal et al. (1999), who took advantage of the full
spectrum to determine the temperature. They constituted
a database of Mg3.5FGeO5:Mn phosphorescence spectra at
known temperatures ranging from 473 K to 923 K and dif-
ferent laser fluences. Then, the average spectrum is inverted
to retrieve the temperature using a custom general neural al-
gorithm to compare the measurement spectrum from those
in the database. The present work takes up the use of the full
spectrum dependence on temperature and proposed several
novelties and clarification on:

• a simplified data analysis process to retrieve the instan-
taneous temperature, independently of the laser fluence
knowledge (section 5.2) as well as a precision analysis
process (section 5);

• an extended temperature range from 100 K to 900 K for
the FSF method application.

Thus, the so-called "Full Spectrum Fitting method" is
based on the full phosphorescence spectrum dependence on
temperature instead of on narrow bands. A spectra database
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Fig. 6 Normalized single-shot spectrum and average spectrum at 504 K
extracted from the database at 64 mJ cm−2 laser fluence using the least
mean square algorithm.

at known temperatures and laser fluences replaces the cal-
ibration curve necessary for the IR method (section 4.2).
Then, a spectrum measured at an unknown temperature can
be retrieved using this database and the following straight-
forward approach.

As a first step, a classical least mean square algorithm is
chosen to fulfill this task. The algorithm computes the sum
of the squares of the residuals between the single-shot spec-
trum and the average spectra in the database. This sum de-
scribes a parabolic curve as a function of the temperature, as
illustrated in figure 5. The target temperature corresponds to
the maximum of the inverse of this function.

This procedure is illustrated in figures 5 and 6 for
a single-shot spectrum acquired at 64 mJ cm−2. The best
match corresponds to the maximum of this curve, 504 K,
for this example. The corresponding spectrum from the
database and the single-shot one are plotted together in fig-
ure 6 showing a very good agreement.

The laser fluence dependence on spectra will be consid-
ered in the dedicated section (5.2).

4.2 Intensity Ratio method

The IR method takes advantage of the temperature-
dependent changes of the emission spectrum (Goss et al.
1989) (see figure 1). A ratio R(T ) is computed at each tem-
perature by dividing intensities from two spectral regions
∆λ1 and ∆λ2, acquired with two adequate filters:

R(T,∆λ1,∆λ2) =

∫
∆λ1

I(λ ,T )dλ∫
∆λ2

I(λ ,T )dλ
. (1)

I(λ ,T ) denotes the absolute phosphorescence intensity
at temperature T and wavelength λ . The calibration curve
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Fig. 7 Fitted calibration curve (red line) of the intensity ratio computed
with the database of average spectra and scattered intensity ratios of
single-shots (blue dots) at 64 mJ cm−2 laser fluence.

R(T ) is built experimentally by computing this ratio at
known temperatures and fitting a polynomial function. An
unknown temperature is determined by computing the in-
tensity ratio from its phosphorescence signal and reversing
this function. The accuracy and sensitivity of the IR method
highly depend on the phosphor characteristics and the crit-
ical choice of the spectral collection filters ∆λ1 and ∆λ2
(Abram et al. 2018). For phosphorescence spectra with dis-
crete peaks, filters are often centered on them (Fuhrmann
et al. 2013; Omrane et al. 2004a). Optimization procedures
may be used to find filters that improve the precision but in
limited temperature ranges (Petit et al. 2022; Särner et al.
2008a).

In this work, a calibration curve R(T ) is built by com-
puting a ratio from 100 K to 900 K for each average spec-
trum in the database with ∆λ1 = [633 ± 5] nm and
∆λ2 = [660 ± 5] nm to reproduce the usual experimen-
tal conditions (Fuhrmann et al. 2013). The calibration curve
shown in figure 7 is finally obtained by fitting a 5-order poly-
nomial function on R(T ).

5 Single-shot precision evaluation

A comparative statistical study is conducted for the FSF
method and IR method on instantaneous temperature deter-
mination. The laser fluence dependence of Mg3.5FGeO5:Mn
phosphorescence spectra and its impact on the temperature
determination are illustrated for both methods. A methodol-
ogy is finally proposed to minimize the laser fluence depen-
dency and the associated error on the temperature determi-
nation with the Full Spectrum Fitting method.
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Fig. 8 Histograms of the temperature deviation
∆T = Tf ound − Trecorded obtained with the FSF method and
the IR method at 64 mJ cm−2 laser fluence. Gaussian fits param-
eters: average temperature deviations of ∆T FSF = −0.59 K and
∆T IR = 2.52 K, standard deviations of σ∆T, FSF = 12.11 K and
σ∆T, IR = 18.23 K.

5.1 Single-shot precision

Conventionally, the single-shot precision is appreciated re-
garding the standard deviation associated with average sig-
nals used to build the calibration curve (Fuhrmann et al.
2011). Other works conducted statistical studies to deter-
mine the single-shot precision at specific temperatures either
for the lifetime or intensity ratio method (Abram et al. 2013;
Lawrence et al. 2013; Fond et al. 2012).

It should be noted that the spacing of the database is a
limiting factor for the accuracy, 1 K in the present case. The
lifetime and the intensity ratio methods are not subject to
this limitation because the calibration curve is obtained by
fitting the measurements. The spacing between those mea-
surements can be higher than with the FSF method as far as
the fitted curve is not too far away from them. Nonetheless,
with the FSF method, one could also imagine fitting a cali-
bration curve as a function of the temperature at each wave-
length of the spectra. This latter option has not been selected
in this work to stay as close as possible to the measurements.

In this study, the temperature determination precision
from instantaneous measurements is obtained for the FSF
and IR methods. For this purpose, both approaches are ap-
plied to determine the temperature of the hundreds of thou-
sands single-shot measurements recorded with their temper-
ature and laser fluence. Then, the "temperature deviation" is
defined as follow: ∆T = Tf ound − Trecorded .

The distribution of temperature deviation for each in-
stantaneous measurement is plotted in histograms. Figure 8
illustrates a typical result at 64 mJ cm−2 laser fluence for
both methods. The IR method displays a higher dispersion
than the FSF method with respectively an average deviation
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∆T IR = 2.52 K, ∆T FSF = −0.59 K and a standard devia-
tion σ∆T, IR = 18.23 K, σ∆T, FSF = 12.11 K. In detail, the
FSF method displays a temperature deviation smaller than
5 K for around 45 % of the single-shot spectra and between
5 K and 10 K for 30 % of them. The maximum error is be-
yond 50 K for only 0.17 % of them. The IR method shows a
temperature deviation smaller than 5 K for only 27 % of the
measurements and almost the same between 5 K and 10 K.
The maximum error is beyond 50 K for almost 10 % of the
statistical sample.

This global analysis is completed by an evaluation of
the precision of these two methods at each temperature. Fig-
ure 9 gathers the temperature deviation for the 64 mJ cm−2

laser fluence database. Each dot is colored depending on the
absolute deviation with the single-shot temperature: |∆T |.
For the FSF method, a linear fit is applied with R2 = 0.998,
meaning minimal dispersion of the results. Moreover, the
error on the temperature determination is equivalent for all
temperatures. The dispersion of the results for the IR method
is more important than with the FSF method and increases
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Fig. 10 Standard deviation σ∆T as a function of the single-shot tem-
perature for the FSF method and the IR method at 64 mJ cm−2 laser
fluence.

with temperature. This is confirmed by the lower coefficient
of determination R2 = 0.952. In the worst cases, an error of
several dozens of kelvins appears with the IR method com-
pared with an error of a few kelvins with the FSF method.

The standard deviation can be determined as a func-
tion of the temperature for both methods. Every 50 K, from
100 K to 900 K, the temperature deviation is determined for
all the single-shot spectra binning on 50 K. Then, the stan-
dard deviation is obtained from a Gaussian fit.

Figure 10 shows that both methods present the same
evolution between 100 K and 500 K, changing from 10 K to
15 K. After 500 K, the single-shot dispersion becomes worse
with the IR method, with a standard deviation up to 45 K at
900 K. On the other hand, it hardly changes between 500 K
and 700 K with the FSF method and becomes better after
700 K. Indeed, as seen in figure 1, spectra are more dis-
tinguishable from one another after 700 K allowing better
performances of the least mean square algorithm. Thus, the
precision on single-shots is below 10 K between 700 K and
900 K with the FSF method.”

A global analysis is also performed at nine other laser
fluences from 11 mJ cm−2 to 106 mJ cm−2. For each laser
fluence it was verified that the evolution of the dispersion
as a function of temperature is similar to that observed at
64 mJ cm−2. The average temperature deviation ∆T and the
standard deviation σ∆T are determined for each laser fluence
and both methods and gathered in figure 11. The evolution
with the laser fluence is different according to the method.
Whereas the temperature deviation decreases with the flu-
ence until reaching a plateau at 1 K for the FSF method, it
increases with the fluence until reaching a plateau at 2.5 K
for the IR method.

The standard deviation is maximum when the fluence
is low. Then it decreases when the fluence increases for
both methods. It reaches a plateau for the FSF method at
53 mJ cm−2. It gets a minimum before rising for the IR
method. This means that it is preferable to put the laser
fluence at a mid-value to obtain a lower dispersion of the
results. The FSF method reaches a plateau both for the
standard deviation and the average temperature deviation. It
would be judicious to be at the beginning of the plateau since

0

1

2

3

FSF method IR method

0 20 40 60 80 100 120

Laser fluence (mJ.cm
-2

)

10

15

20

25

Fig. 11 Absolute average temperature deviation
∣∣∆T

∣∣ (top) and asso-
ciated standard deviation σ∆T (bottom) as a function of laser fluence
determined with the FSF method and the IR method.

non-linear phenomena could happen, degradation or warm-
ing of the coating. Anyway, the standard deviation with the
FSF method is always lower than with the IR method mean-
ing a more robust and efficient way for determining single-
shot temperatures in a wide range of temperatures. These
statistical studies show that the precision on single-shot
measurements is better with the FSF method from 100 K to
900 K in well-controlled conditions.

5.2 Laser fluence effects on temperature determination

In absorbing environments, the laser fluence exciting the
phosphor can be lower than the calibration. It can lead to po-
tential errors in the temperature determination, particularly
for thermographic phosphors which are sensitive to laser flu-
ence. In this section, the impact of laser fluence dependence
of Mg3.5FGeO5:Mn on temperature determination by IR and
FSF methods are quantified.

• Effects on spectra and intensity ratio:

This section studies the effect of laser fluence on the phos-
phor response and the database and calibration curve.

Increasing the laser fluence increases the phosphores-
cence absolute intensity (not shown here). This tendency
is helpful for FSF and IR methods to reach a good signal-
to-noise ratio. This option must be used with caution re-
garding the possible induced damage of the coating (Lindén
et al. 2009) and/or increase of the local temperature (Heeg
and Jenkins 2013; Fuhrmann et al. 2011). Besides, the laser
fluence must be chosen judiciously as demonstrated in sec-
tion 5.1.

Figure 12 shows average spectra at different tempera-
tures extracted from the databases obtained at 21, 42, 64, 85
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Fig. 12 Normalized average Mg3.5FGeO5:Mn phosphorescence spec-
tra at different temperatures and laser fluences. Spectra from only five
out of the ten databases are shown to gain visibility.
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Fig. 13 Calibration curves (fit) of the intensity ratio computed with the
database of average spectra at different laser fluences. Only five out of
the ten calibration curves are shown to gain visibility.

and 106 mJ cm−2 laser fluences. Note that spectra at 900 K
are a bit noisier due to the intensity decrease resulting in
a lower signal-to-noise ratio. In contrast, the absolute inten-
sity at 100 K is only slightly weaker than at 300 K. Figure 12
shows that fluence has no impact on the phoshpor response
between 650 and 720 nm for all temperatures studied. Be-
low this band, the effect of the laser fluence is more impor-
tant at low temperatures. There is a strong dependency at
100 K, especially with the 630 nm emission band. The rel-
ative intensity of the 630 nm emission band increases with
the laser fluence but not monotonously with temperature.
Indeed, the difference between spectra becomes negligible
while increasing temperature. A noticeable difference is vis-
ible at 900 K, although spectra are noisier. At high tempera-
tures, the laser fluence dependence may be more important
below the 580 nm wavelength. Thus, the Mg3.5FGeO5:Mn
phosphorescence spectrum is not entirely independent on
the laser fluence.

The effect of the fluence on the Mg3.5FGeO5:Mn re-
sponse is reflected in its calibration curve. Figure 13 shows
the evolution of the intensity ratio as a function of tempera-
ture at five laser fluences. Once again, there is a strong de-
pendence at low temperatures, as seen on spectra around the
630 nm emission band (figure 12). The ratio increases by
192 % between 11 mJ cm−2 and 106 mJ cm−2 at 100 K, to
reach only 3 % at 500 K. This evolution could lead to er-
rors in the temperature determination if the laser fluence is
different during the measurement and the calibration. Thus,
the maximal temperature shift is 56 K at 100 K, and tends to-
ward 15 K for temperatures above 500 K. However, it does
not mean that the temperature error for single-shots is lower
at high temperatures. Indeed, the dispersion of the single-
shot ratio is much higher at high temperatures than at low
ones (figure 7). This analysis shows that the temperature er-
ror can be higher at low temperatures if the laser fluence is
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Fig. 14 Histograms of the temperature deviation
∆T = Tf ound − Trecorded . Single-shots are taken at 11 mJ cm−2

laser fluence and the database (and the intensity ratio calibration
curve) at 106 mJ cm−2.

unknown during the measurement, especially when the laser
beam must cross a high UV absorbing reactive flow.

• Consequences on temperature determination:

To illustrate the effect of the Mg3.5FGeO5:Mn laser fluence
dependence on temperature determination with FSF and IR
methods in combustion environments, a scenario where the
database (or calibration curve) and the measurements are ac-
quired at different energies is simulated. This scenario repli-
cates an attenuation of 90 % of the incident laser fluence.

The database of spectra and the intensity ratio calibra-
tion curve are taken at 106 mJ cm−2 and all single-shots
measurements at 11 mJ cm−2. The FSF method and the IR
method are applied for each single-shots. The tempera-
ture deviation histograms for both methods are illustrated
in figure 14. They show most of the time an underesti-
mated temperature. While the average temperature error is
−35 K for both methods, results are more dispersed with
the IR method, σ∆T, IR = 39.08 K, than with the FSF one,
σ∆T, FSF = 22.87 K.

• Improved methodology to minimize the effects of the laser
fluence:

To reduce the effect of the Mg3.5FGeO5:Mn laser fluence
dependence on temperature determination with FSF method,
the least mean square algorithm is improved to compare the
single-shot spectrum with all the databases for any fluence.
Thus, at each laser fluence, a minimum of the sum of the
squared residuals is found with a corresponding spectrum
and its temperature. An example is shown in figure 15. The
temperature is finally given by the minimum of these min-
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Fig. 15 Example of minimums of the squared residuals from each
databases (blue dots) and associated temperatures (red squares) with
FSF method and recorded spectrum temperature (black line) for a
single-shot at 11 mJ cm−2 laser fluence.

Fig. 16 Histograms of the temperature deviation
∆T = Tf ound − Trecorded . Single-shots are taken at 11 mJ cm−2

laser fluence. With the IR method, the calibration curve is taken at
106 mJ cm−2.

imums, 692 K for this example, precisely corresponding to
the recorded single-shot temperature.

The same scenario is replayed using the modified data
processing for the FSF method. The results are displayed
on the temperature deviation histograms in figure 16. The
average temperature error is now centered at −8 K with the
improved FSF method against −35 K with the previous one.
Moreover, results are less dispersed around this average er-
ror with a standard deviation of 15.71 K. Unfortunately, the
minimum of the sum of squared residuals for all fluences
does not always lead to the smallest temperature deviation
with the single-shot. This is why the histogram is not cen-
tered at 0 K. One of the advantages of the least mean square
algorithm is to be easily implemented by everyone. A more
advanced comparison algorithm could solve this issue.
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Fig. 17 Histograms of the temperature deviation
∆T = Tf ound − Trecorded in the range of 100 K to 300 K. Single-shots
are taken at 11 mJ cm−2 laser fluence. With the IR method, the
calibration curve is taken at 106 mJ cm−2.

Figure 17 shows the same analysis on the temperature
range from 100 K to 300 K, where there is the strongest de-
pendence on the laser fluence. The average temperature er-
ror drops to −4 K with the improved FSF method against
−39 Kwithout laser fluence consideration. The dispersion
is also reduced with a standard deviation of 16.37 K com-
pared to 29.20 K. In contrast, the average temperature error
reaches −49 K and the standard deviation 32.28 K with the
IR method in this temperature range.

Finally, the modified data processing of the FSF method
consisting of checking all databases at different laser flu-
ences is applied to determine the temperature of all the
single-shots acquired for this study, regardless of the laser
fluence. Likewise, a histogram is obtained (not shown here)
and the associated Gaussian fit gives an average error of
−0.43 K and a standard deviation of 16.74 K. This standard
deviation is even smaller than the smallest one obtained with
the IR method, although the laser fluence was known in that
case. Nevertheless, it is still preferable to take the database at
the same laser fluence when the single-shot fluence is known
as statistics are slightly better (figure 11). Once again, this
work proves the benefits of taking advantage of the full
phosphorescence spectrum and using the FSF method to de-
termine the temperature in harsh environments, especially if
the thermographic phosphor used has a laser fluence depen-
dence.

6 Guidance for measurements in harsh environments

This section proposes some advice on performing LIP
single-shot measurements with the FSF method in combus-
tion experiments.

As for IR and lifetime methods, the choice of the phos-
phor remains a critical aspect for the FSF method. One
should have a rough idea of the temperature range expected
in the experiment to select a sensitive phosphor over this
range. The dependence on the laser fluence must be inves-
tigated in controlled conditions before conducting the mea-
surements. Certainly, a phosphor whit no dependencies is
preferred, but the improved FSF method makes it possi-
ble to take advantage of a phosphor with a significant de-
pendence on the laser fluence. In this last case, recording
as many databases at different laser fluences as possible is
recommended. For example, the phosphors YAG:Dy (Goss
et al. 1989; Seyfried et al. 2005; Yu et al. 2010), ZnO:Ga
and ZnO:Zn (Särner et al. 2008b) or BaMg2Al10O17:Eu
(Särner et al. 2008a) can be considered as good candidates
for the FSF method due to their high spectral sensitivity over
a wide temperature range. Suitable candidates can also be
found from the lists of phosphors with spectrally sensitive
responses provided in the reviews by Brübach et al. (2013)
and Aldén et al. (2011).

The sum of the squared residuals does not contain spec-
tral information, so ambiguous temperature determination
may happen with some phosphors. Besides, the deviation
caused by potential laser fluence effects can interact or com-
pensate with the temperature dependence. Advanced spec-
tral correlation procedures, e.g., frequency-domain covari-
ance analysis (Lachaux and Musculus 2007) could be suit-
able in case of ambiguity.

In combustion applications, the thermal radiations from
the flame can interfere/overlap with the phosphorescence
spectrum. Yet, the telescope-optical fiber assembly focuses
on the surface of interest and acts as a spatial filter, so con-
tributions from the flame should be minimal. If the phe-
nomenon persists, a possibility is recording the thermal
background by turning off the laser one out of two pulses.
The best approach may be to select an adequate phosphor,
but it requires an a priori knowledge of the thermal radia-
tions spectrum encountered.

The same experimental setup should be used for the cali-
bration and the actual measurements, although no significant
influence except on the signal-to-noise ratio has been iden-
tified using a telescope coupled with an optical fiber. The
latter is particularly well-adapted for point measurements
on experiments with limited optical access and offers the
possibility of simultaneous multi-point measurements with
a single spectrometer.

7 Conclusions

A new approach and post-processing of the Laser Induced
Phosphorescence signal have been studied for instantaneous
surface temperature measurements: the Full Spectrum Fit-
ting method. The dependence of the entire Mg3.5FGeO5:Mn
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phosphorescence spectrum is exploited for single-shot mea-
surements on an 800 K range.

Statistical studies were conducted in well-controlled
conditions. The FSF method shows a lower dispersion of the
results with no significant influence of the temperature when
single-shots and databases are at the same laser fluence in
contrast to the IR method. Best of the statistics with the FSF
method are obtained at mid-laser fluence value, 64 mJ cm−2:
the average temperature error is less than 1 K and the preci-
sion 12 K for a global analysis. A 10 K precision is even
obtained for single-shots between 700 K and 900 K.

A study on the laser fluence shows dependencies on the
spectrum, especially at low temperatures, below 500 K, pre-
dominantly on the 630 nm emission band. This affects the
IR method and can lead to temperature errors of up to a
few dozen kelvins if the measurement fluence is unknown,
like in high-absorbing environments for example. The FSF
method is also affected but optimizing the method by check-
ing different databases at different fluences considerably de-
creases this error, keeping a 17 K precision.

This method could easily be applied to other phosphors
offering good spectral dynamics to reach different tempera-
ture ranges.

This methodology has successfully been applied to
determine the temperature of several surfaces inside the
cryotechnic testbench MASCOTTE during a joint experi-
mental campaign within the LabEM2C / ONERA / CNES
/ ArianeGroup R&D consortium (Lechner et al. 2022). The
harsh conditions reached in MASCOTTE and the short time
of operation were perfect challenges for this technique.
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