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Abstract. In this paper we propose a framework for ethical decision-
making in the context of planning, with intended application to robotics.
We put forward a compact but highly expressive language for ethical
planning that combines linear temporal logic with lexicographic prefer-
ence modelling. This original combination allows us to assess plans both
with respect to an agent’s values and its desires, introducing the novel
concept of the morality level of an agent and moving towards multi-goal,
multi-value planning. We initiate the study of computational complexity
of planning tasks in our setting, and we discuss potential applications to
robotics.

1 Introduction

In ethical planning the planning agent has to find a plan for promoting a certain
number of ethical values. The latter include both abstract values such as jus-
tice, fairness, reciprocity, equity, respect for human integrity and more concrete
ones such as “greenhouse gas emissions are reduced”. Unlike classical planning in
which the goal to be achieved is unique, in ethical planning the agent can have
multiple and possibly conflicting values, that is, values that cannot be concomi-
tantly satisfied. It is typical of ethical planning the problem of facing a moral
struggle which is “...provoked by inconsistencies between value commitments and
information concerning the kinds of decision problems which arise...” [18, p. 8].
Consequently, in ethical planning the agent needs to evaluate and compare the
ideality (or goodness) of different plans depending on how many and which values
are promoted by each of them.

In this paper our intended application field is that of robotics. Including
ethical considerations in robotics planning requires (at least) three steps. First,
identify ethically sensitive situations in the robotics realm, and how are these
situations represented. Planning seems to be the first candidate in which to in-
clude ethical considerations, thus we assume that values or ethical judgments are
expressed about the results of plans. Second, design a language to express such
values, bearing in mind that they can be, and often are, potentially conflicting
in multiple ways: among values, between a value and a goal, or between a value
and good practices. Such a value representation language needs to be compact
and computationally tractable. Third, complete the picture of ethical planning
by designing algorithms that compare plans based on the ethical values.
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In this paper we put forward a framework for ethical planning based on a
simple temporal logic language to express both an agent’s values and goals. For
ease of exposition we focus on single-agent planning with deterministic sequential
actions in a known environment. Our model borrows from the existing litera-
ture on planning and combines it in an original way with research in compact
representation languages for preferences. The latter is a widely studied topic in
knowledge representation, where logical and graphical languages are proposed
to represent compactly the preferences of an agent over a combinatorial space of
alternatives, often described by means of variables. In particular, we commit to a
prioritised or lexicographic approach to solve the possible arising inconsistencies
among goals, desires, and good practices in a unified planning model.

2 Related Work

There is considerable research in the field of ethics and AI, see Müller [25] for
a general overview. Popular ethical theories for application are consequential-
ism, deontology, and virtue ethics.3 Our approach should be able to work with
any notion of “good actions” but is probably a most natural fit for pluralistic
consequentialism [30].

While there is a lot of work at the theoretical/abstract level, there is compar-
atively less that examines how ethical reasoning in artificial agents could actually
be done in practice. There are approaches both in terms of formal models [12]
and allowing agents to learn ethical values [2]. Yu et al. [33] provides a recent sur-
vey of this research area. The closest approaches to ours are the recent work on
(i) logics for ethical reasoning and (ii) the combination of a compact representa-
tion language, such as conditional preference networks, with decision-making in
an ethically sensitive domain. The former are based on different methodologies
including event calculus (ASP) [6], epistemic logic and preference logic [22, 24],
BDI (belief, desire, intention) agent language [11], classical higher-order logic
(HOL) [5]. The latter was presented in “blue sky” papers [21, 28] complemented
with a technical study of distances between CP-nets [20] and, more recently,
with an empirical study on human ethical decision-making [4]. CP-nets are a
compact formalism to order states of the world described by variables.

We take inspiration from these lines of work, but depart from them under
two aspects. First, robotics applications are dynamic ones, and ethical principles
must be expressed over time. Hence, unlike existing logics for ethical reasoning,
our focus is on a specification language for values based on linear temporal
logic. Second, ethical decision-making in robotic applications requires mixing
potentially conflicting values with desires of the agent and to express the notion
of plan, and CP-nets alone are not sufficient.

In the field of robotics, there are approaches to enabling artificial agents to
compute ethical plans. The evaluative component, which consists in assessing the
“goodness” of an action or a plan in relation to the robot’s values, is made explicit
3 See Copp [9] for a philosophical introduction, and Jenkins et al. [15], Powers [27],

and Vallor [31] for a discussion of these three theories in robotics.
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by Arkin et al. [3] and Vanderelst and Winfield [32]. Evans et al. [13] focuses
on a collision scenario involving an autonomous vehicle, proposing to prioritise
the ethical claims depending on the situation, e.g. by giving more priorities to
the claims of the more endangered agents. Related work explores the design of
planning algorithms designed to help robots produce socially acceptable plans
by assigning weights to social rules [1] .

In preference-based planning by Bienvenu et al. [7] plans are compared rela-
tive to a single (possibly lexicographic) preference formula about temporal prop-
erties. Similarly, Lindner et al. [19] evaluate the permissibility of plans according
to a specific ethical principle such as the deontological principle, the utilitarian
principle, the do-no-harm or the double effect principle. In our approach plans
are compared relative to sets of values. Comparison of alternatives (e.g., plans,
states, histories) relative to a set of values is an essential aspect of ethics which
is not considered in these two works. As we will show in Section 3.5, it opens up
the possibility of formalizing the notion of moral conflict.

3 Model

In this section, we present the formal model of ethical evaluation and planning
which consist, respectively, in comparing the goodness of plans and in finding
the best plan relative to a given base of ethical values.

3.1 LTL Language

Let Prop be a countable set of atomic propositions and let Act be a finite non-
empty set of action names. Elements of Prop are noted p, q, . . ., while elements
of Act are noted a, b, . . .. We assume the existence of a special action skip. The
set of states is S = 2Prop with elements s, s′, . . .

In order to represent the agent’s values, we introduce the language of LTLf
(Linear Temporal Logic over Finite Traces) [26, 10], noted LLTLf

(Prop) (or
LLTLf

), defined by the following grammar:

φ ::= p | ¬φ | φ1 ∧ φ2 | Xφ | φ1 U φ2,

with p ranging over Prop. X and U are the operators “next” and “until” of LTLf .
Operators “henceforth” (G) and “eventually” (F) are defined in the usual way:
Gφ

def
= ¬(⊤ U φ) and Fφ

def
= ¬G¬φ. The propositional logic fragment of LLTLf

is noted LPL and is defined in the usual way. We will use LPL to describe the
effect preconditions of the agent’s actions.

3.2 Histories

The notion of history is needed for interpreting formulas in LLTLf
. We define a

k-history to be a pair H = (Hst , Hact) with

Hst : [0, k] −→ S and Hact : [1, k] −→ Act .
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A history specifies the actual configuration of the environment at a certain time
point and the action executed by the agent that leads to the next state. The set
of k-histories is noted Histk. The set of histories is Hist =

⋃
k∈N Histk. Semantic

interpretation of formulas in LLTLf
relative to a k-history H ∈ Hist and a time

point t ∈ [0, k] goes as follows (we omit boolean cases which are defined as usual):

H, t |= p ⇐⇒ p ∈ Hst(t),

H, t |= Xφ ⇐⇒ t < k and H, t+ 1 |= φ,

H, t |= φ1 U φ2 ⇐⇒ ∃t′ ≥ t : t′ ≤ k and H, t′ |= φ2 and

∀t′′ ≥ t : if t′′ < t′ then H, t′′ |= φ1.

3.3 Action Theory

We suppose actions in Act are described by an action theory γ = (γ+, γ−),
where γ+ and γ− are, respectively, the positive and negative effect precondition
function γ+ : Act × Prop −→ LPL and γ− : Act × Prop −→ LPL.

The fact γ+(a, p) guarantees that proposition p will be true in the next state
when action a is executed, while γ−(a, p) guarantees that proposition p will be
false in the next state when action a is executed. We stipulate that if γ+(a, p)
and γ−(a, p) are concomitantly true at a given state and action a is executed,
then the truth value of p will not change in the next state. The latter captures
an inertial principle for fluents.

Definition 1 (Action-compatible histories). Let γ = (γ+, γ−) be an action
theory and let H = (Hst , Hact) be a k-history. We say H is compatible with γ if
the following condition holds, for every t ∈ [1, k] and for every a ∈ Act :

if Hact(t) = a then

Hst(t) =
(
Hst(t− 1) \

{
p ∈ Prop : H, t− 1 |= ¬γ+(a, p)∧

γ−(a, p)
})

∪
{
p ∈ Prop : H, t− 1 |= γ+(a, p)∧

¬γ−(a, p)
}
.

The set of γ-compatible histories is noted Hist (γ).

3.4 Plans

Let us now move from the notion of action to the notion of plan. Given k ∈ N,
a k-plan is a function

π : {1, . . . , k} −→ Act .

The set of k-plans is noted Plank. The set of plans is Plan =
⋃

k∈N Plank. The
following definition introduces the notion of history generated by a k-plan π at
an initial state s0. It is the action-compatible k-history along which the agent
executes the plan π starting at state s0.
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Definition 2 (History generated by a k-plan). Let γ = (γ+, γ−) be an
action theory, s0 ∈ S and π ∈ Plank. Then, the history generated by plan π
from state s0 in conformity with the action theory γ is the k-history Hπ,s0,γ =
(Hπ,s0,γ

st , Hπ,s0,γ
act ) such that:

(i) Hπ,s0,γ ∈ Hist (γ),

(ii) Hπ,s0,γ
st (0) = s0,

(iii) ∀k′ s.t. 1 ≤ k′ ≤ k : Hπ,s0,γ
act (k′) = π(k′),

Given a set of LTLf -formulas Σ, we define Sat(Σ,π,s0,γ) to be the set of
formulas from Σ that are guaranteed to be true by the execution of plan π at
state s0 under the action theory γ. That is,

Sat(Σ,π,s0,γ) =
{
φ ∈ Σ : Hπ,s0,γ , 0 |= φ

}
.

3.5 Moral Conflicts

An ethical planning agent is likely to have multiple values that it wishes to satisfy
when making plans. Some of these values will be ethical in nature (“do not harm
humans”), and some may not be (“do not leave doors open”). However, the more
values the robot has the more likely it is to experience scenarios where it cannot
satisfy all of its values with any given plan, and must violate some of them. In
such a scenario, the agent must first work out which subsets of its value base are
jointly satisfiable, and then which of those subsets it should choose to satisfy.

To this end we define a notion of a moral conflict (note that in line with Levi
[18] we refer to any conflict between an agent’s values as a “moral conflict” even
if some or all of those values are not strictly moral/ethical in nature).

Definition 3 (Moral problem). A moral problem is a tuple M = (Ω, γ, s0)
where:

– Ω ⊆ LLTLf
is a set of values (which may or may not be strictly moral in

nature);
– γ = (γ+, γ−) is an action theory and s0 is an initial state, as described

above.

Definition 4 (Moral conflict). A moral problem M = (Ω, γ, s0) is a moral
conflict if:

– ∀k ∈ N, there is no k-plan π such that Sat(Ω,π,s0,γ) = Ω.

In other words, a moral conflict occurs when it is not possible to satisfy all of
our values with any given plan. In some cases, a moral conlict may not depend
on any particular feature of the start state, but may result simply from the value
base and action theory, or even the value base alone. This allows us to define
two further notions of moral problem.
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Definition 5 (Physical moral problem). A physical moral problem is a pair
(Ω, γ) where:

– Ω ⊆ LLTLf
is a set of values;

– γ is an action theory.

Definition 6 (Logical moral problem). A logical moral problem is a set of
values Ω ⊆ LLTLf

.

We can also define moral conflict for these moral problems. A physical (logi-
cal) moral problem is a physical (logical) value conflict if for every possible start
state s0 (and every possible action theory γ), the resultant moral value prob-
lem M = (Ω, γ, s0) is a moral conflict. By our definition, conflict mirrors the
concept of necessity. Necessity would imply that every possible plan satisfies all
the values in Ω, whereas conflict implies that no plan satisfies all values. Thus
it is interesting to note that our definitions of conflict have mirrors in philo-
sophical literature [16]. A physical moral conflict mirrors the notion of nomic
necessity (necessary given the laws of nature) (at least from the perspective of
the robot, for whom the action theory comprises the laws of nature) whereas a
logical moral conflict mirrors the notion of logical necessity (necessary given the
nature of logic).

If an agent is experiencing a moral conflict, one response would be to “tem-
porarily forget” values until it has a satisfiable set.

Definition 7 (Contraction). If M = (Ω, γ, s0) is a moral problem and M ′ =
(Ω′, γ, s0) is a moral problem, we say that M ′ is a contraction of M if:

– Ω′ ⊆ Ω
– M ′ is not a moral conflict.

Note that if M = (Ω, γ, s0) is a moral problem, π is a plan, and Ω′ =
Sat(Ω,π,s0,γ) then M ′ = (Ω′, γ, s0) must be a contraction of M .

In this case, we refer to M ′ as the contraction generated by π. This also
illustrates that the current notion of contraction is unhelpful for an agent at-
tempting to select a plan in a moral conflict, as all plans generate contractions.
What would be helpful is some notion of a “minimal” or “ideal” contraction that
sacrifices as few values as possible.

Definition 8 (Minimal contraction). If M = (Ω, γ, s0) is a moral problem
and M ′ = (Ω′, γ, s0) is a contraction of M , M is:

– A qual-minimal contraction if there is no contraction M ′′ = (Ω′′, γ, s0) such
that Ω′ ⊂ Ω′′;

– A quant-minimal contraction if there is no contraction M ′′ such that |Ω′| <
|Ω′′|

Proposition 1. If M = (Ω, γ, s0) is a moral problem and is not a moral con-
flict, then the only qual-minimal and quant-minimal contraction of M is M .
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For either notion of minimality, we will have cases where there are multiple
minimal contractions of a given moral conflict. This can produce unintuitive re-
sults, as if there is some moral conflict with Ω = {“do not kill humans” , “do not
leave the door open”} with contractions {“do not kill humans”} and {“do not
leave the door open”} then either notion of minimality will tell you that both
contractions are ideal. On the other hand, it does seem that any stronger notion
of minimality should at least respect qualitative minimality, since (intuitively),
if plan π1 fulfills all of the values fulfilled by π2, and fulfills more values, then π1
should be preferred to π2.

Proposition 2. Given a moral conflict M , a contraction M ′ is quant-minimal
only if it is qual-minimal.

One way to resolve this is to recognise, in line with Levi [18], that some of
our values are only used as tiebreakers to separate otherwise-equivalent plans,
and should not be considered directly alongside our more important values. To
model this, our values exist in lexicographically ordered sets, where each set is
examined only if the sets above cannot deliver a verdict.

3.6 Lexicographic Value Base

Together with an action theory and an initial state, an agent’s value base con-
stitutes an ethical planning domain.

Definition 9 (Ethical planning domain). An ethical planning domain is a
tuple ∆ = (γ, s0, Ω) where:

– γ = (γ+, γ−) is an action theory and s0 is an initial state, as specified above;
– Ω = (Ω1, . . . , Ωm) is the agent’s value base with Ωk ⊆ LLTLf

for every
1 ≤ k ≤ m.

Ω1 is the agent’s set of values with priority 1, Ω2 is the agent’s set of values
with priority 2, and so on. For notational convenience, given a value base Ω =
(Ω1, . . . , Ωm), we note dg(Ω) its degree (or arity).

Agent’s values are used to compute the relative ideality of plans, namely,
whether a plan π2 is at least as ideal as another plan π1. Following [24], we call
evaluation the operation of computing an ideality ordering over plans from a
value base. Building on classical preference representation languages [17], we de-
fine the following qualitative criterion of evaluation, noted ⪯qual

∆ , which compares
two plans lexicographically on the basis of inclusion between sets of values.

Definition 10 (Qualitative ordering of plans). Let ∆ = (γ, s0, Ω) be an
ethical planning domain with Ω = (Ω1, . . . , Ωm) and π1, π2 ∈ Plan . Then,
π1 ⪯qual

∆ π2 if and only if:

(i) ∃1 ≤ k ≤ m s.t. Sat(Ωk,π1,s0,γ) ⊂ Sat(Ωk,π2,s0,γ), and
∀1 ≤ k′ < k,Sat(Ωk′ ,π1,s0,γ) = Sat(Ωk′ ,π2,s0,γ); or

(ii) ∀1 ≤ k ≤ m,Sat(Ωk,π1,s0,γ) = Sat(Ωk,π2,s0,γ).
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Note that a quantitative criterion could also be defined by counting the num-
ber of satisfied values in each level and, in line with the previous definition,
compare these values lexicographically.

The quantitative criterion, noted ⪯quant
∆ , compares two plans lexicographi-

cally on the basis of comparative cardinality between sets of values.

Definition 11 (Quantitative ordering of plans). Let ∆ = (γ, s0, Ω) be
an ethical planning domain with Ω = (Ω1, . . . , Ωm) and π1, π2 ∈ Plan . Then,
π1 ⪯quant

∆ π2 if and only if:

(i) ∃1 ≤ k ≤ m s.t. |Sat(Ωk,π1,s0,γ)| < |Sat(Ωk,π2,s0,γ)|, and
∀1 ≤ k′ < k, |Sat(Ωk′ ,π1,s0,γ)| = |Sat(Ωk′ ,π2,s0,γ)|; or

(ii) ∀1 ≤ k ≤ m, |Sat(Ωk,π1,s0,γ)| = |Sat(Ωk,π2,s0,γ)|.

This allows us to define another notion of minimal contraction for a moral
conflict, namely a minimal contraction with respect to a lexicographic value base.

Definition 12 (Lexicographic-minimal contraction). If M = (Ω, γ, s0) is
a moral problem, and Ω = (Ω1, ..., Ωm) is a value base such that ∪Ω = Ω then
M ′ = (Ω′, γ, s0) is a Ω-qual-minimal contraction of M if and only if:

(i) Ω′ ⊆ Ω;

(ii) M ′ is not a moral conflict;
(iii) If M ′′ = (Ω′′, γ, s0) is also a contraction of M,

∄k : (a) 1 ≤ k ≤ m and Ω′ ∩Ωk ⊂ Ω′′ ∩Ωk, and
(b) ∀1 ≤ i < k,Ω′ ∩Ωi = Ω′′ ∩Ωi.

Note that by combining definitions 11 and 12 we can define a notion of Ω-
quant-minimal contraction.

Proposition 3. Given a moral conflict M , a contraction M ′ is Ω-qual-minimal
or Ω-quant-minimal only if it is qual-minimal.

3.7 Adding Desires

The behavior of autonomous ethical agents is driven not only by ethical values
aimed at promoting the good for society but also by their endogenous motiva-
tions, also called desires or goals. Following existing theories of ethical prefer-
ences in philosophy, economics and logic [29, 14, 23], we assume that (i) desires
and values are competing motivational attitudes, and (ii) the agent’s degree of
morality is a function of its disposition to promote the fulfilment of its values
at the expense of the satisfaction of its desires. The following definition extends
the notion of ethical planning domain by the notions of desire and introduces
the novel concept of degree of morality.

Definition 13 (Mixed-motive planning domain). A mixed-motive plan-
ning domain is a tuple Γ = (γ, s0, Ω,ΩD, µ) where
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– (γ, s0, Ω) is an ethical planning domain (Definition 9);
– ΩD ⊆ LLTLf

is the agent’s set of desires or goals;
– µ ∈ {1, . . . , dg(Ω) + 1} is the agent’s degree of morality.

A mixed-motive planning domain induces an ethical planning domain whereby
the agent’s set of desires is treated as a set of values whose priority level depends
on the agent’s degree of morality. Specifically, the lower the agent’s degree of
morality, the higher the priority of the agent’s set of desires in the induced eth-
ical planning domain. In many practical applications it is likely to be desirable
to restrict the range of values that µ can take, in order to prevent (for example)
the robot’s goal from overriding its safety values.

Definition 14 (Induced ethical planning domain). Let Γ = (γ, s0, Ω,ΩD, µ)
be a mixed-motive planning domain. The ethical planning domain induced by Γ
is the tuple ∆ = (γ, s0, Ω

′
) such that dg(Ω

′
) = dg(Ω) + 1 with:

(i) Ω′
µ = ΩD;

(ii)Ω′
k = Ωk for 1 ≤ k < µ;

(iii)Ω′
k = Ωk−1 for µ < k ≤ dg(Ω) + 1.

4 An Example

Consider a blood delivery robot in a hospital. The robot mostly makes deliveries
between different storage areas, and sometimes delivers blood to surgeries. The
robot may have to deal with various kinds of obstacles to complete its deliveries,
but we will consider only one: people blocking the robot. The robot has two
methods to resolve this obstacle, it can ask for them to move and then wait
for them to move (ask), or it can use a loud air-horn to “force” them to move
(horn). Once the person has moved, the robot can reach its destination (move).
We suppose that the robot can tell some things about its environment, it knows
if it is blocked (blocked), if it is near the operating theatre (theatre) and if it
has reached its destination (destination). We can then define the action model
as follows:

γ+(move, destination) = ¬blocked
γ−(ask, blocked) = blocked

γ+(ask, delayed) = ⊤
γ−(horn, blocked) = blocked

γ+(horn, annoyed) = ⊤
γ+(horn, dangerous) = theatre

otherwise,γ±(a, p) = ⊥

The propositions delayed, annoyed and dangerous are used to keep track of
the robot’s actions, we suppose that using the horn near the operating theatre
is dangerous. The values and desires of the robot can be presented as follows:
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Ω = {Ω1, Ω2}
Ω1 = {G¬dangerous}
Ω2 = {G¬annoyed}
ΩD = {Fdestination,F(destination ∧ ¬delayed)}

In words, the robot’s goal is to reach its destination without delays, with the
primary value to never do anything dangerous, and the secondary value to never
be annoying. Let Ω

′
be the value base induced by Ω, ΩD and µ = 3.

Now we can compare the following 2-plans π1 = (ask,move) and π2 =
(horn,move). If we assume that in the initial state the robot is blocked but
far from an operating theatre, we can represent the histories generated from
these plans as follows (each block contains exactly the propositions that are true
in that state):

blockedHπ2 annoyed annoyed,
destination

blockedHπ1 delayed delayed,
destination

horn move

ask move

In this case Sat(Ω
′
,π1,s0,γ) = {G¬dangerous,G¬annoyed,Fdestination} =

A ⊇ Ω1∪Ω2 whereas Sat(Ω
′
,π2,s0,γ) = {G¬dangerous,Fdestination,F(destination∧

¬delayed)} = B ⊇ Ω1 ∪ ΩD. Therefore π1 will be preferred to π2. However, if
we change the morality level to 2, perhaps to represent an urgent delivery to an
ongoing surgery, then we see that the robot will choose plan π2 rather than π1.
This illustrates how we can adjust the morality level of the robot to reflect the
urgency of its goals. If we move the example to the operating theatre (so now
theatre ∈ s0 instead of ¬theatre ∈ s0), then the robot would not sound its horn
even if the delivery was urgent, as Ω1 still overrides ΩD. This also means that for
this robot we should restrict µ to 2 or 3 to ensure that being safe is always priori-
tised over goals. Furthermore, notice that for any lexicographic value structure
containing exactly these values and goals, the set of non-dominated plan will al-
ways contain either π1, π2 or both, since A and B are exactly the qual-minimal
contractions of ∪Ω′

given an initial state where the robot is blocked.

5 Computational Complexity

In this section we initiate the study of the computational complexity of ethical
planning in our setting. We borrow our terminology from the work of Lang [17]
on compact preference representation, but the problems we study have obvious
counterparts in the planning literature, as should be clear from the proofs. In
the interest of space all proofs can be found in the appendix.
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We begin by studying the problem Conflict, which determines if a moral
problem is also a moral conflict.

Conflict
Input: Moral problem M = (Ω, γ, s0)
Question: Is there some k ∈ N such that there is a k-plan π′ such that
Sat(Ω,π,s0,γ) = Ω?

Theorem 1. Conflict is PSPACE-complete.

We then study the case of contractions, in particular, determining if a given
moral problem is a qual-minimal contraction.

Minimal-Contraction
Input: Moral problem M = (Ω, γ, s0), moral problem M ′ = (Ω′, γ, s0)
Question: Is M ′ a qual-minimal contraction of M?

Theorem 2. Minimal-Contraction is PSPACE-complete.

Neither of these results are particularly technically advanced, indeed Con-
flict is almost exactly equivalent to PLANSAT from classical planning [8]. The
purpose of these results is to indicate that quite apart from the issue of how a
robot should select the best option when faced with a moral conflict, the task
of identifying that the robot is facing a moral conflict and determining all of its
options is extremely computationally difficult.

On the subject of planning, we begin by studying the problem Comparison,
which given two k-plans π1 and π2, asks whether π1 ⪯qual

∆ π2. Despite the
apparent complexity of our setting this problem can be solved efficiently:

Comparison
Input: Ethical planning domain ∆ = (γ, s0, Ω), k ∈ N, k-plans π1, π2
Question: is it the case that π1 ⪯qual

∆ π2?

Theorem 3. Comparison is in P.

We then move to the problem of non-dominance, i.e., the problem of de-
termining if given a g-plan π1 there exists a better k-plan wrt. ⪯qual

∆ (where
g ≤ k).

Non-dominance
Input: Ethical planning domain ∆ = (γ, s0, Ω), k ∈ N, g-plan π for g ≤ k

Question: is there a k-plan π′ such that π ⪯qual
∆ π′ and π′ ̸⪯qual

∆ π?

We show that this problem, as most instances of classical planning satisfac-
tion, is PSPACE-complete:

Theorem 4. Non-Dominance is PSPACE-complete.
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Proposition 4. Given an ethical planning domain ∆ = (γ, s0, Ω), a k-plan π
and S = Sat(∪Ω,π,s0,γ) π is non-dominated for ∆ if and only if M = (S, γ, s0)
is a Ω-qual-minimal contraction for (∪Ω, γ, s0).

Theorems 3 and 4 are to be interpreted as baseline results showing the com-
putational feasibility of our setting for ethical planning with LTLf . One clear
direction for future work would expand on the computational complexity anal-
ysis, identifying tractable fragments and exploring their expressivity in ethical
applications.

An important property for an ethical planner is explainability. While ex-
plaining why a particular plan was chosen is difficult to do succinctly (even
for humans), a simpler problem is to explain why the chosen plan was better
than another proposed alternative. Our approach enables this in a way that is
both computationally straightforward and intuitively understandable to humans,
since by the lexicographic ordering of plans there always exists a single value or
set of values that decides between two plans.

6 Conclusion

We put forward a novel setting for ethical planning obtained by combining a
simple logical temporal language with lexicographic preference modelling. Our
setting applies to planning situations with a single agent who has deterministic
and instantaneous actions to be performed sequentially in a static and known
environment. Aside from the addition of values, our framework differs from clas-
sical planning in two aspects, by having multiple goals and by allowing temporal
goals. In particular, the expressiveness of LTL means that we can express a wide
variety of goals and values, including complex temporal values such as “if the
weather is cold, close external doors immediately after opening them”, with a
computational complexity equivalent to that of standard planners. As a lim-
itation, the system is less able to express values that tend to be satisfied by
degree rather than absolutely or not at all. Among the multiple directions for
future work that our definitions open, we plan to study the multi-agent extension
with possibly conflicting values among agents, moving from plans to strategies
(functions from states or histories to actions), from complete to incomplete in-
formation, and, most importantly, test our model by implementing it in simple
robotics scenarios. Furthermore, given the computational complexity of Con-
flict, Mininal-Contraction and Non-Dominance, it may often be the case
that in practical applications we cannot guarantee finding a non-dominated plan.
Therefore, it would be valuable to find more tractable algorithms that at least
guarantee some degree of approximation of a non-dominated plan, or restric-
tions (likely to the language or action theory) that improve tractability of the
problem.
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Appendix: Missing proofs

Proof of Proposition 3

Proof. Let M = (Ω, γ, s0) and let Ω be a lexicographic ordering of Ω of degree
m. Suppose M ′ = (Ω, γ, s0) is a Ω-qual-minimal contraction of M . Suppose for
contradiction that M ′ is not qual-minimal. Then there exists some contraction
M ′′ = (Ω′′, γ, s0) such that Ω′ ⊂ Ω′′. Therefore there exists some value φ ∈ Ω
such that φ ∈ Ω′′ and φ /∈ Ω′. Let p be the priority level of φ in Ω (so φ ∈ Ωp).

Since Ω′ ⊂ Ω′′, we know that for all 1 ≤ k ≤ m, either Ω′ ∩ Ωk ⊂ Ω′′ ∩ Ωk

or Ω′ ∩ Ωk = Ω′′ ∩ Ωk. We also know that Ω′ ∩ Ωp ⊂ Ω′′ ∩ Ωp. Therefore
there must be some p′ ≤ p such that:1 ≤ p′ ≤ m and Ω′ ∩ Ωp′ ⊂ Ω′′ ∩ Ωp′ and
∀1 ≤ k′ < p′, Ω′ ∩Ω′

k = Ω′′ ∩Ω′
k.

By a very similar method, we can derive a contradiction if we suppose that
M ′ is Ω-quant-minimal but not qual-minimal.

Proof of Theorem 1

Proof. To show that Conflict is PSPACE-hard, we show a reduction from the
classical planning problem PLANSAT for propositional STRIPS planning [8]. In
this problem we have a set of conditions (propositions) that can be true of false,
an initial state which is a collection of conditions, a set of operators (actions)
that have preconditions and postconditions as sets of satisfiable conjunctions
of positive and negative conditions, and a single goal which is a conjunction of
positive and negative conditions. We then attempt to find a finite sequence of
operators that acheives the goal from the starting state. For a more complete
description and complexity results, see [8].

To perform the reduction, set Ω = {ω} where ω is our goal. Creating an
action theory γ from the set of operators and a start state s0 can be done in
polynomial time. Then Conflict applied to (Ω, γ, s0) returns true if and only
if PLANSAT would return false.

To show that Conflict is PSPACE-complete, we show a reduction from
Conflict to PLANSAT. Given a moral problem M = (Ω, γ, s0) define φ as
the conjunction of all formulas in Ω, then set φ as our goal. We can generate a
set of operators from γ and an initial state from s0 in polynomial time. Then
PLANSAT returns true if and only if Conflict would return false.

Proof of Theorem 2

Proof. To show that Minimal-Contraction is PSPACE-hard, we show a re-
duction from Conflict . Given a value problem N , set M = M ′ = N . Then
by proposition 1, Minimal-Contraction will return true if and only if Con-
flict would return false.

To show that Minimal-Contraction is PSPACE-complete, we provide a
basic algorithm that uses polynomial space. First, use Conflict to check if M ′

is a conflict, if it is, return false. If not, let A = Ω\Ω′. For each a ∈ A, run
Conflict on (Ω′ ∪ a, γ, s0). If Conflict returns false on any of these checks,
return false, else, return true.
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Proof of Theorem 3

Proof. Recall that to compare two plans π1 and π2 we need an ethical planning
domain ∆ = (γ, s0, Ω) where γ is an action theory, s0 is an initial state and Ω
is a value base. Following Definition 10, plan π1 is better than π2 if the history
generated by π1 is lexicographically preferred to the history generated by π2
according to the ranked values in Ω.

We begin by showing that generating the unique history associated to a k-
plan can be done in polynomial time. Then we show that evaluating an LTLf
formula over this history can be done in polynomial time, concluding that Com-
parison is in P since we can give an answer by model checking all formulas in
Ω over the histories generated by the two plans.

Generating Hact associated to π can be done by making a copy of the plan
π that returns skip whenever the input is greater than k. This can be done in
polynomial time. We then set Hst(0) = s0, then for each Hst(i) we use γ to
generate Hst(i+ 1) in polynomial time by model checking all formulas in γ. We
only have to do this k times.

Let us now show that LTLf formulas can be checked in polynomial time
on the history generated by a k-plan. Suppose we have an LTLf formula φ of
length n, and a history H associated with some k-plan π. We proceed by strong
induction on n. For the purpose of this proof, suppose an algorithm that takes
φ and H as inputs. Let Hj be the history such that Hj act(i) = Hact(i+ j) and
Hj st(i) = Hst(i+ j).

Base case. Suppose n = 1, then φ = p for some p ∈ Prop. Then we can
determine if p ∈ Hst(0) in polynomial time.

Inductive step. Suppose n > 1 and that the claim holds for all m < n.
Then we have several options for φ.

1. φ = ¬ψ. Then by inductive hypothesis we can determine in polynomial time
if H ⊨ ψ and thus if H ⊨ φ.

2. φ = ψ ∧ χ. Then we can determine in time P if H ⊨ ψ and H ⊨ χ.
3. φ = Xψ. Then we can determine (in polynomial time) if H1 ⊨ ψ.
4. φ = ψ U χ. Then for 0 < j < k we can determine if H0, H1, ...,Hj−1 ⊨ ψ

and Hj ⊨ χ in polynomial time. Therefore this whole process can be done in
polynomial time.

To conclude, suppose we have an ethical planning domain ∆ = (γ, s0, Ω) and
k-plans π1 and π2. By the previous steps we can generate Hπ1 and Hπ2 , and for
each ω ∈ Ω we can determine whether Hπ1 and Hπ2 ⊨ ω in polynomial time.
Therefore evaluating for every possible value can be done in polynomial time.
Determining ⪯qual

∆ involves checking every value a maximum of once, so we can
conclude that Comparison is in P .

Proof of Theorem 4

Proof. To show that Non-Dominance is PSPACE-hard, we show a reduction
from the classical planning problem PLANMIN for propositional STRIPS plan-
ning [8]. In this problem we have a set of conditions (propositions) that can be
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true of false, a set of operators (actions) that have preconditions and postcondi-
tions as sets of satisfiable conjunctions of positive and negative conditions, and a
single goal which is a satisfiable conjunction of positive and negative conditions.
We then attempt to find a sequence of k or less operators that acheives the goal
from the starting state. For a more complete description and complexity results,
see [8].

To perform the reduction, set Ω = Ω1 where Ω1 = {ω} where ω is our goal.
Creating an action theory from the set of operators can be done in polynomial
time. Then, generate a random k-plan π and check if Hπ ⊨ ω, if it does then
we are done. If it does not then non-dominance applied to π is equivalent to
PLANMIN.

To show that Non-Dominance is PSPACE-complete we provide a basic
algorithm that uses polynomial space. Given ∆ = (γ, s0, Ω) and k-plan π, check
every possible plan π′ for γ and s0 and check Comparison against π. Terminate
once a plan is found that dominates π or once all plans have been checked. This
algorithm only needs two plans in memory at any one time (π and the plan being
compared to π), and therefore it only requires polynomial space.


