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Abstract

The present work is dedicated to the numerical study of the hydrodynamics of a pressurized
fluidized-bed using an Euler-Lagrange approach. The gas phase is modeled by filtered Navier-
Stokes equations, and the solid particles are tracked using a Discrete Element Method (DEM).
Collisions are handled using a soft-sphere model. Numerical predictions of the mean (time-
averaged) vertical particle velocity are compared with experimental measurements available
from the literature, obtained from a Positron Emission Particle Tracking (PEPT) technique.
In addition, Discrete Element Method (DEM)-Computational Fluid Dynamics (CFD) results
are extensively compared with predictions from Two-Fluid Model (TFM) numerical simulations.
Results accounting for inelastic frictionless particle-particle collisions show a very good agree-
ment with the experimental data and Two-Fluid Model (TFM) results in the central zone of
the reactor. In the near wall region the numerical simulation overestimates the downward par-
ticle velocity with respect to the experimental measurements, especially when the particle-wall
friction is neglected. The influence of the friction at the wall is therefore further investigated
and a local analysis of the particle-wall interactions is carried out. It is demonstrated that the
long sustained contacts of particle clusters with the wall in such a dense regime play a crucial
role on the overall bed behavior. Therefore, this effect should be taken into account in the
boundary conditions of a TFM approach when it is used to predict bubbling fluidized beds.
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1. Introduction

The aim of this work is to reproduce the physical behavior of a dense pressurized gas-solid
fluidized bed at mesoscopic scale in order to extract information to use in macroscopic mod-
eling. Fluidized beds are indeed central to many applications in industry, and they are quite
challenging to model because of the large dimensions of the industrial devices compared to the
characteristic length scales of the particulate flow. Additional constraints are often introduced
for modeling approaches due to the wide range of time scales related to the physical phenom-
ena occurring in such processes. Such scales depend on several factors, as the properties of
the particle and fluid phases (mean particle size, densities, viscosity, etc.), the mechanisms
involved (melting, evaporation, homogeneous/heterogenous combustion, etc.), the operating
points (velocities, temperatures, pressures, etc.) which also affect the macroscopic flow prop-
erties. Accurate prediction of the fluidized bed hydrodynamics at industrial scale is still an

∗Corresponding author
Email address: enrica.masi@imft.fr (Enrica Masi)

Preprint submitted to International Journal of Multiphase Flow February 5, 2021



open question which requires further detailed experiments in order to assess the macro-scale
numerical strategies. With macroscopic modeling we mean unsteady three-dimensional (3D)
CFD to use at industrial scale, which differs from 1D/1.5D approaches that are reduced-order
macroscopic models, and from 0D approaches that are process (or network) models. The most
commun modeling used for macro-scale numerical predictions is the Euler-Euler approach (also
referred to as N-Euler approach, when more than two phases are involved), most usually known
as TFM. In collisional/dense regimes, closures are provided in the frame of the Kinetic Theory
of Granular Flows (KTGF) (Jenkins and Savage (1983)). A very extensive literature exists
on this subject. For details about its fundamentals (averaged methods, constitutive relations,
etc.), and applications to the fluidization, the reader is referred to the work of Gidaspow (1994).

Models used in CFD at macroscopic scale rely on the modeling of the local effects which
take place at microscopic scale (smaller than the particle size). Micro-scale (particle-resolved)
numerical simulations are however constrained to very small size systems and may be used to
address fundamental questions in very simple geometry and limited number of particles (Tenneti
and Subramaniam (2014); Deen et al. (2014)). Improved accuracy with respect to macro-scale
models may be obtained at mesoscopic scale, where the fluid is not fully resolved around each
particle, as in microscopic simulations, but rather modeled in a local-average way larger than
the mean particle size. Momentum, for exemple, is not exchanged between the particle and the
fluid through the boundary layer surrounding each particle, but rather modeled by an inter-
phase drag term accounting for the whole effect of the particles contained in a selected volume
(properly weighted). The fluid-to-particle coupling is in turn affected by the local approximation
of the fluid flow at the particle location. Nevertheless, no further assumptions are introduced for
the particulate phase with respect to a microscopic approach and, for sufficiently refined grids
(or accounting for reliable sub-grid scale models), results provide a trusted representation of
the local and instantaneous behavior. In collisional regime, where particle-particle interactions
play the major role, a DEM (also referred to distinct element or discret particle method)
should be used in conjunction with CFD. This method stands as an alternative to the simpler
Discrete Particle Simulation (DPS), which is a point-particle approach only appropriate for very
small particle in dilute regime, and usually employed in dilute particle-laden turbulent flows
(Balachandar and Eaton (2010); Kuerten (2016)). DEM-CFD is an Euler-Lagrange approach,
where filtered Navier-Stokes equations (in a spatial average sense) are solved for the gas phase,
and particles are tracked individually taking collisions and external forces acting on the particles
directly into account. The filtered kernel should be larger than the particle size and smaller
than the characteristic length scales of the flow, in order to comply with the scale separation
(Pepiot and Desjardins (2012)).

DEM was first developed by Cundall and Strack (1979). Later on, coupling methods with
the Navier-Stokes equations (CFD) were proposed using both soft-sphere (Tsuji et al. (1992,
1993)) and hard-spere (Hoomans et al. (1996)) collision models. These models are two different
way to compute collisions in particulate flows (Schwarzkopf et al. (2011)). Both have advan-
tages and drawbacks. The hard-sphere model is better suited to dilute regimes since collisions
are assumed to be binary and instantaneous and therefore require to be treated one after the
other. The soft-sphere model is instead preferable in dense regimes since it makes it possible
to simulate multiple contacts and to take into account additional particle-particle interaction
forces (as cohesive ones), which are easier to implement than in a hard-sphere model (van der
Hoef et al. (2006)). With regard to the computational efficiency, the hard-sphere model is
significantly faster than the soft-sphere model for dilute systems, while the soft-sphere model
remains numerically efficient in dense gas-particle flow in which the particle running time be-
tween two successive collisions is close to the contact duration of a collision (van der Hoef et al.
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(2006)).
Since the seminal work of Cundall and Strack (1979), the DEM approach has been exten-

sively used to study particulate flows in dense regimes, also thanks to its implementation in
open-sources codes (Li et al. (2012); Kloss et al. (2012)). Most of the works find their appli-
cations in chemical engineering, especially the studies of bubbling fluidized beds (Xu and Yu
(1997); Kawaguchi et al. (1998); Hamidouche et al. (2019)), accounting for additional physics as
inter-particle cohesive interactions (Mikami et al. (1998)), heat exchanges (Patil et al. (2015),
Li et al. (2017)) or reactions (Kaneko et al. (1999), Sutkar et al. (2016)). DEM-CFD has also
largely been employed in industry (on reduced configurations) to deepen some fundamentals of
the production processes (see, for exemple, the studies of granular beds with lateral injections
for applications to the steel industry (Feng et al. (2003)).

Several works have employed DEM-CFD to analyze the effects of some parameters, es-
pecially those not accessible from experiments (at least in a distinct way). For exemple, a
characterization of the flow structure was carried out by Li and Kuipers (2007), who studied
the effects of the particle-particle versus the fluid-particle interactions by varying both col-
lision parameters (friction and restitution coefficients) and fluid velocity, on a 2D fluidized
bed configuration. The effect of the rolling friction, to reproduce the particle non-sphericity,
was investigated by Goniva et al. (2012) in a quasi-2D spout-fluidized bed using DEM-CFD.
A large number of combined numerical and experimental studies have also been carried out.
For exemple, Yuu et al. (2000) performed numerical simulations of a quasi-2D bubbling flu-
idized bed using DEM-CFD, and provided comparisons with their experiments through the
mean pressure drop and the mean and fluctuating vertical particle velocity. The latter was
obtained by an original technique detecting colored particles and recording their trajectories.
Link et al. (2005) used DEM-CFD to reproduce an experimental (quasi-2D and 3D) spout-
fluidized bed and characterize the different regimes appearing in such a configuration. Drag
models were assessed against experimental results and a mesh analysis carried out to evaluate
a new inter-phase coupling technique. Müller et al. (2008) used Magnetic Resonance (MR) to
extract the mean vertical particle velocity and the granular temperature from an experimental
fluidized bed. Numerical simulations were then performed using a DEM-CFD approach and
results compared to the experimental measurements; the effect of the restitution coefficient and
the bed thickness was further analyzed. van Buijtenen et al. (2011) carried out experiments
on a quasi-2D triple-spout fluidized bed by using both Particle Image Velocimetry (PIV) and
Positron Emission Particle Tracking (PEPT) techniques and compared the time-averaged par-
ticle velocity with the predictions of DEM-CFD numerical simulations. Neuwirth et al. (2013)
used DEM-CFD to simulate a rotor granulator, then comparing with experimental averaged
particle velocity obtained by a new non-intrusive experimental technique (Magnetic Particle
Tracking (MPT)) allowing to track the position of a magnetized particle. The aforementioned
works represent only some of the numerous studies carried out on the hydrodynamic charac-
terization of the particulate flow in fluidized beds, using a DEM-CFD approach. A broader
overview may be found in the works of Deen et al. (2007), Zhu et al. (2007), Zhu et al. (2008),
and Guo and Curtis (2015).

An extensive literature also exists about the use of the DEM-CFD approach to assess the-
ory and modeling developed in the frame of a TFM approach. For exemple, Goldschmidt
et al. (2002) used the DEM-CFD to extract particle velocity and impact velocity distributions,
comparing with those modeled in the frame of the kinetic theory of granular flows, analyzing
deviations due to inelastic collisions. Schneiderbauer et al. (2012) proposed a new closure for
the particle stress tensor accounting for frictional effects, effective in both frictional and col-
lisional regimes. Assessments were done by comparing Eulerian simulations with an in house
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experiment (a discharge of a rectangular bin) and with DEM-CFD and experiments of a quasi-
2D triple-spout fluidized bed (van Buijtenen et al. (2011)). Yang et al. (2017) studied the effect
of both restitution and friction coefficients using TFM, accounting explicitly for both rotation
and friction in the particulate phase. The model was assessed comparing with DEM-CFD
numerical results.

The DEM-CFD approach has been so successful that its formulation has been improved
over the years, especially with regard to numerical efficiency and computing performances. For
example, Jajcevic et al. (2013) proposed a numerical strategy based on the coupling of CFD
and DEM by running, respectively, on CPU and GPU systems (simulating up to 25 million
particles). OpenMP (Amritkar et al. (2014)) or hybrid MPI/OpenMP (Berger et al. (2015))
parallelizations were also proposed as an alternative. Buist et al. (2016) developed a hybrid
soft/hard sphere model to improve both efficiency and accuracy of DEM-CFD. The model
was successfully tested up to one million particles and 50% of solid volume fraction. Several
sophisticate techniques have been further developed in the last years, so that nowadays it is
possible to carry out numerical simulations with tens of millions or even a few hundred million
particles (Pepiot and Desjardins (2012), Capecelatro and Desjardins (2013), Dufresne et al.
(2019)) on more realistic reactors, up to the pilot scale. This is of extreme importance because,
due to the limited information available from experiments, DEM-CFD offers a unique strategy
allowing to gain knowledge in the local and instantaneous behavior of dense particulate flows.

In the present study, we use the DEM-CFD numerical simulations in order extract infor-
mation to use in macroscopic models. This way to proceed is part of a multi-scale numerical
strategy, which relies on the information obtained at smaller scales (here mesoscopic) to char-
acterize and model the flow at larger scales. Indeed, the strength of a DEM-CFD approach is
to allow the CFD to provide accurate solutions in unsteady-flows configurations and complex
geometries of dimensions much larger than the particle size, so allowing to capture physical
mechanisms related to the collective motion and large scale interactions. However, when the
scale separation becomes too large, typically at industrial scale, such an approach cannot be
employed because of its excessive computational cost. A macroscopic modeling is therefore
mandatory. Numerical simulations of industrial-scale fluidized beds are mostly performed us-
ing a TFM approach, which requires many hypotheses, in particular on the modeling of the
particle-particle and particle-wall collisions. To validate these macro-scale assumptions and
to increase the predictive capabilities of this modeling, an investigation at mesoscopic scale
is carried out. In particular, we focus on the characterization of the effects of the solid-solid
contact on the overall bed behavior. Because of the numerous parameters involved in a solid-
solid collision (material of the particles and walls, particle shape, wall roughness, etc.), it is not
obvious to establish a generally applicable modeling for the macroscale numerical simulations
only on the basis of the experimental results. Unlike experimental investigations, DEM-CFD
makes it possible to separate each effect in order to help to improve understanding and thus to
develop more suitable macroscale models.

According to Johnson and Jackson (1987), particulate flows may exhibit either short or long
contact duration depending on the particulate regime and flow conditions. A short contact
relies on elastic or inelastic collisions, in the presence or not of dynamic frictional effects. A
long contact instead implies long-lasting normal reaction forces occurring between sliding solids,
which produce tangential forces in the presence of solid-solid friction. The latter refers to a
frictional shear stress effect, often discarded in the TFM modeling of fluidized beds. Such an
effect may instead have a substantial influence especially at low fluidization velocities (Patil
et al. (2005a,b)). A very extensive literature exists on the development of boundary conditions
for particulate (granular rapid) flows, especially focus on modeling the collisional contribution
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in the presence of smooth or rough walls, with or without dynamic friction (see, e.g. Hui
et al. (1984); Jenkins (1992); Sommerfeld and Huber (1999); Sakiz and Simonin (1999); Konan
et al. (2009); Soleimani et al. (2015); Radenkovic and Simonin (2018)). Instead, particle-wall
frictional shear stress effects are generally neglected in collisional regimes, as in most of fluidized
bed configurations, because the mean solid volume fraction is globally lower than a threshold
value. This value (αp,min ≥ 0.5) was introduced by Johnson et al. (1990) on the basis of
empirical observations. Adding the two short and long contact effects, Johnson and Jackson
(1987) and Johnson et al. (1990) proposed a model to reproduce the whole contribution to
the total stresses in intermediate regimes, close to the wall as well as in internal regions of
the flow. In particular, they proposed a boundary condition accounting for both short and
long contact effects, neglecting the dynamic friction during collisions while accounting for the
rough wall effect by introducing a specularity coefficient. In the present study, the effect of
the particle-wall friction, as well as of the particle-particle normal restitution coefficient, on the
overall hydrodynamic behavior of the pressurized fluidized-bed pilot is analyzed. Numerical
results are compared with experimental measurements available from the literature (Fede et al.
(2009)) and with macroscale numerical predictions (Fede et al. (2016)), in order to evaluate
existing TFM assumptions (Balzer et al. (1995), Boelle et al. (1995)), including boundary
conditions. From a local analysis of the particle-wall interactions, it is shown that the long
contact effects cannot be neglected in boundary conditions of bubbling fluidized beds because
of the presence of high concentration of particles near the wall, which may be very effective in
the presence of smooth walls as well. Accordingly, the boundary condition model for the particle
velocity wall-tangential component is written accounting for the long sustained contacts of the
particle clusters in dense regime (as introduced by Johnson and Jackson (1987)), for smooth
walls. It additionally includes, unlike Johnson and Jackson’s boundary condition, the effects
of the dynamic friction in the presence of sliding collisions on flat walls (Sakiz and Simonin
(1999)). The frictional contribution to the particle-wall shear stress then can be closed using the
original model proposed by Johnson et al. (1990), with same or different empirical parameters
(Ocone et al. (1993)), or more sophisticated closure (see, e.g. Schneiderbauer et al. (2012)
and references cited in). The boundary condition model and the particle-wall interactions
investigated in the present study are presented and discussed in Section 5. In Section 2 the
DEM-CFD approach used in this work is briefly recalled, together with the technique employed
to obtain Eulerian particle mesoscopic fields from Lagrangian data. Numerical simulations are
detailed in Section 3 and their results discussed in Section 4. Conclusions are given at the end
in Section 6.

2. Numerical strategy

The DEM-CFD numerical strategy adopted in the present study is here briefly recalled
(Dufresne et al. (2020)). This methodology has been implemented in the finite-volume code
YALES2 based on a double domain decomposition allowing to handle complex geometry on
massively parallel machines (Moureau et al. (2011)). YALES2 solves the low-Mach Navier-
Stokes equations on unstructured meshes, by a fourth-order scheme both in space and time. A
second-order scheme is also available and it was retained in our study. Particle-laden flows are
enabled by coupling with the DEM approach, through the YALES2 granular solver (Dufresne
et al. (2016, 2019, 2020)). The way to obtain mesoscopic particle field and macroscopic particle
quantities from Lagrangian DEM-CFD numerical results is also detailed at the end in Section
2.2.
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2.1. DEM-CFD for numerical simulations at mesoscopic scale
2.1.1. Gas phase modeling

The governing equations for the gas phase are obtained by spatially filtering the unsteady,
low-Mach number, Navier-Stokes equations (NS) equations (Capecelatro and Desjardins (2013)).
A filtering operation is formally introduced to account for the smallest scale interactions. Par-
ticles are indeed smallest than the resolved fluid length scale, which in fact implies filtered
NS equations. The framework is similar to that of the Large-Eddy Simulation (LES). This is
why the approach if often referred to as DEM-LES (Dufresne et al. (2016)) and may be used
accounting for additional sub-grid scale models if needed. Introducing G as the filtering ker-
nel with a characteristic length ∆f , the local instantaneous fluid volume fraction is defined as
αg(x, t) =

∫
Vf
G( | x− y |)dy, where Vf is the volume occupied by the fluid. Defining cg(x, t)

as any local and instantaneous unfiltered fluid property, the volume filtered field c g(x, t) refers
to the spatial average which is computed by taking the convolution product with the filtering
kernel G, leading to write αg c g(x, t) =

∫
Vf
cg(y, t)G(| x− y |)dy. The density-weighted Favre

average is then defined as c̆g(x, t) = αg ρg(x, t)cg(x, t) /αg ρg(x, t) . In absence of heat and
mass transfers, the governing equations for the fluid read

∂

∂t
(αg ρ g) +∇ · (αg ρ gŭg) = 0 (1)

∂

∂t
(αg ρ gŭg) +∇ · (αg ρ gŭg ⊗ ŭg) = −∇P g +∇ · (αg τ g) + αg ρ gg + Ip→g, (2)

where ŭg, ρ g, P g are respectively the fluid velocity, density and pressure, g is gravity and τ g
is the stress tensor accounting for both viscous and sub-grid contributions (when taken into
account). Hereafter, to simplify the writing, the filtering notation will be dropped out and
ug, ρg and Pg will refer to filtered fields. Ip→g represents the momentum transfer from the
particles to the fluid. Its modeling will be detailed later in Section 2.1.3. These equations are
supplemented by the ideal gas equation of state.

2.1.2. Solid phase modeling
In this work, the solid phase is composed of mono-disperse spherical particles. In the DEM

modeling, particle position and velocity are known for each individual particle and tracked in
a Lagrangian way. The translation motion of a spherical particle p of mass mp is given by
Newton’s second law

mp
dup
dt

= fcol,p + fext,p, with
dxp
dt

= up, (3)

where xp and up are particle position and velocity, respectively. The total external force fext,p
includes the gravitational force fG,p and the forces exerted by the gas phase on the solid phase
as the drag fD,p and the buoyancy fP,p:

fext,p = fG,p + fD,p + fP,p. (4)

The particle rotation is not accounted for in this paper.
The total contact force fcol,p acting on particle p is computed as the sum of all the forces

f colq→p exerted by the Np particle and Nw wall contacts:

fcol,p =

Np+Nw∑
b=1

f colq→p. (5)
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<latexit sha1_base64="HgFE8XMnKTGzMSwZrmybbHZbs3w=">AAADDXicjVHLTttAFD0YWiB9EMqSjdUoEt1EdoVElwg2WVKJAFKcRuPJECz80sy4IrL8DfwJu+6qbvmBSogFrOEvuDM4UgOqYCzbZ86958zce8M8jpT2vOs5Z37hzdvFpeXGu/cfPq40Vz8dqKyQXPR4FmfyKGRKxFEqejrSsTjKpWBJGIvD8HTXxA9/CqmiLN3Xk1wMEjZOo+OIM03UsNltB1qc6VJXbnCicsZF6XV8nlRuXw0a7WAkYs2GJQurH2XCzqoZakN/aQRjliRsSFYtr+PZ5T4Hfg1aqNde1rxCgBEycBRIIJBCE47BoOjpw4eHnLgBSuIkocjGBSo0SFtQlqAMRuwpfce069dsSnvjqaya0ykxvZKULtqkyShPEjanuTZeWGfD/s+7tJ7mbhP6h7VXQqzGCbEv6aaZr9WZWjSO8c3WEFFNuWVMdbx2KWxXzM3df6rS5JATZ/CI4pIwt8ppn12rUbZ201tm43c207Bmz+vcAvfmljRg/+k4n4ODrx2f8PfN1vZOPeolrOMzNmieW9hGF3vokfcF/uIGt86588v57fx5THXmas0aZpZz+QBkWaw1</latexit><latexit sha1_base64="HgFE8XMnKTGzMSwZrmybbHZbs3w=">AAADDXicjVHLTttAFD0YWiB9EMqSjdUoEt1EdoVElwg2WVKJAFKcRuPJECz80sy4IrL8DfwJu+6qbvmBSogFrOEvuDM4UgOqYCzbZ86958zce8M8jpT2vOs5Z37hzdvFpeXGu/cfPq40Vz8dqKyQXPR4FmfyKGRKxFEqejrSsTjKpWBJGIvD8HTXxA9/CqmiLN3Xk1wMEjZOo+OIM03UsNltB1qc6VJXbnCicsZF6XV8nlRuXw0a7WAkYs2GJQurH2XCzqoZakN/aQRjliRsSFYtr+PZ5T4Hfg1aqNde1rxCgBEycBRIIJBCE47BoOjpw4eHnLgBSuIkocjGBSo0SFtQlqAMRuwpfce069dsSnvjqaya0ykxvZKULtqkyShPEjanuTZeWGfD/s+7tJ7mbhP6h7VXQqzGCbEv6aaZr9WZWjSO8c3WEFFNuWVMdbx2KWxXzM3df6rS5JATZ/CI4pIwt8ppn12rUbZ201tm43c207Bmz+vcAvfmljRg/+k4n4ODrx2f8PfN1vZOPeolrOMzNmieW9hGF3vokfcF/uIGt86588v57fx5THXmas0aZpZz+QBkWaw1</latexit><latexit sha1_base64="HgFE8XMnKTGzMSwZrmybbHZbs3w=">AAADDXicjVHLTttAFD0YWiB9EMqSjdUoEt1EdoVElwg2WVKJAFKcRuPJECz80sy4IrL8DfwJu+6qbvmBSogFrOEvuDM4UgOqYCzbZ86958zce8M8jpT2vOs5Z37hzdvFpeXGu/cfPq40Vz8dqKyQXPR4FmfyKGRKxFEqejrSsTjKpWBJGIvD8HTXxA9/CqmiLN3Xk1wMEjZOo+OIM03UsNltB1qc6VJXbnCicsZF6XV8nlRuXw0a7WAkYs2GJQurH2XCzqoZakN/aQRjliRsSFYtr+PZ5T4Hfg1aqNde1rxCgBEycBRIIJBCE47BoOjpw4eHnLgBSuIkocjGBSo0SFtQlqAMRuwpfce069dsSnvjqaya0ykxvZKULtqkyShPEjanuTZeWGfD/s+7tJ7mbhP6h7VXQqzGCbEv6aaZr9WZWjSO8c3WEFFNuWVMdbx2KWxXzM3df6rS5JATZ/CI4pIwt8ppn12rUbZ201tm43c207Bmz+vcAvfmljRg/+k4n4ODrx2f8PfN1vZOPeolrOMzNmieW9hGF3vokfcF/uIGt86588v57fx5THXmas0aZpZz+QBkWaw1</latexit><latexit sha1_base64="HgFE8XMnKTGzMSwZrmybbHZbs3w=">AAADDXicjVHLTttAFD0YWiB9EMqSjdUoEt1EdoVElwg2WVKJAFKcRuPJECz80sy4IrL8DfwJu+6qbvmBSogFrOEvuDM4UgOqYCzbZ86958zce8M8jpT2vOs5Z37hzdvFpeXGu/cfPq40Vz8dqKyQXPR4FmfyKGRKxFEqejrSsTjKpWBJGIvD8HTXxA9/CqmiLN3Xk1wMEjZOo+OIM03UsNltB1qc6VJXbnCicsZF6XV8nlRuXw0a7WAkYs2GJQurH2XCzqoZakN/aQRjliRsSFYtr+PZ5T4Hfg1aqNde1rxCgBEycBRIIJBCE47BoOjpw4eHnLgBSuIkocjGBSo0SFtQlqAMRuwpfce069dsSnvjqaya0ykxvZKULtqkyShPEjanuTZeWGfD/s+7tJ7mbhP6h7VXQqzGCbEv6aaZr9WZWjSO8c3WEFFNuWVMdbx2KWxXzM3df6rS5JATZ/CI4pIwt8ppn12rUbZ201tm43c207Bmz+vcAvfmljRg/+k4n4ODrx2f8PfN1vZOPeolrOMzNmieW9hGF3vokfcF/uIGt86588v57fx5THXmas0aZpZz+QBkWaw1</latexit>

Particle p
<latexit sha1_base64="9aqXo559kP+T6rlJhKhaYb+Xw50=">AAAJAHiclVTNbiQ1EPYuMAzDXxaOXCyiWS3aJJoJSCCkoBVE/BxYDYLsrrTebbm7PT1WutuO7U52ZHzhTbhxQ1x5Aa5wQrwBvAVlj6enJ5MJS0dJ7K++qvrK5XIqS67NaPTXjZsvvPhS7+X+K4NXX3v9jTd3br31QItGZewkE6VQj1KqWclrdmK4KdkjqRit0pI9TE8/8/aH50xpLurvzFyyJxUtaj7lGTUAJbd6Hw9v4yqRZKpoZnNMKmpm6dQ2LrHSOZsbh49a9HNAIeeedPjuGvjFJnS8CU0AImQAGWO6pfGZS+TlXKBAAlXifUwMe2asFiXPsZxBtQ6HMEVrKwAUjY7WVQYiqTKclpbQEmxJQS54zmbUWKJmwiUFlNhyjAuCa5qWFJMsF8a6O1scbeFIqtg5syu9AX0PShgNht0ylwnWU9lrQuMtsS/rw/9bHhGGV0xv177fJlhGnMAxbc27ohFDmxgFyFtkhW5x6Jdzy9xFKKrlRfQrr0hiongxM1QpcYGLRV9Dvyf+HLPSXwQscTxtW8GVaa+EjBRcUa3jhcHdC7fJlEJzPxZundxcST5npci4mbsudTUgRyTnWpZ0rs0c2EQ3VWLPjsbuqb2fyLv3kwvXFjsFr7NuqRJYEAbu4zIt7OA1AG14KmDyLylsR5CsJkLRc1C3lX68Ts8VLbZyJ+tceGC0bhTDkCPnrDbREW59sH8rpmZfyxkDSsXMTOSt6dinyUrh3bVHuyeArzqCIyClrOC1zWC0oZGDIb7Ga6+Ofp2n5yqaWdJu4wVPVZZPfZUkZ6WhiaWpw5/g0d5ilkddojBQ2wUPLw1hdR6lXVvOShjM2Gmb5cyfbPSqXdjvH2JS0KqiSY2/XujovspnPtT1qUwnFfg2Sf798yhrSWYhZHDFrA2Gk3Zakp3d0cEofHhzMY6LXRS/idj5ExGUI4Ey1KAKMVQjA+sSUaTh5zEaoxGSgD1BFjAFKx7sDDk0AN8GWAwYFNBT+FvA7nFEa9j7mDp4Z5ClhF8FnhgNwUcAT8HaZ8PB3oTIHt0W24aYXtsc/qcxVgWoQTNA/8tvyXxeP1+LQVP0UaiBQ00yIL66LEZpwql45bhTlYEIEjC/zsGuYJ0Fz+U54+CjQ+3+bGmw/x2YHvX7LHIb9I9XCQ0eX27n5uLB4cH4/YPDbz7YvfdpbHUfvYPeRXegnx+ie+hLNEEnKOv92Put93vvj/4P/Z/6P/d/WVBv3og+b6O1r//rv40o5Uo=</latexit>

Particle q
<latexit sha1_base64="Rac+Zr21zrVVTFYJewKnMEXA7xc=">AAAJAHiclVTNbiQ1EPYuMAzDXxaOXCyirBZtEs0EJBBS0Aoifg6sBkF2V1rvttzdnh4r3W2P7U52ZHzhTbhxQ1x5Aa5wQrwBvAVlj6enJ5MJS0dJ7K++qvrK5XIqS67NcPjXjZsvvPhS7+X+K4NXX3v9jTd3br31QItGZew0E6VQj1KqWclrdmq4KdkjqRit0pI9TM8+8/aH50xpLurvzFyyJxUtaj7hGTUAJbd6H+/dxlUiyUTRzOaYVNRM04ltXGKlczY3Dh+36OeAQs596fDdNfCLTehkExoDRMgAMsZ0S+Mzl8jLuUCBBKrEB5gY9sxYLUqeYzmFah0OYYrWVgAoGh2tqwxEUmU4LS2hJdiSglzwnE2psURNhUsKKLHlGBcE1zQtKSZZLox1d7Y42sKRVLFzZld6A/oelDAc7HXLXCZYT2WvCY23xL6sD/9veUQYXjG9XftBm2AZcQzHtDXvikYMbWIUIG+RFbrFoV/OLXMXoaiWF9GvvCKJieLF1FClxAUuFn0N/R77c8xKfxGwxPG0bQVXpr0SMlJwRbWOFwZ3L9wmUwrN/Vi4dXJzJfmclSLjZu661NWAHJOca1nSuTZzYBPdVImdHY/cU3s/kXfvJxeuLXYCXrNuqRJYEAbu4zIt7OA1AG14ImDyLylsR5CsJkLRc1C3lX6yTs8VLbZyx+tceGC0bhTDkCPnrDbREW59sH8rJuZAyykDSsXMVOSt6cSnyUrh3bVHuyeArzqCYyClrOC1zWC0oZGDPXyN134d/TpPz1U0s6Tdxgueqiyf+CpJzkpDE0tThz/Bw/3FLA+7RGGgtgseXhrC6jxKu7aclTCYsbM2y8yfbPSqXdgfHGFS0KqiSY2/XujovsozH+r6VKaTCnybJP/+eZS1JLMQMtictdlgb9xOS7KzOzwchg9vLkZxsYviNxY7fyKCciRQhhpUIYZqZGBdIoo0/DxGIzREErAnyAKmYMWDnSGHBuDbAIsBgwJ6Bn8L2D2OaA17H1MH7wyylPCrwBOjPfARwFOw9tlwsDchske3xbYhptc2h/9pjFUBatAU0P/yWzKf18/XYtAEfRRq4FCTDIivLotRmnAqXjnuVGUgggTMr3OwK1hnwXN5zjj46FC7P1sa7H8Hpkf9PovcBv3jVUKDR5fbubl4cHQ4ev/w6JsPdu99GlvdR++gd9Ed6OeH6B76Eo3RKcp6P/Z+6/3e+6P/Q/+n/s/9XxbUmzeiz9to7ev/+i+PlOVL</latexit>

Oq
<latexit sha1_base64="UqnPFFkqAOdVJqtrOUhuFoK7RY0=">AAAJBXiclVTNbiQ1EPYuMAzDXxaOXCyirBZtEs0EJLgEVhDxc2AZBNldab203N2eHivdbY/tTnZkfOZNuHFDXHkBroB4A3gLyh5PT08mE5aOkthffVX1lcvlVJZcm+Hwrxs3n3v+hd6L/ZcGL7/y6muv79x644EWjcrYaSZKoR6lVLOS1+zUcFOyR1IxWqUle5iefeLtD8+Z0lzU35q5ZE8qWtR8wjNqAEpu9T7au42rRJKJopnNMamomaYT27jESudsbhw+btFPAYWc+9Lhu2vgZ5vQySY0BoiQAWSM6ZbGpy6Rl3OBAglUiQ8wMeypsVqUPMdyCtU6HMIUra0AUDQ6WlcZiKTKcFpaQkuwJQW54DmbUmOJmgqXFFBiyzEuCK5pWlJMslwY6+5scbSFI6li58yu9Ab0HShhONjrlrlMsJ7KXhMab4l9WR/+3/KIMLxierv2gzbBMuIYjmlr3hWNGNrEKEDeIit0i0O/nFvmLkJRLS+iX3hFEhPFi6mhSokLXCz6Gvo99ueYlf4iYInjadsKrkx7JWSk4IpqHS8M7l64TaYUmvuxcOvk5kryOStFxs3cdamrATkmOdeypHNt5sAmuqkSOzseue/s/UTevZ9cuLbYCXjNuqVKYEEYuI/LtLCD1wC04YmAyb+ksB1BspoIRc9B3Vb6yTo9V7TYyh2vc+GB0bpRDEOOnLPaREe49cH+jZiYAy2nDCgVM1ORt6YTnyYrhXfXHu2eAL7qCI6BlLKC1zaD0YZGDvbwNV77dfTrPD1X0cySdhsveKqyfOKrJDkrDU0sTR3+EA/3F7M87BKFgdoueHhpCKvzKO3aclbCYMbO2iwzf7LRq3Zhf3CESUGriiY1/nKho/sqz3yo61OZTirwbZL8+2dR1pLMQsiyaWvDNtgbt+My+CqZJTu7w8Nh+PDmYhQXuyh+Y7HzJyIoRwJlqEEVYqhGBtYlokjDz2M0QkMkAXuCLGAKVjzYGXJoAL4NsBgwKKBn8LeA3eOI1rD3MXXwziBLCb8KPDHaAx8BPAVrnw0HexMie3RbbBtiem1z+J/GWBWgBk0B/S+/JfNZ/XwtBk3QB6EGDjXJgPjqshilCafileNOVQYiSMD8Oge7gnUWPJfnjIOPDrX7s6XB/ndgetTvs8ht0D9eJTR4dLmdm4sHR4ejdw+Pvn5v997HsdV99BZ6G92Bfr6P7qHP0Ridoqz3Y++33u+9P/o/9H/q/9z/ZUG9eSP6vInWvv6v/wIhPObK</latexit>

Op
<latexit sha1_base64="YatYbK7RryBw6FUzBS4h9Uyj3+w=">AAAJBXiclVTNbiQ1EPYuMAzDXxaOXCyiWS3aJJoJSHAJrCDi58AyCLK70nppubs9PVa6247tTnZkfOZNuHFDXHkBroB4A3gLyh5PT08mE5aOkthffVX1lcvlVJZcm9Horxs3n3v+hd6L/ZcGL7/y6muv79x644EWjcrYSSZKoR6lVLOS1+zEcFOyR1IxWqUle5iefuLtD8+Z0lzU35q5ZE8qWtR8yjNqAEpu9T4a3sZVIslU0czmmFTUzNKpbVxipXM2Nw4fteingELOPenw3TXws03oeBOaAETIADLGdEvjU5fIy7lAgQSqxPuYGPbUWC1KnmM5g2odDmGK1lYAKBodrasMRFJlOC0toSXYkoJc8JzNqLFEzYRLCiix5RgXBNc0LSkmWS6MdXe2ONrCkVSxc2ZXegP6DpQwGgy7ZS4TrKey14TGW2Jf1of/tzwiDK+Y3q59v02wjDiBY9qad0UjhjYxCpC3yArd4tAv55a5i1BUy4voF16RxETxYmaoUuICF4u+hn5P/Dlmpb8IWOJ42raCK9NeCRkpuKJaxwuDuxdukymF5n4s3Dq5uZJ8zkqRcTN3XepqQI5IzrUs6VybObCJbqrEnh2N3Xf2fiLv3k8uXFvsFLzOuqVKYEEYuI/LtLCD1wC04amAyb+ksB1BspoIRc9B3Vb68To9V7TYyp2sc+GB0bpRDEOOnLPaREe49cH+jZiafS1nDCgVMzORt6ZjnyYrhXfXHu2eAL7qCI6AlLKC1zaD0YZGDob4Gq+9Ovp1np6raGZJu40XPFVZPvVVkpyVhiaWpg5/iEd7i1kedYnCQG0XPLw0hNV5lHZtOSthMGOnbZYzf7LRq3Zhv3+ISUGriiY1/nKho/sqn/lQ16cynVTg2yT598+irCWZhZBl09aGbTCctOMy+CqRyc7u6GAUPry5GMfFLorfROz8iQjKkUAZalCFGKqRgXWJKNLw8xiN0QhJwJ4gC5iCFQ92hhwagG8DLAYMCugp/C1g9ziiNex9TB28M8hSwq8CT4yG4COAp2Dts+Fgb0Jkj26LbUNMr20O/9MYqwLUoBmg/+W3ZD6rn6/FoCn6INTAoSYZEF9dFqM04VS8ctypykAECZhf52BXsM6C5/KccfDRoXZ/tjTY/w5Mj/p9FrkN+serhAaPL7dzc/Hg8GD87sHh1+/t3vs4trqP3kJvozvQz/fRPfQ5mqATlPV+7P3W+733R/+H/k/9n/u/LKg3b0SfN9Ha1//1Xx7c5sk=</latexit>

�pq
<latexit sha1_base64="PqzcwB9+LjO0hzye09YxuQnKkhQ=">AAAJDXiclVRPbxw1FHcLLNvlT1M49mIRbVXUJNoNSHAJqiCicKBaBGkr1WXkmfHOWpkZe21P0pXxZ+g36Y0b4soXQEIc4AzfgmfvzOxsNhvKREns3/u9937Pz8+xzLk2o9Ef166/9vobvTf7NwZvvf3Ouzd3br33SItKJewkEblQT2KqWc5LdmK4ydkTqRgt4pw9jk+/8PbHZ0xpLsrvzUKyZwXNSj7lCTUARbd6D4Z3cBFJMlU0sSkmBTWzeGorF1npnE2Nw0ct+iWgkHNPOnxvDXywCR1vQhOACBlAxjpdY3zuInkxFyiQQJV4HxPDnhurRc5TLGdQrcMhTNbaMgBFpWvrKgORVBlOc0toDrYoI+c8ZTNqLFEz4aIMSmw5xgXBJY1zikmSCmPd3S2ONnMkVuyM2ZXegH4IJYwGw26ZTYL1VPaK0HhL7Iv68P+WR4ThBdPbte+3CZqIEzimrXlXNGJoVUcB8hZZoVsc+uVckzsLRbW8Gv3aK5KYKJ7NDFVKnONs2dfQ74k/xyT3FwFLXJ+2LeDKtFdC1hRcUK3rC4O7F26TKYXmfizcOrm6lHzGcpFws3Bd6mpAjkjKtczpQpsFsImuisjOj8buB/swkvceRueuLXYKXvNuqRJYEAbuY5MWdvAagDY8FTD5FxS2I0hWE6HoGajbSj9ep6eKZlu5k3UuPDBaV4phyJFyVpraEW59sH8npmZfyxkDSsHMTKSt6dinSXLh3bVHuyeALzuCIyDFLOOlTWC0oZGDIb7Ca6+s/TpPz2U009Du4CVPFZZPfZUkZbmhkaWxw5/h0d5ylkddojBQ2zkPLw1hZVpLu7KclTCYsdM2y9yfbO1VurDfP8Qko0VBoxJ/s9TRfZXnPtTVqUwnFfhWUfrjqyhrSWYppGna2rANhpN2XAZNFXLuop3d0cEofHhzMa4Xu6j+JmLnd0RQigRKUIUKxFCJDKxzRJGGn6dojEZIAvYMWcAUrHiwM+TQAHwrYDFgUEBP4W8Gu6c1WsLex9TBO4EsOfwq8MRoCD4CeArWPhsO9ipE9ui22DbE9NoW8D+uYxWAGjQD9L/8Guar+vlaDJqiT0MNHGqSAfHVJXWUKpyKV447VRmIIAHz6xTsCtZJ8GzOGQcfHWr3Z0uD/e/A9KjfJzW3Qv94ldDg8cV2bi4eHR6MPzo4/Pbj3fuf163uo9voA3QX+vkJuo++QhN0gpLey95vvT97f/Vf9H/q/9z/ZUm9fq32eR+tff1f/wWF5uqZ</latexit>

rq
<latexit sha1_base64="ZzfNNUAvnNLtHdZM/4nkKjcPwyI=">AAAJEniclVTPbxw1FHYLLMvyK4UjF4toq6Im0W5AgktQBRE/JKgWQdpKdTvyzHhnrcyMvbYn6cr4v+A/4cYNceWOeoUL/Bc8e72zs0k2lImS2N/73nvf8/NzKkuuzWj0/MbNl15+pfdq/7XB62+8+dbbO7feeaBFozJ2kolSqEcp1azkNTsx3JTskVSMVmnJHqann3v7wzOmNBf1D2Yh2ZOKFjWf8owagJJbvW+Gt3GVSDJVNLM5JhU1s3RqG5dY6ZzNjcNHLfoFoJBzTzp8dwP88jJ0fBmaAETIADLGdCvjM5fIi7lAgQSqxPuYGPbMWC1KnmM5g2odDmGK1lYAKBodresMRFJlOC0toSXYkoKc85zNqLFEzYRLCiix5RgXBNc0LSkmWS6MdXe2ONrCkVSxM2bXegP6AZQwGgy7Za4SbKay14TGW2Jf1If/tzwiDK+Y3q59v02wijiBY9qad00jhjYxCpC3yArd4tAv51a5i1BUy4vo116RxETxYmaoUuIcF8u+hn5P/Dlmpb8IWOJ42raCK9NeCRkpuKJaxwuDuxfuMlMKzf1YuE1ycyX5jJUi42bhutT1gByRnGtZ0oU2C2AT3VSJnR+N3VN7P5F37yfnri12Cl7zbqkSWBAG7uMqLezgNQBteCpg8i8obEeQrCdC0TNQt5V+vEnPFS22ciebXHhgtG4Uw5Aj56w20RFufbB/L6ZmX8sZA0rFzEzkrenYp8lK4d21R7sngK86giMgpazgtc1gtKGRgyG+xmuvjn6dp+cqmlnRbuMlT1WWT32VJGeloYmlqcOf4tHecpZHXaIwUNs5Dy8NYXUepV1bzloYzNhpm2XuTzZ61S7s9w8xKWhV0aTG3y51dF/luQ91fSrTSQW+TZL/+CLKWpJZClk1bWPYBsNJOy5AiGXIuRuoZJ7s7I4ORuHDlxfjuNhF8ZuInT8QQTkSKEMNqhBDNTKwLhFFGn4eozEaIQnYE2QBU7Diwc6QQwPwbYDFgEEBPYW/BeweR7SGvY+pg3cGWUr4VeCJ0RB8BPAUrH02HOxNiOzRbbFtiOm1LeB/GmNVgBo0A/S//FbMF/XztRg0RZ+EGjjUJAPiq8tilCacileOO1UZiCAB8+sc7ArWWfBcnTMOPjrU7s+WBvvfgelRv88it0H/eJXQ4PHFdl5ePDg8GH94cPjdR7v3Pout7qP30PvoDvTzY3QPfYUm6ARlvZ97z3t/9v7q/9T/pf9r/7cl9eaN6PMu2vj6v/8Lia3sPA==</latexit>

rp
<latexit sha1_base64="foH/GrgXCkEGD5l/oKDMpobDx68=">AAAJEniclVTPbxw1FHYLLMvyK4UjF4toq6Im0W5AgktQBRE/JKgWQdpKdTvyzHhnrcyMvbYn6cr4v+A/4cYNceWOeoUL/Bc8e72zs0k2lImS2N/73nvf8/NzKkuuzWj0/MbNl15+pfdq/7XB62+8+dbbO7feeaBFozJ2kolSqEcp1azkNTsx3JTskVSMVmnJHqann3v7wzOmNBf1D2Yh2ZOKFjWf8owagJJbvW+Gt3GVSDJVNLM5JhU1s3RqG5dY6ZzNjcNHLfoFoJBzTzp8dwP88jJ0fBmaAETIADLGdCvjM5fIi7lAgQSqxPuYGPbMWC1KnmM5g2odDmGK1lYAKBodresMRFJlOC0toSXYkoKc85zNqLFEzYRLCiix5RgXBNc0LSkmWS6MdXe2ONrCkVSxM2bXegP6AZQwGgy7Za4SbKay14TGW2Jf1If/tzwiDK+Y3q59v02wijiBY9qad00jhjYxCpC3yArd4tAv51a5i1BUy4vo116RxETxYmaoUuIcF8u+hn5P/Dlmpb8IWOJ42raCK9NeCRkpuKJaxwuDuxfuMlMKzf1YuE1ycyX5jJUi42bhutT1gByRnGtZ0oU2C2AT3VSJnR+N3VN7P5F37yfnri12Cl7zbqkSWBAG7uMqLezgNQBteCpg8i8obEeQrCdC0TNQt5V+vEnPFS22ciebXHhgtG4Uw5Aj56w20RFufbB/L6ZmX8sZA0rFzEzkrenYp8lK4d21R7sngK86giMgpazgtc1gtKGRgyG+xmuvjn6dp+cqmlnRbuMlT1WWT32VJGeloYmlqcOf4tHecpZHXaIwUNs5Dy8NYXUepV1bzloYzNhpm2XuTzZ61S7s9w8xKWhV0aTG3y51dF/luQ91fSrTSQW+TZL/+CLKWpJZClk1bWPYBsNJOy5AiGXIuRuoRCY7u6ODUfjw5cU4LnZR/CZi5w9EUI4EylCDKsRQjQysS0SRhp/HaIxGSAL2BFnAFKx4sDPk0AB8G2AxYFBAT+FvAbvHEa1h72Pq4J1BlhJ+FXhiNAQfATwFa58NB3sTInt0W2wbYnptC/ifxlgVoAbNAP0vvxXzRf18LQZN0SehBg41yYD46rIYpQmn4pXjTlUGIkjA/DoHu4J1FjxX54yDjw61+7Olwf53YHrU77PIbdA/XiU0eHyxnZcXDw4Pxh8eHH730e69z2Kr++g99D66A/38GN1DX6EJOkFZ7+fe896fvb/6P/V/6f/a/21JvXkj+ryLNr7+7/8Ch03sOw==</latexit>

dpq
<latexit sha1_base64="2BEeqBDWJXl7CMz5AlnDOhuNQEA=">AAAJFXiclVRNjyM1EPUuEEL4moUjF4tRVot2ZpQMSHAZtIIRHweWIJjdlda7LXe307Gmu+3Y7pkdGf8O/gk3bogrR4TEFQT/grLjdDqTybB0lMT96lXVK5fLqSy5NqPR7zduvvDiS72X+68MXn3t9Tfe3Ln11gMtGpWxk0yUQj1KqWYlr9mJ4aZkj6RitEpL9jA9/dTbH54xpbmovzMXkj2paFHzKc+oASi51ft6eBtXiSRTRTObY1JRM0untnGJlc7Z3Dh81KKfAQo596TDd9fAzzeh401oAhAhA8gY0y2Nz1wiL+cCBRKoEu9jYtgzY7UoeY7lDKp1OIQpWlsBoGh0tK4yEEmV4bS0hJZgSwpyznM2o8YSNRMuKaDElmNcEFzTtKSYZLkw1t3Z4mgLR1LFzphd6Q3oe1DCaDDslrlMsJ7KXhMab4l9WR/+3/KIMLxierv2/TbBMuIEtmlr3hWNGNrEKEDeIit0i0O/nFvmLkJRLS+iX3pFEhPFi5mhSolzXCz6Gvo98fuYlf4gYInjbtsKjkx7JGSk4IpqHQ8M7h64TaYUmvuxcOvk5kryGStFxs2F61JXA3JEcq5lSS+0uQA20U2V2PnR2D219xN5935y7tpip+A175YqgQVh4Dwu08Ib3AagDU8FTP4lhe0IktVEKHoG6rbSj9fpuaLFVu5knQsXjNaNYhhy5JzVJjrCqQ/2b8XU7Gs5Y0CpmJmJvDUd+zRZKby79mh3B/BVW3AEpJQVvLYZjDY0cjDE13jt1dGvc/VcRTNL2m284KnK8qmvkuSsNDSxNHX4YzzaW8zyqEsUBmo75+GmIazOo7Rry1kJgxk7bbPM/c5Gr9qF9/1DTApaVTSp8VcLHd1bee5DXZ/KdFKBb5Pk3z+PspZkFkKWTVsbtsFw0o4LEGIZcu4GefhLdnZHB6Pw4M3FOC52UXwmYuc3RFCOBMpQgyrEUI0MrEtEkYbPYzRGIyQBe4IsYApWPNgZcmgAvg2wGDAooKfwW8Db44jW8O5j6uCdQZYSvgo8MRqCjwCegrXPhoO9CZE9ui22DTG9tgv4T2OsClCDZoD+l9+S+bx+vhaDpuijUAOHmmRAfHVZjNKEXfHKcacqAxEkYH6dg13BOguey33GwUeH2v3e0mD/OzA96t+zyG3QP14lNHh8uZ2biweHB+P3Dw6/+WD33iex1X30DnoX3YF+fojuoS/QBJ2grPdj74/en72/+j/0f+r/3P9lQb15I/q8jdae/q//AlPF7bQ=</latexit>

tpq
<latexit sha1_base64="NtQ/7kkfHzH6z6vtmoD+B3UWi0A=">AAAJJniclVTPjxs1FHYLhBB+beHIxWKVqqi7q2RBgsuiClb8OFAFwbaV6jL1zDgTa2fGju3ZbWT8//CfcOOGKm4c4cAVrjw7zmSyu1nKREns733vve/5+U0qS67NaPTbjZsvvfxK79X+a4PX33jzrbd3br3zQItGZewkE6VQj1KqWclrdmK4KdkjqRit0pI9TE8/9/aHZ0xpLurvzUKyJxUtaj7lGTUAJbd6T4e3cZVIMlU0szkmFTWzdGobl1jpnM2Nw0ct+gWgkHNPOnx3A/zyMnR8GZoARMgAMsZ0K+Mzl8iLuUCBBKrE+5gY9sxYLUqeYzmDah0OYYrWVgAoGh2t6wxEUmU4LS2hJdiSgpzznM2osUTNhEsKKLHlGBcE1zQtKSZZLox1d7Y42sKRVLEzZtd6A/oBlDAaDLtlrhJsprLXhMZbYl/Uh/+3PCIMr5jern2/TbCKOIFj2pp3TSOGNjEKkLfICt3i0C/nVrmLUFTLi+jXXpHERPFiZqhS4hwXy76Gfk/8OWalvwhY4njatoIr014JGSm4olrHC4O7F+4yUwrN/Vi4TXJzJfmMlSLjZuG61PWAHJGca1nShTYLYBPdVImdH43dD/Z+Iu/eT85dW+wUvObdUiWwIAzcx1Va2MHbALThqYDJv6CwHUGynghFz0DdVvrxJj1XtNjKnWxy4QWjdaMYhhw5Z7WJjnDrg/07MTX7Ws4YUCpmZiJvTcc+TVYK76492j0BfNURHAEpZQWvbQajDY0cDPE1Xnt19Ou8eq6imRXtNl7yVGX51FdJclYamliaOvwpHu0tZ3nUJQoDtZ3z8KYhrM6jtGvLWQuDGTtts8z9yUav2oX9/iEmBa0qmtT4m6WO7lt57kNdn8p0UoFvk+Q/voiylmSWQlZN2xi2wXDSjgsQYhlyDux8+d+NAvtkZ3d0MAoPvrwYx8Uuis9E7DxHBOVIoAw1qEIM1cjAukQUafg8RmM0QhKwJ8gCpmDFg50hhwbg2wCLAYMCegq/BeweR7SGvY+pg3cGWUr4KvDEaAg+AngK1j4bDvYmRPbottg2xPTaFvCfxlgVoAbNAP0vvxXzRf18LQZN0SehBg41yYD46rIYpQmn4pXjTlUGIkjA/DoHu4J1FjxX54yDjw61+7Olwf5HYHrU77PIbdCfXiU0eHyxnZcXDw4Pxh8eHH770e69z2Kr++g99D66A/38GN1DX6EJOkFZ7+feX72/e//0f+r/0v+1/3xJvXkj+ryLNp7+7/8CQ630/w==</latexit>

npq
<latexit sha1_base64="u74w9bDo8pEI0r+KD2COABYBzg4=">AAAJJniclVTPjxs1FHYLhBB+beHIxWKVqqi7q2RBgsuiClb8OFAFwbaV6jL1zDgTa2fGju3ZbWT8//CfcOOGKm4c4cAVrjw7zmSyu1nKREns733vve/5+U0qS67NaPTbjZsvvfxK79X+a4PX33jzrbd3br3zQItGZewkE6VQj1KqWclrdmK4KdkjqRit0pI9TE8/9/aHZ0xpLurvzUKyJxUtaj7lGTUAJbd6T4e3cZVIMlU0szkmFTWzdGobl1jpnM2Nw0ct+gWgkHNPOnx3A/zyMnR8GZoARMgAMsZ0K+Mzl8iLuUCBBKrE+5gY9sxYLUqeYzmDah0OYYrWVgAoGh2t6wxEUmU4LS2hJdiSgpzznM2osUTNhEsKKLHlGBcE1zQtKSZZLox1d7Y42sKRVLEzZtd6A/oBlDAaDLtlrhJsprLXhMZbYl/Uh/+3PCIMr5jern2/TbCKOIFj2pp3TSOGNjEKkLfICt3i0C/nVrmLUFTLi+jXXpHERPFiZqhS4hwXy76Gfk/8OWalvwhY4njatoIr014JGSm4olrHC4O7F+4yUwrN/Vi4TXJzJfmMlSLjZuG61PWAHJGca1nShTYLYBPdVImdH43dD/Z+Iu/eT85dW+wUvObdUiWwIAzcx1Va2MHbALThqYDJv6CwHUGynghFz0DdVvrxJj1XtNjKnWxy4QWjdaMYhhw5Z7WJjnDrg/07MTX7Ws4YUCpmZiJvTcc+TVYK76492j0BfNURHAEpZQWvbQajDY0cDPE1Xnt19Ou8eq6imRXtNl7yVGX51FdJclYamliaOvwpHu0tZ3nUJQoDtZ3z8KYhrM6jtGvLWQuDGTtts8z9yUav2oX9/iEmBa0qmtT4m6WO7lt57kNdn8p0UoFvk+Q/voiylmSWQlZN2xi2wXDSjgsQYhlyDux8+d8tB/bJzu7oYBQefHkxjotdFJ+J2HmOCMqRQBlqUIUYqpGBdYko0vB5jMZohCRgT5AFTMGKBztDDg3AtwEWAwYF9BR+C9g9jmgNex9TB+8MspTwVeCJ0RB8BPAUrH02HOxNiOzRbbFtiOm1LeA/jbEqQA2aAfpffivmi/r5Wgyaok9CDRxqkgHx1WUxShNOxSvHnaoMRJCA+XUOdgXrLHiuzhkHHx1q92dLg/2PwPSo32eR26A/vUpo8PhiOy8vHhwejD88OPz2o917n8VW99F76H10B/r5MbqHvkITdIKy3s+9v3p/9/7p/9T/pf9r//mSevNG9HkXbTz93/8FNUn0+Q==</latexit>

Figure 1: Soft-sphere representation of two
particles during collision.

Tc
<latexit sha1_base64="hrjFQMJbXSH70Yfn39hzuDMdYF8=">AAADK3icjVFNSxxBEH2OSTSTr9UccxmyLARCllkR4lHMxVsU9kPYWZae3l53cL7o7hFlnJ+Uf+LNgyTkGjDXXPWQ6k4LJhKSHmbm1at6r7u64jJNlA7Dz0ve8oOHj1ZWH/tPnj57/qK1tj5URSW5GPAiLeRBzJRIk1wMdKJTcVBKwbI4FaP46IPJj46FVEmR9/VpKSYZO8yTecKZJmramnciLU50PaOtWM5FE0SR3zmLMqYX8bz+2Exr1ry7G8bNme9EfZGVihQLVTIu6rC7wbMmGKuJ35FG91aacr8/5dNWO+yGdgX3Qc+BNtzaK1qXiDBDAY4KGQRyaMIpGBQ9Y/QQoiRugpo4SSixeYEGPmkrqhJUwYg9ou8hRWPH5hQbT2XVnHZJ6ZWkDNAhTUF1krDZLbD5yjob9m/etfU0Zzulf+y8MmI1FsT+S3db+b8604vGHFu2h4R6Ki1juuPOpbK3Yk4e3OlKk0NJnMEzykvC3Cpv7zmwGmV7N3fLbP7KVhrWxNzVVvhuTkkD7v05zvtguNHtEd7fbG/vuFGv4hVe4w3N8z22sYs9DMj7HD9wjRvvk3fhffG+/ir1lpzmJX5b3ref6lC5Kw==</latexit><latexit sha1_base64="hrjFQMJbXSH70Yfn39hzuDMdYF8=">AAADK3icjVFNSxxBEH2OSTSTr9UccxmyLARCllkR4lHMxVsU9kPYWZae3l53cL7o7hFlnJ+Uf+LNgyTkGjDXXPWQ6k4LJhKSHmbm1at6r7u64jJNlA7Dz0ve8oOHj1ZWH/tPnj57/qK1tj5URSW5GPAiLeRBzJRIk1wMdKJTcVBKwbI4FaP46IPJj46FVEmR9/VpKSYZO8yTecKZJmramnciLU50PaOtWM5FE0SR3zmLMqYX8bz+2Exr1ry7G8bNme9EfZGVihQLVTIu6rC7wbMmGKuJ35FG91aacr8/5dNWO+yGdgX3Qc+BNtzaK1qXiDBDAY4KGQRyaMIpGBQ9Y/QQoiRugpo4SSixeYEGPmkrqhJUwYg9ou8hRWPH5hQbT2XVnHZJ6ZWkDNAhTUF1krDZLbD5yjob9m/etfU0Zzulf+y8MmI1FsT+S3db+b8604vGHFu2h4R6Ki1juuPOpbK3Yk4e3OlKk0NJnMEzykvC3Cpv7zmwGmV7N3fLbP7KVhrWxNzVVvhuTkkD7v05zvtguNHtEd7fbG/vuFGv4hVe4w3N8z22sYs9DMj7HD9wjRvvk3fhffG+/ir1lpzmJX5b3ref6lC5Kw==</latexit><latexit sha1_base64="hrjFQMJbXSH70Yfn39hzuDMdYF8=">AAADK3icjVFNSxxBEH2OSTSTr9UccxmyLARCllkR4lHMxVsU9kPYWZae3l53cL7o7hFlnJ+Uf+LNgyTkGjDXXPWQ6k4LJhKSHmbm1at6r7u64jJNlA7Dz0ve8oOHj1ZWH/tPnj57/qK1tj5URSW5GPAiLeRBzJRIk1wMdKJTcVBKwbI4FaP46IPJj46FVEmR9/VpKSYZO8yTecKZJmramnciLU50PaOtWM5FE0SR3zmLMqYX8bz+2Exr1ry7G8bNme9EfZGVihQLVTIu6rC7wbMmGKuJ35FG91aacr8/5dNWO+yGdgX3Qc+BNtzaK1qXiDBDAY4KGQRyaMIpGBQ9Y/QQoiRugpo4SSixeYEGPmkrqhJUwYg9ou8hRWPH5hQbT2XVnHZJ6ZWkDNAhTUF1krDZLbD5yjob9m/etfU0Zzulf+y8MmI1FsT+S3db+b8604vGHFu2h4R6Ki1juuPOpbK3Yk4e3OlKk0NJnMEzykvC3Cpv7zmwGmV7N3fLbP7KVhrWxNzVVvhuTkkD7v05zvtguNHtEd7fbG/vuFGv4hVe4w3N8z22sYs9DMj7HD9wjRvvk3fhffG+/ir1lpzmJX5b3ref6lC5Kw==</latexit><latexit sha1_base64="hrjFQMJbXSH70Yfn39hzuDMdYF8=">AAADK3icjVFNSxxBEH2OSTSTr9UccxmyLARCllkR4lHMxVsU9kPYWZae3l53cL7o7hFlnJ+Uf+LNgyTkGjDXXPWQ6k4LJhKSHmbm1at6r7u64jJNlA7Dz0ve8oOHj1ZWH/tPnj57/qK1tj5URSW5GPAiLeRBzJRIk1wMdKJTcVBKwbI4FaP46IPJj46FVEmR9/VpKSYZO8yTecKZJmramnciLU50PaOtWM5FE0SR3zmLMqYX8bz+2Exr1ry7G8bNme9EfZGVihQLVTIu6rC7wbMmGKuJ35FG91aacr8/5dNWO+yGdgX3Qc+BNtzaK1qXiDBDAY4KGQRyaMIpGBQ9Y/QQoiRugpo4SSixeYEGPmkrqhJUwYg9ou8hRWPH5hQbT2XVnHZJ6ZWkDNAhTUF1krDZLbD5yjob9m/etfU0Zzulf+y8MmI1FsT+S3db+b8604vGHFu2h4R6Ki1juuPOpbK3Yk4e3OlKk0NJnMEzykvC3Cpv7zmwGmV7N3fLbP7KVhrWxNzVVvhuTkkD7v05zvtguNHtEd7fbG/vuFGv4hVe4w3N8z22sYs9DMj7HD9wjRvvk3fhffG+/ir1lpzmJX5b3ref6lC5Kw==</latexit>

after

collision
<latexit sha1_base64="i8+nb+gS3mH0BgFypVrJruv5vxo=">AAADp3icjVHLbtswEFxFfaTqI0577EWoIaAP1JB9aY9BesktKWA7BizDoOi1TUSiVJJqEyj6ziDXntq/6JJRAKdG0NKwPTs7M+SSaZkJbeL42tvxHzx89Hj3SfD02fMXe539l2NdVIrjiBdZoSYp05gJiSMjTIaTUiHL0wxP07Mvtn/6HZUWhRyaixJnOVtJsRScGaLmnZ9RYvDc1AvaikmOTZgkQXSZ5Mys02V93Mxr1nzcLNPmMmhNQ8xLTY61LhnHOu4NeN6EUz0LImV9H5SVB9FwzoMkxZWQNX6r3M7vm+Amgy0NKipQLu4075HTxHQrxGxboo3AcEM373TjXuxWuA36LehCu06KzhUksIACOFSQA4IEQzgDBpo+U+hDDCVxM6iJU4SE6yM0EJC3IhWSghF7Rr8rqqYtK6m2mdq5Oe2S0VeRM4SIPAXpFGG7W+j6lUu27H3Ztcu0Z7ug/7TNyok1sCb2X75b5f/67CwGlvDZzSBoptIxdjreplTuVuzJw42pDCWUxFm8oL4izJ3z9p5D59Fudnu3zPV/OaVlbc1bbQW/7Snpgft/P+c2GA96fcJfB92Dw/apd+E1vIG39J6f4ACO4ARGwL0jT3o/vHP/nX/sj/3JjXTHaz2v4M7y2R/5jeTT</latexit><latexit sha1_base64="i8+nb+gS3mH0BgFypVrJruv5vxo=">AAADp3icjVHLbtswEFxFfaTqI0577EWoIaAP1JB9aY9BesktKWA7BizDoOi1TUSiVJJqEyj6ziDXntq/6JJRAKdG0NKwPTs7M+SSaZkJbeL42tvxHzx89Hj3SfD02fMXe539l2NdVIrjiBdZoSYp05gJiSMjTIaTUiHL0wxP07Mvtn/6HZUWhRyaixJnOVtJsRScGaLmnZ9RYvDc1AvaikmOTZgkQXSZ5Mys02V93Mxr1nzcLNPmMmhNQ8xLTY61LhnHOu4NeN6EUz0LImV9H5SVB9FwzoMkxZWQNX6r3M7vm+Amgy0NKipQLu4075HTxHQrxGxboo3AcEM373TjXuxWuA36LehCu06KzhUksIACOFSQA4IEQzgDBpo+U+hDDCVxM6iJU4SE6yM0EJC3IhWSghF7Rr8rqqYtK6m2mdq5Oe2S0VeRM4SIPAXpFGG7W+j6lUu27H3Ztcu0Z7ug/7TNyok1sCb2X75b5f/67CwGlvDZzSBoptIxdjreplTuVuzJw42pDCWUxFm8oL4izJ3z9p5D59Fudnu3zPV/OaVlbc1bbQW/7Snpgft/P+c2GA96fcJfB92Dw/apd+E1vIG39J6f4ACO4ARGwL0jT3o/vHP/nX/sj/3JjXTHaz2v4M7y2R/5jeTT</latexit><latexit sha1_base64="i8+nb+gS3mH0BgFypVrJruv5vxo=">AAADp3icjVHLbtswEFxFfaTqI0577EWoIaAP1JB9aY9BesktKWA7BizDoOi1TUSiVJJqEyj6ziDXntq/6JJRAKdG0NKwPTs7M+SSaZkJbeL42tvxHzx89Hj3SfD02fMXe539l2NdVIrjiBdZoSYp05gJiSMjTIaTUiHL0wxP07Mvtn/6HZUWhRyaixJnOVtJsRScGaLmnZ9RYvDc1AvaikmOTZgkQXSZ5Mys02V93Mxr1nzcLNPmMmhNQ8xLTY61LhnHOu4NeN6EUz0LImV9H5SVB9FwzoMkxZWQNX6r3M7vm+Amgy0NKipQLu4075HTxHQrxGxboo3AcEM373TjXuxWuA36LehCu06KzhUksIACOFSQA4IEQzgDBpo+U+hDDCVxM6iJU4SE6yM0EJC3IhWSghF7Rr8rqqYtK6m2mdq5Oe2S0VeRM4SIPAXpFGG7W+j6lUu27H3Ztcu0Z7ug/7TNyok1sCb2X75b5f/67CwGlvDZzSBoptIxdjreplTuVuzJw42pDCWUxFm8oL4izJ3z9p5D59Fudnu3zPV/OaVlbc1bbQW/7Snpgft/P+c2GA96fcJfB92Dw/apd+E1vIG39J6f4ACO4ARGwL0jT3o/vHP/nX/sj/3JjXTHaz2v4M7y2R/5jeTT</latexit><latexit sha1_base64="i8+nb+gS3mH0BgFypVrJruv5vxo=">AAADp3icjVHLbtswEFxFfaTqI0577EWoIaAP1JB9aY9BesktKWA7BizDoOi1TUSiVJJqEyj6ziDXntq/6JJRAKdG0NKwPTs7M+SSaZkJbeL42tvxHzx89Hj3SfD02fMXe539l2NdVIrjiBdZoSYp05gJiSMjTIaTUiHL0wxP07Mvtn/6HZUWhRyaixJnOVtJsRScGaLmnZ9RYvDc1AvaikmOTZgkQXSZ5Mys02V93Mxr1nzcLNPmMmhNQ8xLTY61LhnHOu4NeN6EUz0LImV9H5SVB9FwzoMkxZWQNX6r3M7vm+Amgy0NKipQLu4075HTxHQrxGxboo3AcEM373TjXuxWuA36LehCu06KzhUksIACOFSQA4IEQzgDBpo+U+hDDCVxM6iJU4SE6yM0EJC3IhWSghF7Rr8rqqYtK6m2mdq5Oe2S0VeRM4SIPAXpFGG7W+j6lUu27H3Ztcu0Z7ug/7TNyok1sCb2X75b5f/67CwGlvDZzSBoptIxdjreplTuVuzJw42pDCWUxFm8oL4izJ3z9p5D59Fudnu3zPV/OaVlbc1bbQW/7Snpgft/P+c2GA96fcJfB92Dw/apd+E1vIG39J6f4ACO4ARGwL0jT3o/vHP/nX/sj/3JjXTHaz2v4M7y2R/5jeTT</latexit>

t [s]
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Figure 2: Temporal evolution of a collision
between two particles.

As particles and walls are treated similarly during collisions, the q index refers to both. To
compute the contact between solid bodies the soft-sphere model is employed. The soft sphere
model from Cundall and Strack (1979) is used along with a damped linear-spring and dashpot
model to calculate the contact forces. Particles are modeled by a mass-spring-dashpot system
(Figure 1). In this frame, the solids are allowed to overlap with each other in a controlled
manner and the collision is detected when the distance between two particles and between a
particle and a wall is less than the sum of their radii and the radius of the particle, respectively
(Figure 1). The overlap δpq is computed as follows:

δpq = rp + rq− | xq − xp |, (6)

with rp and rq the radii of the particles. The contact forces are divided into normal and
tangential contributions:

f colq→p = f colq→p,n + f colq→p,t. (7)

The normal contribution is modeled by the mass-spring-dashpot equation

f colq→p,n =

{
−knδpqnpq − 2γnMpqupq,n if δpq > 0,

0 otherwise,
(8)

where npq is the normal unit vector npq = (xq − xp)/ | xq − xp |, and upq,n = (upq · npq)npq is
the normal component of the relative velocity upq = up − uq. The normal damping parameter
γn is defined as

γn =
− ln en√
π2 + ln2 en

ω0, (9)

where ω0 =
√
kn/Mpq is the undamped angular frequency based on the stiffness coefficient kn

and the system effective mass Mpq = (1/mp + 1/mq)
−1; en is the normal restitution coefficient.

The tangential contribution is modeled by a Coulomb-type friction law:

f colq→p,t = −µd | f colq→p,n | tpq. (10)

In Equation (10), the tangential unit vector tpq is defined on the basis of the tangential relative
velocity upq,t

upq,t = upq − upq,n, tpq =
upq,t
| upq,t |

. (11)
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For the tangential contribution (Equation (10)), only the Coulomb-type friction is taken into
account for both particle-particle and particle-wall collisions, which means that only sliding
during collision is considered in order to compare to the “small friction/all sliding” limit case of
the TFM numerical simulations. The soft-sphere model requires three user-defined parameters
to treat accurately the collisions, which are kn, en and µd respectively accounting for the spring
stiffness and the particle-particle and particle-wall normal restitution and friction coefficients
for the p − q binary system. Hereafter, we will refer to ec and ew for the particle-particle and
particle-wall normal restitution coefficient, respectively. Accordingly, µc and µw will refer to
the particle-particle and particle-wall friction coefficients, respectively.

2.1.3. Interphase coupling modeling
The effects of the interphase interactions are taken into account in the gas continuity equa-

tion (1) and momentum equation (2) through the presence of the gas volume fraction and the
particles-to-gas momentum transfer term. The gas-phase variables are interpolated from the
Eulerian grid to the particle position (g@p) using a trilinear interpolation/projection algorithm
on hexahedra. Interpolated velocities should represent the fluid flow undisturbed by the pres-
ence of the particle, according to the first-order modeling of the drag (Gatignol (1983); Maxey
and Riley (1983)). In a DEM-CFD approach this should be kept in mind when selecting the
mesh size. Undisturbed fluid quantities are no longer ensured when the ratio between the mesh
size and the particle diameter is not large enough. On the other hand, only resolved fluid fields
are seen by the particles in a filtering approach, while sub-grid fluctuations are generally ne-
glected. This is a reasonable assumption only in the presence of large sub-grid Stokes numbers
(Fede and Simonin (2006)). Details about the interpolation of Eulerian fields at the p-particle
location and projection of the particle contributions onto the Eulerian grid are given in the
work of Dufresne et al. (2020). Here, only the interphase coupling term Ip→g(x, t) is recalled
and it is written on each node c as

Ip→g(xc, t) = − 1

∆Vc

∑
p∈SCc

ωp,c(fP,p + fD,p), (12)

where ∆Vc is the volume of control containing c, ωp,c is the projection weight, and p ∈ SCc
stands for all particles belonging to each surrounding cell of node c. In Equation 12, the pressure
gradient and drag forces at the particle location are defined as

fP,p(t) = −Vp∇Pg@p (13)

and
fD,p(t) = mp

ug@p − up
τpg

, (14)

with
τgp =

4

3

ρgdp
ρpCD|ur|

(15)

the particle response time and

ur(t) = ug@p(t)− up(t) (16)

the gas-to-particle relative velocity. Here CD is the drag coefficient. To take into account the
effect of large solid volume fraction, Gobin et al. (2003) proposed the following correlation for
the drag coefficient, which is retained in the present work:

CD =

{
min(CD,W&Y , CD,E), if αg < 0.7

CD,W&Y , otherwise
(17)

8



where CD,W&Y , and CD,E are Wen and Yu (1966) and Ergun (1952) correlations, respectively,

CD,W&Y =

{
24
Rep

(1 + 0.15Re0.687p )α−1.7g , for Rep < 1000

0.44α−1.7g , otherwise
(18)

CD,E = 200
1− αg
Rep

+
7

3
(19)

and Rep the particle Reynolds number defined as

Rep = αg
ρg|ur|dp
µg

. (20)

2.1.4. Time step criteria
The fluid is advanced in time by a time step, ∆tf , which is computed during the simulation

using classical CFL criteria. The characteristics of the particles are computed at tf + ∆tf from
the resolution of the particle trajectory equations, coupled through the soft-sphere collision
model, by a sub-step method between tf and tf + ∆tf . During this time step ∆tf , the fluid is
frozen at tf and particles advanced in time by a time step ∆tp < ∆tf . The time step ∆tp of
the last sub-step is computed such that the sum of time steps is equal to ∆tf . Source terms are
updated at the end of each particle sub-step. After all particle sub-steps have been computed,
the source terms are accounted for on the Eulerian grid. The fluid flow is then computed at
tf + ∆tf using the prediction-correction algorithm.

The choice of ∆tp is subject to conditions ensuring that collisions are treated appropriately.
In the frame of the soft-sphere model, the first condition concerns the contact duration, Tc,
which is written as:

Tc =
π√

ω2
0 − γ2n

. (21)

Since particles are identical in our simulations, Tc has a unique value in the particulate phase.
According to Eq. (21), the contact duration depends on ω0 and γn, which depend on kn, and
on en and the particles properties. It is important to note that, in the frame of the soft-sphere
model, kn is not a physical but rather a numerical parameter. Indeed, the true physical value
of kn imposed by the particle deformation properties leads in general to a much too small value
of Tc corresponding to nearly hard sphere collision. So, the DEM-CFD approach is generally
using a smaller value of kn, corresponding to more deformable particles but without measurable
effect on the particle statistics. A way to select an appropriate value of kn is to estimate it
beforehand on the basis of the mean value of the normal relative velocity at the first impact,
and the overlap constraint (δmax/dp < 0.1). Accordingly, a stiffness coefficient value of 300 N/m
was found; this value was used for all the numerical simulations (Nigmetova et al. (2021)).

The second condition ensures that the particle time step, ∆tp, is smaller than the contact
time, Tc, in order to limit the overlap distance during the collision and to reach a sufficient
resolution for the time integration of stiff collisions (see Figure 2). The particle time step should
verify the following relationship:

∆tp <
Tc
Nc

, (22)

where Nc is the needed number of sub-steps during one contact to insure satisfactory inter-
particle collision prediction. According to van der Hoef et al. (2006), the step number should
be Nc > 5. The latter also depends on the choice of the numerical scheme. Preliminary tests
have shown that a value of Nc ≥ 10 is recommended in order to provide accurate solutions.
Accordingly, Nc = 10 was finally retained in the present work.
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Additional CFL conditions are introduced. They are needed when the ratio between the
running time of the particles and the contact duration increases, which may occur in the dilute
regions of the bed. The first one impose that ∆tp ≤ CFLp ×∆x/|up| to ensure that a particle
does not move more than few elements of the Eulerian mesh during a sub-step. The second
condition requires that during a sub-step particles do not move more than 100 · CFLcolp % of
their diameter, that is ∆tp ≤ CFLcolp × dp/|u0

rn|, where u0
rn is the relative particle-particle

velocity at the instant when the first overlap between the particles is detected. The latter
condition is necessary to control and limit the overlapping distance at the initial detection of
the impact. Finally, ∆tp is checked to be smaller then the particle relaxation time τpg. The
minimum of all the aforementioned conditions for all the particles is computed at the beginning
of each particle step in order to define ∆tp. In the present work, the following parameters were
chosen: CFLp = 1.5, CFLcolp = 0.3 and CFLf = 0.1.

2.2. Eulerian particle fields
2.2.1. Post-processing: projected Eulerian particle fields from DEM predictions

To extract instantaneous Eulerian particle fields from Lagrangian data, DEM-CFD results
are post-processed during the numerical simulation using a projection operator. The Eulerian
particle velocity ûp is computed on a distribution of fixed points xc, which correspond to the
centers of cubic cells of volume Vc. The Eulerian particle field at xc is obtained as follows:

n̂p(xc, t)ûp(xc, t) =
1

Vc

Np∑
n=1

φc(x
(n)
p (t))u(n)

p (t). (23)

In Equation (23), n̂p is the particle number density given by

n̂p(xc, t) =
1

Vc

Np∑
n=1

φc(x
(n)
p (t)), (24)

and φc is a weight defined as

φc(x
(n)
p (t)) =

{
1, if x(n)

p (t) ∈ Vc
0, otherwise

. (25)

Therefore, any Lagrangian n-particle (n ∈ (1, Np)) instantaneous velocity can be decomposed
in two contributions:

u(n)
p (t) = ûp(x

(n)
p (t), t) + δ̄u(n)

p (t). (26)

The first contribution is the interpolation of the Eulerian particle velocity ûp at the particle
center position, the second contribution, δ̄u(n)

p (t), represents the deviation of the Lagrangian n-
particle velocity from the interpolated Eulerian field. The interpolation of the Eulerian particle
velocity field at the particle center position is written as

ûp(xp
(n)(t), t) =

Nc∑
c=1

φc(x
(n)
p (t))ûp(xc, t), (27)

According to the choice of the projection/interpolation operator, the idempotency is satisfied :

̂̂up(xc, t) =
1

Vc

∑Np

n=1 φc(x
(n)
p (t))ûp(x

(n)
p (t), t)

n̂p(xc, t)
= ûp(xc, t), (28)

δ̄̂up(xc, t) =
1

Vc

∑Np

n=1 φc(x
(n)
p (t))δ̄u

(n)
p (t)

n̂p(xc, t)
= 0. (29)
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As shown by Figure 3, the projection cells are cubic elements of Cartesian-radial meshes, all of
same volume Vc = ∆xc

3. Each Cartesian-radial mesh is defined by cell centers xc distributed,
from rc = 0 to rc = R, by a constant interval ∆xc, along a radius defined by an angle θc on
a horizontal plane at zc. To cover the whole domain, the angle θc is varying from 0 to 2π
by an uniform angle increment ∆θc = 2π/71(= 5◦). Thus, at a given height zc, 71 different
radial profiles of the instantaneous particle Eulerian fields are computed from the DEM-CFD
Lagrangian simulation.
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Figure 3: Cartesian-radial mesh: R is the cylinder radius, ∆xc is the projection mesh size.

From the instantaneous particle Eulerian fields, averaged quantities can be extracted from
the numerical simulation. For example, from n̂p(xc, t) the time-averaged solid volume fraction
and the variance of the solid volume fraction can be defined at each xc. The former is computed
as follows:

αp(xc) = Vpn̂p(xc) =

Nt∑
k=1

Vpn̂p(xc, tk)∆tk

Nt∑
k=1

∆tk

. (30)

In Equation (30) ∆tk is the DEM-CFD computational time step at time tk, and Vp is the
particle volume. The variance of the solid volume fraction is then obtained as follows:

α′p
2(xc) =

Nt∑
k=1

(Vpn̂p(xc, tk)− αp(xc))2∆tk

Nt∑
k=1

∆tk

. (31)

Similarly, the time-averaged Eulerian particle velocity is computed as

Up(xc) = ûp(xc) =

Nt∑
k=1

n̂p(xc, tk)ûp(xc, tk)∆tk

Nt∑
k=1

n̂p(xc, tk)∆tk

. (32)
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From the latter, the fluctuation of the projected Eulerian particle velocity is defined,

û′p(xc, t) = ûp(xc, t)−Up(xc), (33)

and the second-order correlation of the projected Eulerian particle velocity is obtained

û′p,iû
′
p,j(xc) =

Nt∑
k=1

n̂p(xc, tk)ûp,i(xc, tk)ûp,j(xc, tk)∆tk

Nt∑
k=1

n̂p(xc, tk)∆tk

− Up,i(xc)Up,j(xc). (34)

A Lagrangian fluctuation of the total particle velocity u
(n)
p (t) is also defined as follows:

u′p
(n)

(t) = up
(n)(t)−Up(xp

(n)(t)), (35)

where Up(xp
(n)(t)) is the Lagrangian average particle velocity obtained by the interpolation of

the time-averaged Eulerian particle velocity at the particle center position:

Up(xp
(n)(t)) =

Nc∑
c=1

φc(x
(n)
p (t))Up(xc). (36)

Therefore, a time-averaged second-order correlation of the Lagrangian particle velocity u
(n)
p

may be written as follows:

u′p,iu
′
p,j(xc) =

Nt∑
k=1

n̂p(xc, tk)ÿ�up,iup,j(xc, tk)∆tk

Nt∑
k=1

n̂p(xc, tk)∆tk

− Up,i(xc)Up,j(xc). (37)

In addition, the second-order moment of the Lagrangian velocity deviation δ̄u
(n)
p (t) may be

defined as

δ̄up,iδ̄up,j(xc) =

Nt∑
k=1

n̂p(xc, tk)Ÿ�δ̄up,iδ̄up,j(xc, t)∆tk

Nt∑
k=1

n̂p(xc, tk)∆tk

. (38)

By construction, according to the idempotency of the joint projection-interpolation operator,
the following relation applies :

δ̄up,iδ̄up,j(xc) = u′p,iu
′
p,j(xc)− û′p,iû′p,j(xc). (39)

Let us introduce an angle-averaging operator {·} corresponding to the arithmetic mean over
all the angles, for a given value of rc and zc. For all quantities other than the solid volume
fraction and its moments, the time-averaged particle number density is used as a weight. For
example, the angle-average of the time-averaged Eulerian particle velocity is written as:

{ûp}(rc, zc) =

71∑
m=1

ûp(rc, θ
(m)
c , zc)n̂p(rc, θ

(m)
c , zc)

71∑
m=1

n̂p(rc, θ
(m)
c , zc)

. (40)
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It should be mentioned that the introduction of a Cartesian-radial mesh was needed to provide
radial profiles of particle time-averaged Eulerian fields in such a cylindrical configuration. How-
ever, angle-time-averaged quantities are in excellent agreement with the spatial-time-averaged
quantities obtained on the cylindrical mesh over toroids of vertical section δxc × δxc, centered
on the cylinder axis at zc, as expected by construction.

2.2.2. Eulerian particle fields in the frame of the TFM approach
According to the Mesoscopic Eulerian Formalism introduced by Février et al. (2005), the

particle Lagrangian velocity may be separated in two components which obey the following
decomposition:

u(n)
p (t) = ũp(x

(n)
p (t), t) + δu(n)

p (t). (41)

The first contribution represents the interpolation at the particle position of an Eulerian cor-
related velocity field ũp, shared by all the particles, which corresponds to the Eulerian resolved
part of the particle velocity in the frame of a TFM approach (Fox (2014)). The second contri-
bution is a random spatially-uncorrelated Lagrangian velocity distribution along the particle
paths, referred to as Random Uncorrelated Motion (RUM). The latter is due to the particle
inertia which may lead two close particles to have considerably different velocities, which means
that their velocities may be uncorrelated even when the distance between them is very small
(Ijzermans et al. (2010)).

In very dilute flows, the effect of the RUM on the resolved velocity prediction is mainly
accounted for through the modeling of the particle shear stresses (Simonin et al. (2002); Vance
et al. (2006); Kaufmann et al. (2008); Moreau et al. (2010); Masi et al. (2014); Vié et al. (2015)).
In the frame of the TFM approach for dense flows, the effect of the RUM relies on the modeling
of the particle-particle and particle-wall collisions and of the particle pressure and shear stress
by using the kinetic theory of granular flow (KTGF) (see, for example, Gidaspow (1994)).
In this work, we compare the DEM-CFD time-averaged results with the corresponding TFM
time-averaged predictions obtained by Fede et al. (2016). In their approach, the authors used
a separate transport equation for the RUM kinetic energy. The latter is theoretically defined
as half of the variance of the RUM contribution in an Eulerian framework (δq2p). It is related to
the particle granular temperature (Θp), more commonly used in the literature, by the following
relationship: Θp = 2/3δq2p. In the work of Fede et al. (2016), in addition to inter-particle
collision effect, modeled viscosity and RUM kinetic-energy diffusivity are accounting for the
effect of the friction by the interstitial gas.

Moments of the RUM particle velocity contribution (i.e. RUM kinetic energy, RUM velocity
stress tensor, etc.) obtained by an Eulerian approach (as TFM) are based on the modeling
used to close the system of equations in an Eulerian framework. Their correspondence with the
theoretical values depends on the modeled closures, as well as their accuracy on the numerical
methods. Such moments extracted by a Lagrangian simulation (as DEM) owe instead their
representativeness on the choice of the post-processing projection/interpolation algorithm as
well as on the local and instantaneous particle sample to ensure statistical convergence (the
reader is referred to the works of Moreau et al. (2010) and Kaufmann et al. (2008) for more
details). The algorithm used in this work (Section 2.2.1) to extract the Eulerian particle velocity
(ûp), as well as the Lagrangian particle velocity deviation (δ̄u(n)

p (t)) from such an interpolated
Eulerian field, is one of the most simple. It has the advantage of being idempotent with respect
to the interpolation and projection operations, but it assumes a null particle velocity gradient
in the projection/interpolation volume of control. This approximation is acceptable in dense
suspension where collisions act at reducing the local mean shear. However, it should kept in
mind when analyzing time-averaged Eulerian particle second order moments extracted by the
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DEM-CFD numerical simulations. Low order moments (as the time-averaged particle velocity)
are indeed not affected by such an approximation, being the mean particle velocity equal by
construction regardless of whether it is obtained, by Lagrangian or projected particle velocity.
Even if aware of the limits of such an estimation method for high order moments, hereafter, for
a matter of simplicity, we will refer to correlated and RUM contributions for, respectively, the
moments of the projected particle velocity and the moments of its complementary contribution
to the Lagrangian total one computed in an Eulerian framework.

3. Numerical simulations

The test case is a pressurized gas-solid fluidized bed, for which experimental data are
available from the literature (Fede et al. (2009)). Numerical simulations are performed using
YALES2. The goal of the numerical simulation is to reproduce the fluidized bed at mesoscopic
scale in order to improve the knowledge of the local and instantaneous particulate behavior
inside the bed, such to provide information to use in macroscopic (Eulerian) modeling.

3.1. Experiments and available measurements
Experiments of an isothermal pressurized gas-solid fluidized bed were reproduced in labo-

ratory at the University of Birmingham. The pilot consists of a cylindrical reactor of internal
radius R = 77 mm and height 1074 mm (including the enlargement zone). For the operating
point retained in the present study, the bed is filled with 2.5 kg of solid particles of mean
diameter dp = 875 µm and density ρp = 740 kg/m3, which corresponds to about 10 million
spherical particles. Particles are fluidized by nitrogen injected at 0.32 m/s, at the operating
conditions of 12 bar and 298 K. A such pressure and temperature the gas density and viscos-
ity are, respectively, ρg = 13.595 kg/m3 and µg = 1.7982 × 10−5 Pa s. In such experiments,
PEPT was used to extract information about the motion of the solid in the fluidized bed.
This technique, developed at the Positron Imaging Centre of the University of Birmingham
(Seville et al. (2005); Parker et al. (2008)), makes indeed it possible to track a marked particle
inside the bed and to reconstruct, by post-processing the particle position, the mean, toroidal
spatial-time averaged, particle velocity at different locations (rc, zc). Further detailed about
the experiments may be found in the work of Fede et al. (2009). In such a work, the authors
studied the influence of the acquisition time step and of the cell size on the representativity of
the mean particle velocity, also estimating a statistical error based on the number of events.
This made it possible to recover the experimental profiles of the mean vertical particle velocity
at different heights. However, because of the very small number of events at the freeboard, the
bed height could not be measured experimentally.

3.2. Collision parameters
The physical parameters available from the experiments (and recalled in Section 3.1) are

used in the numerical simulations as well. However, additional specifications are needed to
perform the numerical simulations using a DEM approach. Foerster et al. (1994) showed that
an accurate choice of three constant parameters enables to capture the behavior of the particle-
particle and/or particle-wall collisions. These parameters are the Coulomb friction and the
normal and tangential restitution coefficients. The first one accounts for the dynamic friction
between solids (particle-particle or particle-wall) in sliding conditions. The second and third
coefficients account for dissipation and deformation due to inelastic and elastic collisions, re-
spectively. The choice of such parameters in the DEM-CFD simulations is dictated by the
objective of the present study which is twofold: i) to gain insight in the physics of the bed at
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(a)

(b)

(c)

(d)

Figure 4: Bed reactor: experimental sketch (a) excerpted from Fede et al. (2016) and numerical geometry: front
view (b), bottom view (c), top view (d). The mesh corresponds to 349 656 hexahedra of size ∆x ' 5dp.

mesoscopic scale; ii) to provide information for macroscopic modeling. In this regard, DEM-
CFD results are compared with numerical results available from the literature obtained by a
TFM approach (Fede et al. (2016)). For this reason, the same collision parameters as the TFM
simulations are used as a reference. For example, as mentioned in section Section 2.1.2, we
assumed that collisions only occur with sliding during the contact. Under such an assumption,
only two parameters need to be specified to model collisions, which are the Coulomb friction,
µd, and the normal restitution coefficient, en, both for particle-particle and particle-wall colli-
sions. Together with the normal spring stiffness coefficient kn (which is an additional parameter
required in the soft-sphere model), they define a set of five values to be selected in the numerical
simulation. Three of them are fixed for all the simulations. They are the normal spring stiffness
coefficient (whose choice, kn = 300 N/m, was explained in Section 2.1.4), the Coulomb friction
corresponding to the particle-particle collision (µc = 0, as in the TFM simulations) and the
normal particle-wall restitution coefficient (ew = 1). Concerning the latter, Fede et al. (2016)
showed that its effect is negligible on the mean particle vertical velocity and the bed height,
this is why only one value is retained in the present study. The other two parameters are made
to vary for an analysis purpose.

3.3. Simulation conditions
For the numerical simulations, a simplified geometry is used. The simplified reactor is

meshed using the O-grid technique in order to have nearly uniform cells in each horizontal
section. Figure 4 shows the original experimental sketch (a) and the numerical geometry (front
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Parameters RUN-I RUN-II RUN-III RUN-IV RUN-V
ec 0.9 0.9 0.8 1 0.9
µw 0 0 0 0 0.3
∆x 5dp 3dp 5dp 5dp 5dp

Physical time [s] 70 40 33 56 60
Time for statistics (time averages) [s] 27 20 15 16 20

Wall-clock time [days] 155 95 75 75 145
CPU time [h] 1 249 920 893 760 604 800 604 800 1 169 280

Table 1: Test cases and corresponding numerical parameters.

(b), bottom (c) and top (d) mesh views). The distribution plate is simulated as an uniform
inlet for the gas and as a wall for the particles. The chimney located at the top of the reactor
is a free outlet both for the gas and the particles (even if no particle leaves the bed during the
simulation). Due to the relatively low mean particle Reynolds number (Rep = 212) the gas is
considered as laminar and no sub-grid scale model is used. This choice is also motivated by
the need to reproduce the TFM numerical simulations in which a laminar gas assumption was
considered. Accordingly, no-slip boundary conditions are used for the gas.

First, the effect of the simulation mesh size on the numerical predictions is studied using the
DEM-CFD approach. Two grids of mesh size ∆x ' ∆y ' ∆z ' 5dp, 3dp (RUN-I, RUN-II) are
investigated. They correspond to a number of mesh cells 349 656 and 1 411 664, respectively.
This analysis is realized for the reference case corresponding to ec = 0.9, µc = 0 and ew = 1,
µw = 0. Next, different particle-particle normal restitution coefficients (ec = 0.8, 0.9, 1) are
investigated in order to analyze their impact on the hydrodynamics of the fluidized bed (RUN-
III, RUN-I, RUN-IV). Further, two different particle-wall friction coefficients (µw = 0, 0.3) are
analyzed in order to study the effect of the friction with the wall comparing with experimental
results for the mean particle vertical velocity (RUN-I, RUN-V). A summary of the numerical
parameters and test cases is given in Table 1. The physical time for each simulation is also given
together with the CPU time. The latter also accounts for the cost of post-processing which
is carried out during the numerical simulation at each time step in order to obtain projected
particle fields and related deviations (particle moments).

4. Results and discussion

In this section, the DEM-CFD predictions are presented and analyzed. Comparisons with
the experimental results will be discussed at the same time than those with the TFM predictions
because most of the choices undertaken in selecting collision parameters were supported by the
intent to compare mesoscopic (DEM-CFD) and macroscopic (TFM) modeling predictions before
getting into the physical aspects of the analysis.

Before presenting the different DEM-CFD predictions, a preliminary analysis is carried out
on the sensitivity of the particle Eulerian fields, obtained from Lagrangian data, on the post-
processing mesh size. This analysis is presented in Section 4.1 and should not be confused
with the aforementioned analysis on the effect of the simulation mesh size which is presented
in Section 4.2.

4.1. Sensitivity on the post-processing mesh size
The time-averaged quantities are calculated on m(∈ [1, 71]) different radial profiles and

then averaged over all the profiles to represent a toroidal spatial average, allowing comparison
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Figure 5: Radial profiles of the time-averaged (left) and angle-time-averaged (right) projected vertical particle
velocities (RUN-I). Sensitivity on the projection mesh size (right).

with the experimental data and TFM results. According to the large running time used by
Fede et al. (2016) in their numerical simulations, the duration of the DEM-CFD simulations
is probably not sufficient to allow time-averaged quantities to converge towards axisymmetric
fields. As we can observe by Figure 5 (left) and Figure 6 (left), the m radial profiles of the
time-averaged particle velocity and the time-averaged variance of the vertical total particle
velocity exhibit a spatial dispersion. However, such a dispersion is small compared to the
value of the variance itself (Figure 6 (left)), which means that the essential of the angle-time-
averaged variance (Figure 6 (right)) is related to the temporal fluctuations and not to the
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non-axisymmetry of the measured radial profiles. We assume that the spatio-temporal average
converges more quickly over time; this is why it is used to compare DEM-CFD results with
experimental results or with predictions obtained using the TFM approach.

To study the effect of the projection mesh, two mesh sizes are investigated: ∆xc = 3dp and 5dp
(to not be confused with the simulation mesh size, ∆x, which is analyzed in the next section).
The question arises because the choice of the mesh size is not trivial. On the one hand a
small cell may not ensure statistically representative fields because of the insufficient number
of events. On the other hand a larger cell may lead to mitigate the effects of the smallest
scales, therefore reducing the particle velocity fluctuations due to the correlated contribution
(Kaufmann et al. (2008); Moreau et al. (2010)). Figure 5 (right) and Figure 6 (right) show that
the two mesh sizes here investigated give almost identical results for both projected vertical
particle velocity and vertical total particle velocity variance.

4.2. Sensitivity on the numerical simulation mesh size
The coupling between the particles and the gas phase is performed explicitly through the

inter-phase coupling quantities (forces and volume fractions) by means of the trilinear interpo-
lation/projection algorithms, whose accuracy depends on the grid size compared to the particle
diameter. On the one hand, a DEM-CFD approach should ensure that the Eulerian grid size
is large enough to comply with the scale separation. In a DEM-CFD framework, this crite-
rion is consistent with the modeling of the fluid (accounting for the particulate phase), whose
equations are defined over a scale larger than the particle size by means of a spatial-average
operator. On the other hand, the smaller is the Eulerian grid size the more accurate is the
fluid resolution. It is clear that these two assumptions may not be held at once. According
to Pepiot and Desjardins (2012), the control volume should be at least an order magnitude
larger than the particle one, therefore indicating a grid of mesh size ∆x ' 1.74dp as the finest
admitted. Moreover, they pointed out as a large particle diameter compared to the mesh size
may produce numerical instabilities because of the oscillations appearing in the results of the
projection operation onto the Eulerian grid. In their work, Pepiot and Desjardins (2012) used
a mollification approach to extrapolate Lagrangian data onto the Eulerian mesh. In simulating
a fluidized bed, they finally used ∆x ' 1.86dp as a grid size. Link et al. (2005) pointed out
that a volume of control of size corresponding to 3-5 times dp is generally used in a DEM-CFD
approach. In their work the authors proposed and used an alternative way to compute inter-
phase coupling by means of porous cubes representing the particles and allowing to overlap. In
their study on a pseudo-2D spout-fluid bed configuration, the authors found nearly identical
predictions using a grid size of about 2dp and 4dp, respectively. Bernard et al. (2016) studied
the effect of the mesh size on a biperiodic fluidized bed. In their approach, the authors modeled
the projection of each drag-force components (because of the staggered grid) by means of a pro-
jection operator based on the solid fraction estimated in the volume of control by the method
of Link et al. (2005). They claimed almost mesh-independent results for 1.85dp ≤ ∆x ≤ 2.5dp,
finally retaining ∆x = 2dp for their numerical simulations.

The choice of the mesh size clearly depends on the algorithms used in the DEM-CFD
approach, and it can be expected to be case sensitive as well. To select a grid size representing
the best compromise between the two aforementioned requirements, a preliminary study was
first carried out. Such a study was conducted using a simplified configuration, corresponding
to an array of fixed particles randomly distributed. Particle and fluid properties and operating
conditions were chosen the same as the pressurized fluidized bed. Results (here not shown)
suggested a grid of mesh size corresponding to ∆x ' 3dp, using the algorithms described in
Section 2.1.3. However, the use of a coarser mesh would reduce the computational costs. A

18



−1.00 −0.75 −0.50 −0.25 0.00 0.25 0.50 0.75 1.00

r/R

0.5

1.0

1.5

2.0

2.5

3.0

3.5
u
′ p,z

2
/V

2 f

z/R = 1.5
∆xc = 5dp

0.0 0.2 0.4 0.6 0.8 1.0

r/R

0.5

1.0

1.5

2.0

2.5

3.0

3.5

{u
′ p,z

2
}/
V

2 f

z/R = 1.5

DEM-CFD ∆xc = 3dp

DEM-CFD ∆xc = 5dp

−1.00 −0.75 −0.50 −0.25 0.00 0.25 0.50 0.75 1.00

r/R

0.5

1.0

1.5

2.0

2.5

3.0

3.5

u
′ p,z

2
/V

2 f

z/R = 2.8
∆xc = 5dp

0.0 0.2 0.4 0.6 0.8 1.0

r/R

0.5

1.0

1.5

2.0

2.5

3.0

3.5

{u
′ p,z

2
}/
V

2 f

z/R = 2.8

DEM-CFD ∆xc = 3dp

DEM-CFD ∆xc = 5dp

−1.00 −0.75 −0.50 −0.25 0.00 0.25 0.50 0.75 1.00

r/R

0.5

1.0

1.5

2.0

2.5

3.0

3.5

u
′ p,z

2
/V

2 f

z/R = 3.45
∆xc = 5dp

0.0 0.2 0.4 0.6 0.8 1.0

r/R

0.5

1.0

1.5

2.0

2.5

3.0

3.5

{u
′ p,z

2
}/
V

2 f

z/R = 3.45

DEM-CFD ∆xc = 3dp

DEM-CFD ∆xc = 5dp

Figure 6: Radial profiles of the time-averaged (left) and angle-time-averaged (right) variance of the total vertical
particle velocity (RUN-I). Sensitivity on the projection mesh size (right).

preliminary analysis was therefore carried out with the scope to investigate the suitability of the
use of a larger mesh size in the fluidized bed configuration. Two numerical simulations using,
respectively, ∆x ' 5dp (RUN-I) and ∆x ' 3dp (RUN-II) were performed, and results compared.
Figure 7(left) shows the vertical profiles of the mean (time-averaged) relative pressure for the
two test cases. No appreciable difference is detected. The two grid sizes predict the same
bed height. Differences are instead observed on the time-averaged solid fraction, displayed in
Figure 7(right). The latter compares radial profiles at one selected vertical location. Figure
shows that the coarsest grid yields larger particle volume fraction than the finest mesh. This
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∆x.

0.0 0.2 0.4 0.6 0.8 1.0

r/R

−1

0

1

2

3

4

5

U
g
,z
/V

f

z/R = 1.5 ∆x = 5dp

z/R = 2.8 ∆x = 5dp

z/R = 3.45 ∆x = 5dp

z/R = 1.5 ∆x = 3dp

z/R = 2.8 ∆x = 3dp

z/R = 3.45 ∆x = 3dp

0.0 0.2 0.4 0.6 0.8 1.0

r/R

−2.0

−1.5

−1.0

−0.5

0.0

0.5

1.0

1.5

2.0

2.5

{U
p,
z
}/
V
f

z/R = 1.5 ∆x = 5dp

z/R = 2.8 ∆x = 5dp

z/R = 3.45 ∆x = 5dp

z/R = 1.5 ∆x = 3dp

z/R = 2.8 ∆x = 3dp

z/R = 3.45 ∆x = 3dp
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vertical particle velocity (right). Sensitivity on the simulation mesh size ∆x.

difference is imperceptible in terms of pressure drop (a few dozen Pascals). Finally, the influence
of the mesh size on the gas and particle velocity is analyzed. Radial profiles of the spatial-
time-averaged vertical gas velocity and the angle-time-averaged vertical particle velocity are
computed and depicted in Figure 8, at different heights. Close to the inlet (z/R = 1.5, where
R is the reactor internal radius), predictions are very similar both at the center and near the
wall. At higher locations (z/R = 2.8, 3.45), velocities obtained using the coarsest mesh exhibit
lower values at the reactor center, while very similar predictions are found close to the wall.

In the present study, we mainly focus on the particulate phase behavior near the wall with
the intent to improve the understanding of some physical mechanisms observed in the exper-
iments. Such an understanding is essential to allow the formulation of appropriate boundary
conditions in macroscopic modeling. On the basis of the results obtained with ∆x ' 5dp near
the wall, we concluded that such a refinement is a good compromise also accounting for com-
putational cost issues. This choice is also supported by the fact that ∆x ' 5dp was used in the
TFM simulations as well. This is why such a mesh size was finally retained.

20



0.0 0.2 0.4 0.6 0.8 1.0

r/R

�1.5

�1.0

�0.5

0.0

0.5

1.0

1.5

2.0

2.5

{U
p,

z
}/

V
f

z/R = 1.5

Experiment

DEM-CFD �x = 5dp

DEM-CFD �x = 3dp

TFM �x = 5dp

0.0 0.2 0.4 0.6 0.8 1.0

r/R

�1.5

�1.0

�0.5

0.0

0.5

1.0

1.5

2.0

2.5

{U
p,

z
}/

V
f

z/R = 2.8

Experiment

DEM-CFD �x = 5dp

DEM-CFD �x = 3dp

TFM �x = 5dp

0.0 0.2 0.4 0.6 0.8 1.0

r/R

�1.5

�1.0

�0.5

0.0

0.5

1.0

1.5

2.0

2.5

{U
p,

z
}/

V
f

z/R = 3.45

Experiment

DEM-CFD �x = 5dp

DEM-CFD �x = 3dp

TFM �x = 5dp

Figure 9: Radial profiles of the angle-time-averaged vertical particle velocity (RUN-I, RUN-II and the Eu-
lerian simulation from Fede et al. (2016), corresponding to same collision parameters and free-slip boundary
conditions). DEM-CFD particle velocity fields (RUN-I) on a slice in the middle of the bed.

4.3. DEM-CFD results versus experimental measurements and TFM predictions
Figure 9 compares the reference case (RUN-I) and the finest case (RUN-II) with the exper-

imental measurements, and the TFM predictions obtained using smooth wall boundary condi-
tions (which reduce to free slip when µw = 0). Hereafter, figures will show TFM predictions
always obtained with smooth wall boundary conditions excepted when differently mentioned.
Moreover, as it was mentioned in Section 2.2, quantities predicted by a TFM approach will
be compared to the measured quantities from DEM-CFD. In the case of the particle velocity,
the comparison between the projected and correlated vertical particle velocity are realised. In
Figure 9, the mean (angle-time-averaged) vertical particle velocity is displayed at three different
locations (z/R = 1.5, 2.8, 3.45). According to Fede et al. (2016), the latter were chosen because
the experimental error was found to be minimal at these heights. Experiments pointed out a
mean upward motion of the particles in the center of the reactor and a mean downward motion
in the region close to the wall, as expected. This behavior is more pronounced close to the
freeboard where a large toroidal loop is located. The latter is generated by the motion of the
particles coming from the bed and projecting at the bed surface with the gas. This behavior
is well-known and already observed from the Eulerian simulations, in isothermal (Fede et al.
(2016)) as well as in reactive conditions (Hamidouche et al. (2018)). The fluidization of the
dense solid bed occurs indeed in such a way that when the superficial gas velocity becomes
larger than the minimum fluidization velocity (here Vmf = 0.1 m/s), small bubbles forms in
the proximity of the distributor plate. These bubbles rise into the bed and grow because of
coalescence, increasing their velocity before splashing at the bed surface. This makes the bed
expanding and entails the collective (mean) motion of the particles upward in the centre and
downward near the wall. In the experiments, at the three heights displayed in Figure 9, the
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Figure 10: Radial profiles of the angle-time-averaged vertical particle velocity: effect of the particle-particle
normal restitution coefficient.

highest downward velocity is observed at r/R ' 0.75, which roughly corresponds to the dis-
tance from the wall of the center of the toroidal loop. After this radial location, the slope
of the profile changes and the mean particle velocity tends to zero towards the wall. Results
from the DEM-CFD simulations show that in the center, both the largest and the finest mesh
predict a vertical particle velocity within the error bar, similarly to the TFM approach. The
two approaches differ instead from the experiments near the wall. In the work of Fede et al.
(2016) this point was largely discussed. It was observed that free-slip boundary conditions were
not able to predict the particle velocity near the wall, and that predictions could have been
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Figure 11: Effect of the particle-particle normal restitution coefficient on the time-averaged particle velocity
field, on a plane in the middle of the bed. Left: ec = 0.8, middle: ec = 0.9, right: ec = 1.

improved by using rough-wall type boundary conditions (corresponding to the no-slip condi-
tions proposed by Fede et al. (2016) or Johnson and Jackson’s (Johnson and Jackson (1987))
conditions using a large specularity coefficient (φ ≥ 0.1). The underlying idea was to attribute
to the wall roughness the reason of such an increase of the particle-wall friction effect. This
point is questioned by the present study and it will be discussed further in Section 5.

4.4. Effect of the particle-particle normal restitution coefficient
The restitution coefficient reflects the dissipation of the kinetic energy due to the inelastic

deformation of the particles during the collision. In DEM-CFD simulations, numerical predic-
tions of the mean particle velocity exhibit high sensitivity to the particle-particle restitution
coefficient, as shown by Figure 10 (left panel). Data extraction at those three heights sug-
gests that purely elastic collisions make decrease the upward particle velocity at the center
of the reactor. In the frame of an Eulerian approach, a decrease of such a velocity with the
increase of the restitution coefficient has already been pointed out (Dan et al. (2009)). Fig-
ure 10 shows that this effect is more remarkable in DEM-CFD than in TFM simulations (by
Fede et al. (2016)). In the latter, an inverse trend is even observed at z/R = 2.8. There is
not much difference instead between the cases corresponding to ec = 0.8 and ec = 0.9 in term
of particle velocity predictions. It is important to note that such inelastic cases match better
the experimental profiles at the reactor center than the purely elastic ones. The effect of the
particle-particle normal restitution coefficient on the angle-time-averaged particle velocity field
is shown by Figure 11. It is well-known that decreasing the particle-particle normal restitution
coefficient makes decrease the bed height. This is due to the effect of the energy dissipation
during collisions, which promotes particle clusters and large bubbles at even low fluidization
velocity (Goldschmidt et al. (2001)). As a consequence, the freeboard moves towards the bot-
tom of the reactor and the toroidal loop, signature of the particle projection at the bed surface,
moves downwards as well. Differences in the mixing-loop center position are more pronounced
comparing purely elastic with inelastic cases. Snapshots given the evidence of the formation of
larger bubbles for lower particle-particle normal restitution coefficients are shown in Figure 12.
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Figure 12: Snapshots of the instantaneous position of the particles within a slab taken in the middle of the bed,
for different values of the normal particle-particle restitution coefficient.

4.5. Effect of the particle-wall friction
The effect of the friction at wall is here analyzed through the predictions of the mean

vertical particle velocity (Figure 13). In the DEM-CFD approach, µw is a model parameter
which explicitly characterizes the friction due to contact between each particle and the wall.
In the TFM simulations (by Fede et al. (2016)), frictionless (µw = 0) and frictional (µw > 0)
particle-wall collisions with elastic bouncing at wall (ew = 1) are instead taken into account via
smooth wall boundary conditions in the framework of KTGF. These boundary conditions relate
the particle shear stress and the kinetic energy flux at the wall to the random kinetic energy
of the particulate phase in contact with the wall and to the parameters which characterize the
particle-wall collisions (Sakiz and Simonin (1999)).

First, it is observed that in the TFM simulations the particle behavior in the near wall region
remains quite insensitive to the particle-wall friction, and the latter does not seem to have any
substantial impact on the whole bed dynamics either. In the center of the bed, TFM predictions
are also very similar regardless of the wall friction. DEM-CFD results show instead a slight de-
crease of the upward particle velocity at the center of the reactor when frictional conditions are
accounted for. Second, as already pointed out in Section 4.4, the mean downward particle ve-
locity is overestimated by both the approaches near the wall, in frictionless conditions (µw = 0).
The two approaches exhibit instead a very different behavior in the presence of particle-wall
frictional collisions (µw = 0.3). In particular, in DEM-CFD the effect of the friction in the near
wall region is such to increase the particle velocity (with sign, i.e. to decrease the downward
particle velocity) in that zone corresponding to a larger effective particle-wall friction effect,
thus improving predictions compared to experimental measurements. Similar improvements
were also observed by Li et al. (2012) when using a particle-wall friction coefficient µw = 0.3 in
their DEM-CFD simulations of a quasi-2D fluidized bed. The authors compared their numer-
ical results with the experimental data of Müller et al. (2008). Noteworthy is that the same
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Figure 13: Radial profiles of the angle-time-averaged vertical particle velocity: effect of the particle-wall friction.

improvement may be observed with TFM if increasing the particle-wall friction effect by using
no-slip conditions or rough wall boundary conditions (accounting for a stochastic component
in the particle impact angle, that is Johnson and Jackson’s conditions with a specularity coef-
ficient φ = 0.1) (Fede et al. (2016)). TFM results displayed in Figure 14 were obtained using
no-slip boundary conditions. As shown by Figure 14, the effect of the particle-wall friction in
the DEM-CFD approach is comparable to the effect of no-slip conditions in TFM. As a matter
of fact, no-slip boundary conditions should represent the largest effective particle-wall friction
effect accounted for by the TFM approach (zero particulate velocity near the wall). The main
point raised by the present analysis is that the frictional smooth wall boundary conditions used
in the frame of KTGF do not reproduce the frictional effect observed in DEM-CFD numerical
simulations. The effect of the particle-wall friction on the angle-time-averaged particle velocity
field is shown by Figure 15. The mixing loop corresponding to the projection of the particles
at the freeboard, and signature of the large-scale behavior of the bubbling fluidized beds, is
still observed in the case with particle-wall friction. However, comparison between the fric-
tionless and frictional cases shows that the friction at the wall makes move this loop upwards.
Accordingly, the bed is more expanded and a larger bed height is expected. The reason is
that, because of the friction, the wall exerts on the particles a force directed upwards, which
opposes the downward motion of the particles near the wall. This point will be discussed later
in Section 5, when the particle-wall interactions will be investigated in detail. Furthermore,
the frictional case exhibits, in average, a second loop at the bottom of the bed. Such a bottom
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Figure 14: Radial profiles of the angle-time-averaged vertical particle velocity: comparison with no-slip boundary
conditions in TFM (by Fede et al. (2016)).

loop is a counter-rotative structure compared to the upper loop. Intriguingly, two large-scale
counter-rotating mixing loops were observed in the TFM simulations when no-slip or rough
wall boundary conditions were used.

4.6. DEM-CFD versus TFM: further investigation.
Figure 16 shows the effect of the particle-wall friction and the particle-particle normal

restitution coefficient on the vertical distribution of the time-averaged gas pressure, measured
at the wall. The pressure profile is composed of two linear evolutions having different slopes
(inside and outside the bed), smoothly connected at the freeboard. The upper linear profile
corresponds to the hydrostatic gas pressure. The lower linear profile additionally accounts for
the solid weight. A method used to roughly estimate the bed height consists of intersecting
the two tangents. Accordingly, from DEM-CFD simulations an estimated bed height for the
friction case is found included in the interval 4.5 ≤ z/R ≤ 5 (Figure 16 (left)). For the
frictionless case, the same estimate gives a slightly lower bed height (4 ≤ z/R ≤ 4.5). The two
heights obtained in this way roughly match the position of the toroidal loop centers for both
the frictional and frictionless test cases (Figure 15). Hamidouche et al. (2018) used the time-
averaged net solid mass flux in order to evaluate the bed height. According to their results,
the bed height would be slightly overestimated by the method of the tangent intersection
and the loop center would be rather located above, in the freeboard. From Figure 16 (left),
it is however clear that the friction at the wall acts on the particulate phase such to yield

26



−1.0 −0.5 0.0 0.5 1.0

r/R

1

2

3

4

5

6

z
/
R

−1.0 −0.5 0.0 0.5 1.0

r/R

1

2

3

4

5

6

z
/
R

Figure 15: Effect of the particle-wall friction on the time-averaged particle velocity field, on a plane in the
middle of the bed. Left: µw = 0, right: µw = 0.3.

200 400 600 800 1000 1200 1400 1600 1800

Pg − P0 [Pa]

0

1

2

3

4

5

6

7

8

9

z/
R

DEM-CFD µw = 0

DEM-CFD µw = 0.3

TFM µw = 0

TFM µw = 0.3

200 400 600 800 1000 1200 1400 1600 1800
Pg − P0 [Pa]

0

1

2

3

4

5

6

7

8

9

z/
R

DEM-CFD ec = 0.8

DEM-CFD ec = 0.9

DEM-CFD ec = 1

TFM ec = 0.8

TFM ec = 0.9

TFM ec = 1

Figure 16: Vertical distribution of the time-averaged gas pressure measured at the wall. Effect of the particle-
wall friction (left), effect of particle-particle normal restitution coefficient (right).

a higher bed expansion. Comparing DEM-CFD and TFM numerical predictions (Figure 16
(left)), it is observed that when µw = 0, same mean pressure drop and bed height are obtained.
Conversely, for µw = 0.3 the TFM approach keeps unchanged the bed height so differing from
the DEM-CFD results. The effect of the particle-particle normal restitution coefficient on the
mean gas pressure is shown by Figure 16 (right). A substantial increase of the bed height
is obtained when ec atteins the value corresponding to purely elastic conditions, as already
mentioned. Here the main information is that both DEM-CFD and TFM predict the same
behavior in terms of mean pressure drop. Further information may be obtained by analyzing
the mean solid fraction. Figure 17 compares DEM-CFD and TFM numerical predictions at
the wall. Results show that the vertical profile of αp exhibits rather three zones. The first
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Figure 17: Vertical distribution of the time-averaged solid volume fraction measured at the wall. Effect of the
particle-wall friction (left) and of the particle-particle normal restitution coefficient (right).

zone is situated at the bottom of the bed, close to the fluidization grid where small bubbles
are generated. In DEM-CFD simulations, this zone differs for frictional and frictionless cases
(Figure 17 (left)) because of the appearance of a counter-rotative toroidal loop in the former.
Such a zone is instead identically predicted by the TFM approach using smooth wall boundary
conditions, for which the two mean solid volume fraction profiles (µw = 0 and µw = 0.3) are
almost perfectly superposed. The second zone is located into the bed (at the wall) and it
exhibits a quite uniform values of αp in frictionless conditions. In this zone, in frictionless
conditions, TFM slightly overestimates the mean solid volume fraction compared to the DEM-
CFD simulations, but this difference is imperceptible on the mean relative pressure. Differences
between the approaches are instead observed in frictional case. DEM-CFD results confirm on
the mean solid volume fraction what observed on the mean relative pressure, that is, the bed
height increases in the presence of friction at the wall. The same is not obtained by the TFM
approach. The frictional smooth wall boundary conditions with µw = 0.3 do not affect the
vertical distribution of the solid in the reactor. In TFM simulations, this effect was observed
only considering no-slip conditions or rough walls (Fede et al. (2016)). Finally, a third zone
may be identified (the freeboard), where the mean solid volume fraction linearly decreases.
Figure 17 (right) compares DEM-CFD and TFM numerical predictions in the case of elastic
and inelastic conditions. Again, TFM seems to slightly overestimate the mean solid volume
fraction compared to the DEM-CFD results. Nevertheless, globally the two approaches lead to
the same behavior. Both predict a decrease of the angle-time-averaged solid volume fraction
into the bed (at the wall) when ec increases, according to the higher expansion obtained for
larger particle-particle normal restitution coefficients.

The effects of the wall friction and the normal particle-particle restitution coefficient may
also be observed by the radial predictions of the angle-time-averaged solid volume fraction
(Figure 18). Globally, {αp} is lower at the center of the reactor and larger at the wall. This
difference (center versus wall) is more pronounced for inelastic inter-particle collision conditions.
Purely elastic particle-particle collisions lead indeed to a more homogeneous fluidized bed, as
expected. The two numerical approaches slightly differ from each other quantitatively also
in the radial direction, however qualitatively they exhibits same trends at all selected heights.
Figure 18 (left panel) shows that in DEM-CFD the wall friction makes the solid volume fraction
decrease as it promotes the bed expansion. The same is not obtained by TFM using smooth
wall boundary conditions. With regard to the effect of the normal particle-particle restitution
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Figure 18: Radial profiles of angle-time-averaged solid volume fraction. Effect of the particle-wall friction (left)
and of the particle-particle normal restitution coefficient (right).

coefficient, Figure 18 (right panel) shows that the solid volume fraction indeed increases when ec
decreases. Figure 19 shows the radial profiles of the spatial-time-averaged vertical gas velocity.
The gas phase is strictly coupled with the particle motion and its velocity exhibits the same
shape as the time-averaged vertical particle velocity. An upward gas velocity is observed at
the center of the reactor for all the test cases. TFM yields slightly higher values than DEM-
CFD in the center, at the bottom of the bed. This trend is reversed higher up in the reactor,
excepted for the purely elastic case. A downward gas velocity is anticipated near the wall in
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Figure 19: Radial profiles of spatial-time-averaged gas vertical velocity. Effect of the particle-wall friction (left)
and of the particle-particle normal restitution coefficient (right).

the vicinity of the toroidal loop. This is expected rather above the highest selected height, as
shown by Figure 20, for all the cases with the exception of the purely elastic one. Accordingly,
only positives (or slightly negatives) gas velocities are depicted in Figure 19 for the DEM-CFD
numerical simulations. TFM simulations exhibit higher negative gas velocities near the wall
at the location z/R = 3.45. Differences between the two approaches near the wall are mainly
observed for the frictional case and the purely elastic one. The impact of the particle-wall
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Figure 20: Time-averaged vertical gas velocity on a slice in the middle of the reactor.

friction on the gas may be examined by Figure 20, comparing the second visualization with
the fourth one (from the left). The most remarkable result is that the friction at the wall
makes increase the time-averaged vertical gas velocity in the near wall region, into the bed
(0 < z/R < 4). As already mentioned (and as it will be shown in more detail in Section 5),
the frictional force is upwardly directed and acts on the particulate phase such as to oppose
its downward motion at the wall. As a results, the particulate velocity increases near the
wall (with sign, i.e. the downward particle velocity decreases) and, because of the coupling,
the gas velocity increases as well. Such an increase is stronger at the bottom of the reactor
z/R < 1. In this zone the particles are caught in a counter-rotative motion which makes them
go up near the wall and go down in the center (at large scales). Accordingly, the vertical gas
velocity decreases in the center of the reactor because of the drag. In the upper part of the
reactor (z/R >∼ 4.5) differences (with or without friction at wall) are less pronounced. As for
the particles, also for the gas the effect of the particle-particle normal restitution coefficient is
stronger when comparing the elastic case with inelastic cases rather than inelastic cases with
each other. When ec = 1, the gas velocity decreases at the center and increases at the wall
in all the vertical reactor stations. The fluidized bed becomes more homogeneous and the gas
velocity tends to homogenize as well.

4.7. Particle fluctuating motion characteristics
The goal of this part is mainly to compare the Eulerian particle fluctuating motion char-

acteristics computed from the DEM-CFD results with the ones given by the TFM numerical
simulations in Fede et al. (2016).

Fede et al. (2016) characterized the fluctuations of the solid volume fraction at mesoscopic
scale by its variance. Its intensity is the signature of the presence of bubbles into the bed,
accompanied by high local gradients of the solid volume fraction. Generally, the profiles are
rather flat at the centre while they decrease sharply in the near wall region. The same trend
is found by the DEM-CFD numerical simulations (Figure 21). However, DEM-CFD predicts
higher intensities of the solid volume fraction variance than TFM in the center of the reactor,
with the exception of the purely elastic case. For purely elastic particle-particle collisions,
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DEM-CFD and TFM results superpose almost perfectly. In this case, the variance of the solid
volume fraction is found much lower at the centre than in the inelastic cases. This means that
αp is locally nearly constant for the purely elastic case, corresponding to a very low bubble
formation rate into the bed, as previously shown qualitatively by instantaneous visualisation
(Figure 12). Globally, it is observed that the magnitude of the solid volume fraction variance
increases as the normal restitution coefficient decreases, confirming the appearance of larger
bubbles in the presence of inelastic particle-particle collisions. The effect of the particle-wall
friction on the solid volume fraction variance is instead globally negligible, the wall friction
affecting only slightly the bottom of the bed (Figure 21, left panel).

Figure 22 shows the angle-time-averaged variance of the total vertical particle velocity mea-
sured from DEM-CFD, and the time-averaged variance of the resolved vertical particle velocity
as predicted by TFM, at three selected locations. Comparisons between DEM-CFD and TFM
globally show a very good agreement between the two approaches for frictionless cases, even
thought {u′p,z2} relies on the total particle velocity fluctuation while the TFM quantity showed
in Figure 22 (referred to as U ′2p,3 in the original paper) represents the resolved (correlated) con-
tribution to the total variance, in the same direction. The reason is that, as pointed out by
Fede et al. (2016), the RUM kinetic energy contribution (so-called granular temperature) is
very small compared to the correlated one (up to two orders of magnitude) in this direction.
TFM predicts high intensities of such a mean correlated variances, meaning that the particulate
flows is mainly dominated by the motion at large scales.

Figure 22 shows that in frictionless cases, values increase into the bed (below the bed surface)
from the center towards the wall because of the increasing of the particle velocity gradient, then
decrease in the near wall region. Increasing the particle-particle normal restitution coefficient
makes the mean projected variance decrease. This is consistent with the very low bubble
formation rate into the bed in the case of elastic particle-particle collisions. Bubbles indeed
promote correlated fluctuations in the ascensional direction (Jung et al. (2005)). In the frictional
case instead, lower intensities are predicted near the wall by the DEM-CFD simulations. In
such a zone, DEM-CFD results differ substantially by TFM predictions when in the latter
smooth wall boundary conditions are used. The two approaches give similar results when no-
slip boundary conditions are used in TFM (see Figure 14 of Fede et al. (2016)). Accordingly,
projected particle velocity fluctuations should tend to zero in the near wall regions.

Radial profiles of the diagonal components of the angle-time-averaged total particle veloc-
ity stress tensor are displayed in Figure 23, for different normal particle-particle restitution
coefficients (ec = 0.8, 0.9, 1) at two selected heights (z/R = 2.8, 3.45). The first information is
that the two horizontal components {u′p,r2} and {u′p,θ2} are close to each other at each vertical
location. This implies isotropy of the fluctuation motion in horizontal planes. The second
information is that the vertical component {u′p,z2} is larger than the horizontal ones, what-
ever the reactor height, which is the signature of a total particle velocity anisotropy in the
bed. Anisotropy tends to decrease with an increase of the normal particle-particle restitution
coefficient, especially in purely elastic case as observed in Figure 23.

The second contribution to the total particle kinetic energy corresponds to the RUM kinetic
energy. It is given by half of the trace of the RUM stress tensor, of which an estimate is given
in this work (based on the decomposition of Equation (26)) by the stress tensor defined in
Equation (38). The RUM kinetic energy (usually referred to as δq2p, or q2p in the work of
Fede et al. (2016), or δ̄q2p in this work to indicate the estimate) is related to the granular
temperature (Θp = 2/3δq2p) most commonly defined in TFM approaches. The angle-time-
averaged RUM kinetic energy, {δ̄q2p}, and the spatial-time-averaged RUM kinetic energy from
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Figure 21: Radial profiles of the angle-time-averaged variance of the solid volume fraction. Effect of the particle-
wall friction (left) and of the particle-particle normal restitution coefficient (right).

the TFM simulations are compared in Figure 24. For all the simulations, DEM-CFD yields
larger values of such a contribution than TFM. This can be due either to a numerical insufficient
accuracy in TFM numerical simulations because of the insufficient mesh refinement, or to an
overestimation of {δ̄q2p} because of the projection/interpolation procedure applied to DEM-CFD
Lagrangian data (cf. Section 2.2.1). However, {δ̄q2p} still remains very low if compared to the
fluctuant total contribution (see Figure 22). Besides, DEM-CFD leads to similar conclusion as
TFM concerning the very low dependency of the RUM kinetic energy from boundary effects.
Similar predictions are indeed obtained with or without friction at the wall. As TFM, DEM-
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Figure 22: Radial profiles of the angle-time-averaged variance of the total vertical particle velocity. Effect of
the particle-wall friction (left) and of the particle-particle normal restitution coefficient (right).

CFD predicts the largest values in purely elastic conditions. The radial profiles of the diagonal
components of the angle-time-averaged RUM stress tensor are presented in Figure 25. Globally,
this contribution increases with the particle-particle normal restitution coefficient because of
decreasing of the energy dissipation due to inelastic collisions. Similarly to the total particle
velocity stresses, also the RUM stresses exhibit anisotropy in the vertical direction, even though
of smaller intensity. This anisotropy should be mainly due to the production by the correlated
vertical particle velocity gradient in the radial direction.
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Figure 23: Radial profiles of the diagonal components of the angle-time-averaged total particle velocity stress
tensor. Effect of the particle-particle normal restitution coefficient. Left: z/R = 2.8, right: z/R = 3.45.

Anisotropy in fluidized beds has been already pointed out in the literature. By experiments
conducted in a quasi-2D fluidized bed configuration, Jung et al. (2005) measured the RUM
particle velocity stresses (what they call laminar-type particle kinetic stresses) and correlated
particle velocity stresses (referred to as Reynolds stresses), from which they deduced the par-
ticle granular temperature and the bubblelike granular temperature, respectively. Comparing
vertical and lateral correlated normal stresses, they pointed out a strong anisotropy that they
attributed to larger vertical particle velocity fluctuations in the bubble-flow region. Vertical
normal stresses were found higher than lateral normal stresses for the RUM contribution as well,
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Figure 24: Radial profiles of the angle-time-averaged RUM kinetic energy. Effect of the particle-wall friction
(left) and of the particle-particle normal restitution coefficient (right).

albeit less than the correlated one. Moreover, correlated stresses were found an order magnitude
larger than the RUM contribution. Similar results were obtained by Müller et al. (2008), who
estimated these quantities from numerical simulations performed using a DEM-CFD approach
on a quasi-2D fluidized bed. Comparisons with experiments were also carried out. These au-
thors reported a ratio between horizontal and vertical direction RUM normal stresses of ∼ 0.7,
on average, in their inelastic simulations. Our results for inelastic particle-particle collision are
in good agreement with the results of Müller et al. (2008). They also computed bubble granular
stresses and found this contribution, on average, more than an order magnitude larger then the
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Figure 25: Radial profiles of the angle-time-averaged diagonal components of the RUM stress tensor: effect of
particle-particle normal restitution coefficient. Left: z/R = 2.8, right: z/R = 3.45

RUM contribution, in vertical direction. They also observed a larger anisotropy intensity for
it. Our observations confirm such results in bubbling pressurized fluidized bed as well.

5. Local analysis of particle-wall interaction

In Section 4.5 we have shown that, in the pressurized fluidized bed, the effect of friction
on smooth walls predicted by the DEM-CFD approach is significantly greater than that shown
by TFM simulations (of Fede et al. (2016)) for the same value of the particle-wall friction
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coefficient. Therefore, to better understand the particle-wall momentum transfer effect, a local
analysis is realized in the near wall region. For this purpose, the force per unit area applied by
the particles on the wall is estimated from the DEM-CFD results. In perspective, this analysis
seeks to improve the boundary conditions needed in the frame of the TFM approach, to apply
at a distance of half a particle diameter from the wall.

The force exerted by a particle on the wall, fp→w, or on another particle fq→p, at a given fluid
time step is computed by averaging on the collision sub-steps. Therefore, a spatial integration is
performed in toroids with the same symmetry axis than the cylindrical reactor, corresponding
to an arithmetic mean on the particles whose center, at a given fluid time step, is in a i-toroid
with fixed widths in the radial and vertical directions:

(rp(t), zp(t), ϕp(t)) ∈ [R−∆r, R− dp/2]× [i∆z, (i+ 1)∆z]× [0, 2π];

(rp(t), zp(t), ϕp(t)) is the particle center position in cylindrical coordinates, R is the reactor
internal radius, ∆r is a distance from the wall in the radial direction, and ∆z is chosen equal to
10dp. The volume of the selected toroid is defined as Vc = π((R−dp/2)2−(R−∆r)2)∆z. Differ-
ent values have been chosen for the width in the radial direction, ∆r = 5dp/8, 3dp/4, dp, 3dp/2,
in order to analyse its influence on the computation of mean quantities. Then, for any La-
grangian variable ap(titer) measured at a fluid iteration for a particle whose center is in the
toroid i, the overall volume and time-averaged value is defined as

ap(zi) =
1

Np

∑
Niter

∑
Np(zi,titer)

ap(titer)

Niter

, Np(zi) =
1

Niter

∑
Niter

Np(zi, titer), (42)

where Np(zi, titer) is the number of particles in the i-toroid at the time titer, and Niter the
number of fluid time steps used for time averaging.

Let us introduce Fp→w(z, t) =
∑
Np

fp→w(t) the total force exerted on the wall by all the

particles in a given toroid, and its time averaged value

Fp→w =

∑
Niter

Fp→w

Niter

=

∑
Niter

∑
Np

fp→w

Niter

. (43)

Then, Fp→w/Sw with Sw = 2πR∆z is the mean force per unit area exerted by the particles on
the reactor wall.

The mean value of the vertical component of the force exerted by the particles on the reactor
wall is shown in Figure 26 (left). As expected, the mean vertical force applied by the particle
on the wall does not depend on the width of averaging (∆r) since the center position of all the
particles interacting with the wall during a time step is situated at about a distance dp/2 from
the wall. Figure 26 (left) also shows that the mean vertical force applied by the assembly of
particles is negative, for z/R ≥ 1, and becomes positive below. As also expected, the mean
vertical force, which corresponds to the mean friction exerted by the particle assembly on the
wall, is always in the same direction than the mean vertical velocity in the very near wall region
(see Figure 26 (right)). In addition, the maximum of the mean force applied by the particles
on the wall is measured at z/R ' 4.2 while the maximum of the mean particle vertical velocity
is found at z/R ' 5.5. But the particle-to-wall friction effect is also depending on the solid
volume fraction and on the particle velocity variance (see Section 4.6 and Section 4.7).
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Figure 26: Vertical distribution of the mean vertical force per unit area exerted on the boundary by the particles
(left) and of the mean vertical particle velocity in the near wall region (right) measured for the particles whose
center is situated at a distance less than ∆r = 5dp/8, 3dp/4, dp, 3dp/2 from the wall.

According to Johnson and Jackson (1987), the force per unit area on the boundary may
be written in the frame of KTGF as the sum of collisional and frictional stress contributions.
The first contribution corresponds to the effect of short contacts occurring when particles are
widely spaced and are bouncing on the wall, while the second contribution corresponds to the
effect of particle to wall contacts sustaining for long times which may occur when particles are
very close to each other. Therefore, following Johnson and Jackson (1987), the instantaneous
tangential force on a small surface element δSw applied by particle assembly on the wall can
be written as follows:

δFp→w · ‹τp = Σcoll
w δSw + Σfr

w δSw. (44)‹τp represents the tangential vector to the wall aligned with the correlated velocity of the particle
assembly, ũp, measured at a distance dp/2,‹τp =

ũp − (ũp · n)n

|ũp − (ũp · n)n| , (45)

with n the unit vector normal to the wall and directed towards the flow. In Equation (44), Σcoll
w

represents the tangential momentum transferred per the frictional collisions of short duration
and, in the case of Coulomb’s law with full sliding collision on smooth surface, it may be written
(Sakiz and Simonin (1999)) as

Σcoll
w = npmpµ

coll
w 〈δup,nδup,n〉, (46)

where the operator 〈·〉 represents an ensemble average defined in the frame of the statistical
probability density function (PDF) approach, δup,n is the RUM particle velocity fluctuation
in the wall-normal direction, and µcolw is the Coulomb friction coefficient for sliding collision.
Σfr
w represents the shear component of the frictional stress applied by the particles to the wall

and for Coulomb’s friction model may be written as Σfr
w = µfrw P

fr
w where P fr

w represents the
normal component of the particulate frictional stress applied to the wall and µfrw is the friction
coefficient of Coulomb’s law applied to the particle sliding for long times over the wall surface.
In the frame of the soft-sphere DEM-CFD approach used in this work, the following equalities
are imposed

µfrw = µcollw = µw. (47)
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Figure 27: Vertical distribution of the mean tangential force per unit area exerted on the boundary by the
particles (left) and of the mean collisional term at the wall (right), computed from the wall-normal velocity of
particles whose center is situated at a distance less than ∆r = 5dp/8, 3dp/4, dp, 3dp/2 from the wall.

To evaluate the decomposition of the particle momentum transferred to the wall, an inte-
gration of Equation (44) on the surface of the toroid averaging over time can be carried out

Fp→w · ‹τp
Sw

= Σcoll
w + Σfr

w , (48)

where the mean collisional term is computed as

Σcoll
w = Npmpµw

up,nup,n
Vc

. (49)

In practice, the unit vector ‹τp aligned on the particle assembly tangential velocity is approx-
imated by the unit vector tp aligned with the discrete particle tangential velocity given by

tp =
up − (up · n)n

|up − (up · n)n| . (50)

In Equation (49) the RUM velocity fluctuation δup,n was assumed to be equal to the instanta-
neous wall-normal particle velocity up,n and replaced by it. In fact, without deposition, the pro-
jected radial velocity at the distance dp/2 from the wall should be equal to zero. Indeed, for par-

ticles whose center is at a distance less than 3dp/4 from the wall we found up,n < 10−4
√
up,nup,n.

Accordingly, Equation (48) is rewritten as follows:

Fp→w · tp
Sw

= Npmpµw
up,nup,n
Vc

+ Σfr
w . (51)

The vertical distribution of the mean tangential force per unit area transferred to the
boundary by the particles, Fp→w · tp/Sw, and the vertical distribution of the collisional term,
Npmpµw

up,nup,n
Vc

, are displayed in Figure 27. The latter clearly shows that the mean force ex-
erted on the boundary by the particles is significantly greater than the collisional contribution,
and that, according to Equation (51), the dominant contribution is the particle-wall frictional
stress contribution

Fp→w · tp
Sw

≈ Σfr
w . (52)
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The frictional stress contribution due to the long contact duration was neglected in the TFM
simulations by Fede et al. (2016)) using frictional smooth wall boundary conditions; this should
justify the large underestimation of the particle friction at the wall compared to the DEM-CFD
predictions, as shown in Section 4.5. Figure 27 (left) shows the vertical profile of Fp→w · tp/Sw.
The latter is always positive and takes a maximum at z/R ' 4.2 as the quantity |Fp→w,z/Sw|
(see Figure 26 (left)). Moreover, the measured values of Fp→w · tp/Sw are found about twice
those of |Fp→w,z/Sw|. From these results we can deduced that the force projected on the particle
velocity direction, Fp→w · tp, is the mean of the absolute value of the instantaneous friction of
the particles on the wall. In contrast, in the formulation of Fp→w,z/Sw the instantaneous friction
contribution in the given vertical direction may be positive or negative according to whether
particles move up or down, leading to the lower computed mean value.

According to Johnson and Jackson (1987), the vertical momentum balance written on an
elementary cell with a wall-normal width tending towards zero leads to an equilibrium between
the momentum transferred from the flow to the near wall region and that transferred from the
wall. Such an equilibrium can be written as

δFq→p,z − npmp〈up,nup,z〉δSw + δFw→p,z = 0, (53)

where the first term on the left-hand side represents the force exerted by the outside q-particles
on the p-particles with center in the elementary cell, while the second term represents the wall-
normal transport of the vertical momentum by the instantaneous particle velocity. In the very
near wall region, ũp,n → 0 and the velocity correlation is reduced to the RUM kinetic shear
stress 〈δup,nδup,z〉 which represents the transport by the wall-normal RUM velocity (Sakiz and
Simonin (1999)). The third term on the left hand-side represents the force exerted by the wall
on the particle with center in the elementary cell, δFw→p = −δFp→w. Then, Equation (53) may
be integrated on the toroid wall surface and time-averaged, so to write

Fq→p,z
Sw

−Npmp
up,nup,z
Vc

= −Fw→p,z
Sw

=
Fp→w,z
Sw

. (54)

Equation (54) represents an equality between the mean flux of the vertical momentum incoming
across the surface positioned at R −∆r (collisional, frictional, kinetic) and the flux incoming
across the surface at R− dp/2 due to the interaction with the wall (collisional, frictional). On
the left-hand side of Equation (54), Fq→p,z is the mean vertical particle-particle collision force
measured in the near wall region and the second term, Npmpup,nup,z/Vc, represents the mean
transport of vertical momentum by the RUM wall-normal velocity fluctuation.

Figure 28 (right) shows the vertical profile of Npmpup,nuz/Vc, computed from velocities of
particles whose center is situated at a distance less than ∆r = 5dp/8, 3dp/4, dp, 3dp/2 from the
wall. It can be seen that the term Npmpup,nup,z/Vc is negligible compared to the other terms
in Equation (54). Therefore, as expected, the mean vertical forces per unit area Fp→w,z/Sw
(Figure 26 (left)) and Fq→p,z/Sw (Figure 28 (left)) are nearly equal.

These results show that, for the DEM-CFD case (RUN-V) investigated here, the mean
transfer of the particle vertical momentum from the flow to the near-wall region by the kinetic
shear stress is negligible compared to the transfer by direct inter-particle interactions. In
the KTGF approach, this means that the inter-particle collisional and frictional shear stress
contributions are dominant over the kinetic shear stress contribution, as expected in dense
regime. Moreover, for the DEM-CFD case investigated here, the inter-particle collisions are
assumed inelastic and frictionless leading to zero contribution of the inter-particle frictional
shear stress, in agreement with the model assumption of the TFM simulations by Fede et al.
(2016). Therefore, such an approach should be able to represent the same behavior than the
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Figure 28: Vertical distribution of the mean vertical particle-particle collision force per unit area (left) and of
the mean kinetic term in the near wall region (right), computed from particles whose center is situated at a
distance less than ∆r = 5dp/8, 3dp/4, dp, 3dp/2 from the wall.

DEM-CFD simulation for the transfer of the vertical particle momentum from the flow to the
wall if the particle velocity boundary conditions are supplemented by the frictional effect.

Finally, according to Johnson and Jackson (1987) we may assume that, during the DEM-
CFD simulations of the lab-scale dense pressurized bed, the mean frictional effect is due, on
the one hand, to the effect of the short particle-wall contacts in dilute regime and, on the other
hand, to the long sustained contacts of the particle clusters in dense regime. In the frame of
the KTGF approach, in dilute regime, the inter-particle collisional and frictional shear stress
contributions at the wall and the particle-wall frictional stress contribution are negligible and
the following equality (Sakiz and Simonin (1999)) should be verified

npmp〈δup,nδup,τ 〉 = −npmpµw〈δup,nδup,n〉, (55)

where δup,τ is the RUM velocity fluctuation projected on the wall, δup,τ = δup ·‹τp. This equality
is equivalent to Equation (53), but written along the direction of the projected particle velocity
projection on the wall ‹τp.

On the other hand, in dense regime, when the particles are very close to each other, they
slide together along the wall and we may assume that the wall-normal discrete particle veloc-
ity is nearly equal to zero leading to a zero value for the wall-normal particle RUM velocity
correlations. Therefore, we should have the equality

npmp〈δup,nδup,τ 〉 = −npmpµw〈δup,nδup,n〉 = 0. (56)

It follows that whatever the regime, dilute or dense, such an equality is verified. Figure 29
shows the volume and time average of the correlation between the tangential and the wall-
normal velocity, Npmpup,nup,t/Vc. Comparison with Figure 27 (right) shows that, in agreement
with the above analysis,

Npmpup,nup,t/Vc ≈ −Npmpµwup,nup,n/Vc (57)

when ∆r − dp/2→ 0.
To conclude, these late results are consistent with the Johnson and Jackson (1987) propo-

sition leading to write the wall-tangential particle velocity boundary condition as

δFq→p · τ̃p − npmp〈δup,nδup,τ 〉δSw = Σcoll
w δSw + µfrw P

fr
w δSw. (58)
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Figure 29: Vertical distribution of the mean correlation between the wall-normal and tangential particle velocity
components in the near wall region, computed from particles whose center is situated at a distance less than
∆r = 5dp/8 from the wall.

Therefore, in the frame of the viscosity assumption for the particulate stress and Coulomb’s
frictional sliding on smooth wall (Sakiz and Simonin (1999)), the wall boundary condition on
the projected particle velocity wall-tangential component should be written as

npmpνp
∂ũp,τ
∂n

= npmpµ
coll
w Θp + µfrw P

fr
w , (59)

where νp represents the particulate phase effective kinematic viscosity, modeling the kinetic,
collisional and frictional particulate shear stresses. Θp is the granular temperature and P fr

w

represents the normal component of the particulate frictional stress applied to the wall. µcollw

and µfrw represent the Coulomb’s dynamic friction coefficients for short time collisions and
sustained contacts, respectively.

6. Conclusion

In this work, numerical simulations of a lab-scale pressurized dense fluidized bed were per-
formed in the frame of a soft-sphere DEM-CFD approach. Such an approach provided a detailed
description of the particle-particle and particle-wall interactions allowing to investigate the ef-
fect of the normal particle-particle restitution coefficient and of the particle-wall friction on the
overall dense particle bed behavior. Comparisons between numerical DEM-CFD results and
experimental measurements (Fede et al. (2009)) were carried out on the time-averaged vertical
particle velocity. A very good agreement was obtained at the center of the reactor, while an
overestimation of the downward vertical particle velocity was observed in the near wall region.
Accounting for the particle-wall friction effects in the DEM-CFD numerical simulations leads
to improve the agreement with the experimental measurements in the near wall region. Numer-
ical results from the DEM-CFD approach were also compared with TFM numerical predictions
available from the literature (Fede et al. (2016)). The latter were obtained by an Euler-Euler
modeling using closures formulated in the frame of a statistical PDF approach (Balzer et al.
(1995), Boelle et al. (1995)). Comparisons were carried out with the same collision param-
eters in order to evaluate the overall Eulerian modeling, including the boundary conditions
formulated in the frame of the KTGF approach. Globally, DEM-CFD and TFM results were
found in very good agreement for frictionless conditions. Both the approaches exhibited high
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sensitivity to the normal particle-particle restitution coefficient, which substantially modifies
the particulate flow behavior due to the effect of the energy dissipation by inelastic collisions
on the bubble rate formation. DEM-CFD results were also compared with TFM numerical pre-
dictions obtained using smooth wall boundary conditions with friction (Fede et al. (2016)), in
the frame of Coulomb’s frictional sliding. In the pressurized fluidized bed, the effective friction
effect predicted by the DEM-CFD simulations at the wall was found quite larger compared to
that observed from TFM results. In order to understand such a difference and to characterize
the particle-wall interactions at mesoscopic scale, a detailed local analysis in the near wall re-
gion was carried out. Such an analysis was realized in the frame of the soft-sphere DEM-CFD
with the intent to provide information about the boundary conditions for a TFM simulations.
By estimating the force per unit area applied by the particles on the wall, it has been shown
that the particle-wall mean momentum transfer is due to both the effect of the short time
collisions, typical of dilute regime, and to the long sustained particle contacts with wall due to
sliding of clusters in the near wall region. So, according to the DEM-CFD simulation results,
the particle-wall frictional stress contribution has to be accounted for in the particle resolved
velocity wall boundary conditions to improve the predictions of dense fluidized beds using the
TFM approach.
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