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Monitoring induced microseismicity in an urban context using very small
seismic arrays: The case study of the Vendenheim EGS project

Rémi Fiori1, Jérôme Vergne2, Jean Schmittbuhl2, and Dimitri Zigone2

ABSTRACT

Monitoring the seismicity induced by fluid injections in deep
geothermal reservoirs is often limited by the significant
anthropogenic ambient noise level inherent to most enhanced
geothermal system (EGS) projects in urban contexts. We report
on the performance of a monitoring network made of three small
aperture (72 m) seismic arrays composed of 21 3D nodes. We
test the setup for four months (from 12 December 2020 to 8
April 2021) of the Strasbourg sequence of induced earthquakes
(2019–2022) related to the EGS Georhin project (Vendenheim,
France). The deployment starts a few days after the MLv = 3.6
induced earthquake of 4 December 2020 and covers the early
shut-in period of the wells. We use a beamforming technique
to characterize the main noise sources, which consist of slow

apparent velocities of surface waves emitted from mobile
anthropogenic sources (motorway and railway traffic). We de-
tect events with a phase-weighted stacking method, which is
efficient when wavefronts illuminate the arrays with a high ap-
parent velocity. Earthquakes associated with these detections are
located using a matched field processing technique. The ob-
tained catalog includes 216 seismic events, which represent four
times more events than the reference catalog from Le Bureau
Central Sismologique Français–Renass (the national academic
agency in charge of seismicity monitoring in France), and a re-
duction of the completeness magnitude from 0.3 to −0.5. The
clustering of the seismicity is analyzed using waveform corre-
lation. The enriched catalog reveals intermittent seismic activity
during the slow and continuous decrease in fluid pressure after
shut-in.

INTRODUCTION

The occurrence of induced earthquakes is one of the biggest is-
sues in the development of deep geothermal energy (Wiemer et al.,
2009; Zang et al., 2014; Foulger et al., 2018; Ellsworth et al., 2019;
Kang et al., 2019; Yeo et al., 2020). The mechanisms behind the
onset and the evolution of induced seismicity still must be better
understood. For that purpose, the appeal of low-magnitude micro-
seismicity monitoring is twofold. On the one hand, the study of very
small induced earthquakes can significantly improve the knowledge
of the structure of the reservoir and the physical processes occurring
in response to fluid injection and circulation. On the other hand,
traffic light systems generally assume that major seismic events
are preceded by an increasing number of smaller ones (Mignan

et al., 2017). Accurate monitoring and characterization of induced
seismicity in the environment of a geothermal project is therefore a
key element in the monitoring of the reservoir evolution and the risk
hazard assessments.
One major difficulty in microseismicity monitoring is the level of

ambient seismic noise, which limits the detection of small earth-
quakes. This is particularly important in urban environments where
human activities generate significant seismic noise in the frequency
band traditionally used for the detection of local induced microseis-
micity. It has been shown that using borehole seismic stations (Eisner
et al., 2010), which are less sensitive to surface noise and usually lo-
cated closer to the events, drastically improves monitoring capabilities
and helps to control the seismic rate during fluid injections (Kwiatek
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et al., 2019). However, such instrumentation is costly and often not
deployed when not imposed by regulations. Therefore, it appears nec-
essary to optimize and adapt the geometry of surface seismic networks
to the high-noise conditions encountered in urban environments.
A surface seismic array consists of a network of sensors whose

interdistances are sufficiently small to allow unaliased recording of
the seismic wavefield in a specific frequency band (Capon, 1967;
Rost and Thomas, 2009; Chmiel et al., 2019). Seismic arrays are
classically used for the monitoring of natural earthquakes or artifi-
cial sources at local, regional, or teleseismic distances (Schweitzer
et al., 2012). They allow computing the apparent slowness and back
azimuth of various seismic phases and enhance their signal-to-noise
ratio (S/N), by acting like a spatial filter.
Here, we test the ability to use three patch arrays having a small

aperture to improve the detection and location of induced earthquakes
in an urban area in comparison to the regionally distributed network
used by Bureau Central Sismologique Français–Réseau national de
surveillance sismique (BCSF–Renass), the national academic agency
in charge of the seismicity monitoring in France. We illustrate this
approach in the case of the Georhin enhanced geothermal system
(EGS) project in Vendenheim (France), which has been associated
with a long seismic sequence (from 2019 to 2022), with a dozen events
felt by the population (Schmittbuhl et al., 2021) that led to the cessa-
tion of the project by the regional authorities in December 2020.
In this paper, we first introduce the case study of the Georhin EGS

project and the related induced seismic sequence. Then, we describe
the main characteristics of the seismic arrays temporarily deployed
for four months to study the seismicity of the area. We quantify the
ambient seismic noise level and compare it with the spectra of in-
duced seismic events to assess the detection capability of individual
stations and determine the frequency range of interest for the mon-
itoring of local microseismicity. We characterize the main noise
sources in these frequencies using beamforming techniques on slid-
ing time windows. Then, we quantify the effect of the linear and
phase-weighted stacking (PWS) (Schimmel and Paulssen, 1997)
of the array seismic traces on the detection level of small-magnitude
events. We locate most of these events with an array processing ap-
proach based on the matched field processing (MFP) technique
(e.g., Baggeroer et al., 1993; Corciulo et al., 2012; Chmiel et al.,
2019). The enriched catalog obtained with this approach is analyzed
and interpreted in time — in terms of event density evolution, Gu-
tenberg-Richter parameters, and subclusters formation — and space.
Finally, we discuss the limitations of the proposed method in terms of
detection and location capabilities and discuss the potential and chal-
lenge of working with S waves in addition to P waves.

CASE STUDY PRESENTATION AND CONTEXT

The Vendenheim EGS project

After the success of the Soultz-sous-Forêts (Bas-Rhin, France)
European EGS project, which started at the end of the 1980s
(Cuenot et al., 2008), several other sites in the same region have
been investigated for their geothermal potential. Among them, there
is our case study, which corresponds to the Vendenheim EGS
project (Georhin) located in Vendenheim (France), a town belong-
ing to the Strasbourg Eurometropole, 10 km to the north of the
Strasbourg city center. The project consists of a deep geothermal
doublet that targets a fault zone at approximately 5 km depth (ori-
ented N015 E and dipping 70° westward), at the transition from the

sediment cover to the granitic basement. There was almost no seis-
micity in a radius of 10 km around the wells for the past 40 years
before the project. The development of this project produced a se-
quence of largely felt-induced earthquakes, which led to its arrest
(see Schmittbuhl et al., 2021).
This sequence began in March 2018 with a few earthquakes close

to the GT1 injection well (Figure 1). In May 2019, seismicity close
to the GT2 production well also appeared. This seismicity was rel-
atively small, below magnitude 2 except for one event. In November
2019, a cluster of events was observed approximately 5 km south of
the wells with a peak magnitude MLv3.0 earthquake on 12 Novem-
ber 2019 (MLv: a local magnitude computed from the maximum
amplitude of the vertical component). The activity in this southern
cluster continued for several months. Following new activities in the
doublet from the end of August 2020, a large sequence of earth-
quakes developed including an MLv3.6 on 4 December 2020
largely felt by the population and 22 events above magnitude 2.
Because of this crisis, the operator stopped all activities on site.
A progressive bleed-off and a shut-in were performed from mid-De-
cember 2020 to 2 January 2021, which induced a decrease in fluid
pressure over more than eight months (Terrier et al., 2022). The
biggest earthquake of the sequence (MLv3.9) occurred on 26 June
2021. Since then, seismic activity has decreased substantially.
The earthquake catalog shown in Figure 1 has been produced by

the BCSF-Renass based on waveforms from a composite network of
76 local and regional surface stations (blue triangles in Figure 1, from
Schmittbuhl et al., 2021). Part of this network has been deployed spe-
cifically to monitor this induced seismicity, whereas the other part
consists of permanent stations of the national seismic network (Réseau
Sismologique Français). This catalog has been obtained by automatic
detection using a SeisComP3 software pipeline with optimized short-
term average/long-term average (STA/LTA) and detection thresholds
for each station. It has been enriched with events detected by template
matching. Locations were performed with the scautoloc module of
SeisCompP3 using the 1D velocity model traditionally used in
northeastern France (Rothe and Peterschmitt, 1950), which is charac-
terized by constant velocities VP = 4.9 km/s and VS = 3.4 km/s for
depths lower than 20 km. The magnitudes have been computed within
SeisComp3 (see the documentation: Helmholtz-Centre Potsdam–GFZ
German Research Centre for Geosciences and gempa GmbH, 2008).
Most of them are MLv magnitudes, except for the smallest events for
which a duration magnitude was used. All the events were systemati-
cally checked by human analysts. The whole catalog obtained with
this method has a magnitude of completeness of 1.1 (Schmittbuhl
et al., 2021). FromMarch 2018 to August 2022, it contains 576 events
labeled as induced earthquakes.

Instrumental setup

To temporarily improve the monitoring of this sequence, we tested
the deployment of patch arrays with a small aperture and very small
spatial sampling — compared with what is usually implemented for
microseismicity monitoring (Sick and Joswig, 2017; Chmiel et al.,
2019), as shown in Figure 2a. Each array is composed of 21 nodes,
following three concentric circles 8, 24, and 72 m in diameter.
The design of an array dictates the range of wavelengths that can

be analyzed (Capon, 1973; Aki and Richards, 1980; Bullen and
Bolt, 1985; Buttkus, 2000; Kennett, 2002). For wavelengths much
higher than the aperture, the whole array can be considered as a
single station, leading to resolution limitation. Conversely, spatial
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aliasing happens for wavelengths smaller than half the minimal in-
terstation distance. Hence, the wavenumbers properly sampled are
estimated between kresolution and kaliasing defined as

kresolution ¼
2π

L
; (1)

kaliasing ¼
2π

2:δx
; (2)

with L being the aperture of the array and δx being the minimal
interstation distance within the array.
To determine in more detail the frequencies within which we can

work without meeting resolution or aliasing limitations, we com-
pute the whole array transfer functions (Halldorsson et al., 2009;
Schweitzer et al., 2011). When stacking all the sensors of an array
after aligning their traces with respect to their relative position and
to a plane-wave slowness vector, we obtain a beam whose energy
depends on the plane-wave wavenumber. The array transfer func-

Figure 1. (a) Map of the Strasbourg Eurometropole area, with seismic array locations (the yellow stars), in the vicinity of the two seismic
clusters recorded by the BCSF-Renass with the existing network (the blue triangles) operated since mid-2018. The two thick black lines are the
production well (GT1) and injection well (GT2). The depth cross section shown under the map is for the seismicity of the northern cluster only.
(b) Timeline of the whole seismic sequence until 1 July 2022 (gray) and in particular during the four months of acquisition with seismic arrays
(red). The gray vertical dashed line represents the start of the progressive shut-in.
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tion is the comparison of the maximal beam energy for each wave-
number considering the array geometry. Figure 2b shows the
generic array transfer function computed using the Obspy method
(array_transff_wavenumber function), for wavenumbers up to
2.4 rad/m with a step of 0.001 rad/m. In Figure 2, we discern a
discoid central spot reaching 0 dB attenuation, hereafter called
the “main lobe” (responsible for the resolution limitation), and some
other decentered lobes reaching at least −3 dB (the orange color in
Figure 2 responsible for the aliasing), called “side lobes.” Wathelet
et al. (2005) suggest considering the major aliasing peaks as
the maximum usable wavenumber and considering half the width
of the central peak as the minimum usable wavenumber. The −3 dB
value corresponds to about half the maximum value of the transfer
function, which is the usual threshold used to delimit the peaks’
boundaries (e.g., Wathelet et al., 2008).
We find kresolution = 0.066 rad/m when taking the average radius

of the circle formed by −3 dB isoline in the main lobe and
kaliasing = 0.783 rad/km when taking half the minimum value to
the next −3 dB isoline (reached for side lobes, the red circle in
Figure 2b). These measured values are coherent with the theory
of aliasing and resolution (equations 1 and 2). Also, unlike
cross-shaped arrays that have a clear preferential orientation relative
to the source, this kind of concentric circles array is less biased
when analyzing front waves coming from different directions.
The main lobe is made narrow by the array aperture and sharp

by the isotropic distribution of the sensors. The side lobes are re-
duced due to the variety of spatial intervals between sensors.
Using these aliasing and resolution bounds, we can transpose

from the array response in the wavenumber domain to a fre-
quency-velocity representation, using the relation

k ¼ 2π:f
Vapp

; (3)

where k is the wavenumber, f is the frequency, and Vapp is the
apparent velocity of the wave crossing the array. Figure 2c shows
the aliasing and resolution limitations of the arrays, based on the
values of kresolution and kaliasing previously given.
For our study, we deployed three such small seismic arrays

(Figure 1a) three to six days after the 4 December 2020 magnitude
MLv3.6 earthquake and during the shut-in period. The installation
of such arrays requires free fields more than 72 m long in all direc-
tions. The three sites found were an unused area in the La Wantze-
nau cemetery (array 1), arable land in La Robertsau (array 2), and a
disused soccer field in Reichstett (array 3). Together, they form a
triangle encompassing the northern cluster whereas the southern
cluster is more off-centered. These three arrays were operating
for four months.
For each station of the arrays, we used velocity traces from three-

component IGU-16HR SmartSolo nodes with a corner frequency of

Figure 2. (a) Sensor configuration (the yellow triangles) within each of the three arrays and (b) theoretical array transfer function normalized
with its maximum, in the wavenumber domain, for this geometry. The insert shown at the top is a magnification of the central part of the lower
figure. The dashed black circle delineates the resolution limit and the red circle delineates the aliasing limit. (c) Resolution and aliasing
boundaries in the frequency-velocity domain based on the values of kresolution and kaliasing. The green area corresponds to the 40–80 Hz interval
used in this study.
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5 Hz and set the sampling rate to 1 kHz. Sensors are fully buried (a
few centimeters under the ground level) and covered by soil. They
are north-oriented using a manual compass and verticalized by bub-
bling. Although the stations have an integrated GPS module that
saves their coordinates, we measured their location more precisely
using a differential GPS setup, allowing a horizontal precision of
0.04 m and a vertical precision of 0.07 m. This precision is all
the more important as the stations are particularly close to each
other. The internal clocks of those instruments are not synchronized
with others. However, typical errors for atomic clocks in GPS sat-
ellites are within a few nanoseconds (McNeff, 2002), which is not
significant considering the time delays we want to observe, even for
the closest stations.
A diagram of the data completeness per array can be found in the

supplemental material S1. One can notice short gaps in the data
every 30 days for approximately 1 h, corresponding to each time
we swapped the stations after the 30 days battery life of those instru-
ments. The last swap was done too late, so all the nodes of arrays 1
and 3 were out of battery for some days. We also had a technical
issue with a node of array 2, which did not initialize properly and
recovered no data until the end of the acquisition. Except for those
gaps, the instruments performed well and we recovered approxi-
mately 98% of the expected data set. In this study, we only use
the vertical components, although the benefits of using the horizon-
tal components will be discussed in the last section.

Ambient noise characterization

The ambient seismic noise refers to all the signals continuously
present in the environment not due to seismic events. We quantify
the ambient seismic noise level by computing smoothed power spec-
tral densities (PSD) using the Obspy module (obspy.signal.PPSD)
based on the algorithm of McNamara and Buland (2004). We com-
pute PSD on 1 h time windows, making the classical assumption that
seismic events represent a nonsignificant proportion of the signal. In
our case, by estimating the duration of each earthquake signal from its
detection until the return to the noise level, seismic activity represents
at most a few dozen seconds out of 1 h of data during the period of the
highest seismic rate, which is still less than 1%. Figure 3 shows the
median (the blue line) and the 10th and 90th percentiles (the blue area)
of the whole PSD set for the central node of array 1 (see supplemental
material S2a and S2b for the two other arrays). At this site, we observe
an important noise level between 1 and 10 Hz, approaching or even
exceeding the new high-noise model (NHNM) (Peterson, 1993;
McNamara and Buland, 2004). The median PSD reaches a peak
of −105 dB at 10 Hz, then decreases until −115 dB at 40 Hz,
and then reaches a second peak of −112 dB at 200 Hz.
To evaluate the detection potential of this single node, we compare

its noise level to PSD computed on earthquakes depending on their
magnitude (the dashed green lines in Figure 3). Each line corresponds
to a PSD representative of earthquakes of magnitudeM = 0.5, 1.5, or
2.5, respectively. For each magnitude, we constitute a group by gath-
ering all the events of magnitudeM±0.1. For each event, we extract
a time window of 1 s forM = 0.5, 2 s forM = 1.5, and 3 s forM = 2.5
around the P wave and compute its PSD as we did for noise. The final
PSD is the median of all the PSD computed by the group.
We consider that a minimum S/N of 3 (i.e., approximately +5 dB)

is needed to detect an earthquake, even if this threshold is arbitrary
and highly depends on the context of data acquisition (Desimoni
and Brunetti, 2015). Then, a single station should detect earth-

quakes of magnitude 1.5 or higher in any frequency range below
100 Hz. However, the PSD of magnitude 0.5 earthquakes is not
sufficiently above the ambient noise PSD power for frequencies be-
low 20 Hz and above 70 Hz at least 10% of the time, which is shown
by the 90th percentile PSD. This illustrates that magnitude 0.5 is
close to the limit of detection capability for a single station, even
when recording as close as 1.5 km from the barycenter of the
northern cluster epicenters.
To help determine the different origins of the recorded noise in

the frequency band of local earthquake signals, we look at the PSD
time series. Figure 4a shows a pseudospectrogram constructed with
all the 1 h long PSD over four months of acquisition. To better quan-
tify the different periodicity of the noise level, we compute the mod-
ule of the fast Fourier transform (FFT) for each frequency of the
spectrogram over the whole period (Figure 4b). We distinguish dif-
ferent behaviors depending on the frequency range. Between 0.1
and 1 Hz, we do not observe any noticeable periodicities, and
the noise is mainly attributed to the oceanic secondary microseismic
peak (McNamara and Buland, 2004). Between 1 and 60 Hz, we
observe a clear and well-known daily (24 h) and weekly (168 h)
periodicity with higher noise during the day compared with the
night and during weekdays compared with weekends. This is a typ-
ical signature of anthropogenic sources and in particular of traffic
footprint (Riahi and Gertstoft, 2015). Above 60 Hz, the temporal
evolution of the noise level is more complex with daily variations
which could be due to human activity but also bursts of high noise
that may be due to natural phenomena such as meteorological ones
(Dean, 2017). To better characterize the main noise sources, we ap-
ply beamforming techniques to determine the time evolution of the

Figure 3. Comparison of the noise level from data at the central station
(blue) and from linearly stacked data (red) of the northeast array. The
solid line stands for the median of the set of computed PSDwhereas the
transparent areas are delimited by the 10th and 90th percentile. The
dashed green lines are the PSD of local earthquakes by magnitude.
The gray solid lines correspond to the new low-noise model (NLNM)
and NHNM (Peterson, 1993; McNamara and Buland, 2004). The light
brown rectangle corresponds to the 40–80 Hz frequency range.
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azimuth and apparent velocity of the most coherent wavefields
(e.g., Rost and Thomas, 2009). We use a classical Bartlett beam-
former algorithm on 1 s time windows sliding along the continuous
data. For each 1 s time window, we apply a Butterworth band-pass
filter between 5 and 80 Hz. Then, we determine the back azimuth/
apparent slowness couple for which the beamformer finds the maxi-
mum energy, with a code based on the Obspy module (obspy.signa-
l.array_analysis.array_processing). We modify the code to look for
the best couple by a grid search for back azimuth from 0° to 360°
(step of 1°) and apparent slowness from 0 to 6 s/km (step of
0.03 s/km).
Figure 5 shows some typical examples for different arrays and dur-

ing different periods of the day. During the daytime (Figure 5a), we

observe clear patterns: the evolution of the back azimuth of the main
noise sources with time is continuous on portions, and the corre-
sponding apparent slowness is between 2 and 4 s/km, which corre-
sponds to low-velocity surface waves. Those patterns can be
attributed to moving vehicles on nearby roads around each of the
three arrays. It should be noticed here that, according to Figure 2,
the investigation of such high slowness can be affected by aliasing
effects for the highest frequencies of the 5–80 Hz band, highlighting
the limit of these arrays for noise characterization. Figure 5b shows
another clear high-energy pattern in the back azimuth, also coupled
with an apparent slowness between 2 and 3 s/km. The back azimuth
is pointing to a railway and if we consider the back azimuth variation
corresponding to a source moving along this railway, we estimate

Figure 4. (a) Spectrograms of the PSD computed on vertical traces of the central station of array 1 over the four-month period of acquisition
and (b) module of the FFTof the PSD time series for each frequency. The white lines delimit the 40–80 Hz frequency range. Here, D andW red
labels refer to the peaks at 24 and 168 h, respectively.

Figure 5. Evolution of the dominant back azimuth and apparent slowness with time, obtained by a beamforming technique on sliding time
windows of 1 s after filtering between 5 and 80 Hz (the first line). Typical signature of (a) road traffic during the daytime, (b) a train passage,
and (c) noise recorded at night.

WB76 Fiori et al.

Downloaded from http://pubs.geoscienceworld.org/geophysics/article-pdf/doi/10.1190/geo2022-0620.1/5895984/geo-2022-0620.1.pdf
by CNRS_INSU user
on 06 July 2023



the speed of the moving source to be approximately 90 km/h, which
is the speed regulation of trains on this line. Moreover, the date
and hours of the occurrence of these patterns match the schedule
of the train company, confirming our capability to track such trains
with our arrays. We also notice that the apparent slowness drops
significantly from 2 to 3 s/km during the passage of vehicles (cars,
trucks, and trains) to values of approximately 0.3 s/km for periods
without the passage of vehicles, therefore approaching typical values
measured when an earthquake occurs (supplemental material S3a).
This high apparent velocity noise also can be observed more often
during the night times (Figure 5c) and appears to originate from
two distinct back azimuths at approximately 50° and −90°. By com-
puting beamforming on the same time windows for frequency ranges
5–20 and 40–80 Hz, we found that this high apparent velocity
noise is mostly observed for high frequencies (see supplemental
material S3b and S3c for the beamforming in those frequency bands).
Even if we consider that such noise is propagating at the highest
mechanical wave velocity in this medium (e.g., P-wave velocity),
such values of apparent slowness correspond to waves coming
with a subvertical incidence. Several phenomena such as sources
further away or reflected energy reaching the sensors with a
nonhorizontal incidence could potentially explain those characteris-
tics. Otherwise, this could be the marker of an aliased signal, as men-
tioned previously. However, we have not investigated this further as
the determination of the precise origin of this noise is outside the
scope of this paper.

CATALOG ENHANCEMENT METHOD

Detection and association of small earthquakes

Linear stacking

As shown in Figure 5, seismic signals generated by anthropo-
genic sources (such as road traffic) are mostly composed of a sur-
face wave with a small apparent velocity, at least during the
daytime. Conversely, induced earthquakes occurring almost be-
neath an array will have a very high apparent velocity, and seismic
signals will reach each sensor of an array more on phase. Therefore,
a linear stacking of the seismograms — even with no relative time
shifts of the traces — for all the nodes of a small array will enhance
waveforms of induced seismic events and reduce the amplitude of
surface “noise” sources. We quantify the impact of linear stacking
on the array’s sensitivity by computing PSD on a composite trace
obtained after stacking all the traces of an array (the red line in Fig-
ure 3). It appears that such stacking reduces the noise level by more
than 10 dB, especially for frequencies above 20 Hz. As small in-
duced earthquakes still radiate much their energy in these high
frequencies, this illustrates that the use of such arrays should ease
the detection of very small induced earthquakes at the local scale.
Also taking into account that the higher the frequencies investi-
gated, the higher the resolution limit, we chose to work into the
40–80 Hz frequency band during the next processing steps.

Phase-weighted stacking

Other stacking techniques allow us to further increase the S/N of
coherent signals such as earthquakes. In particular, we used PWS
(Schimmel and Paulssen, 1997; Thurber et al., 2014), which con-
sists of weighting the traces with a dynamic factor that evaluates the
phase coherency of all the nodes for each time sample sjðtÞ of the

j ¼ 1NðN ¼ 21Þ individual traces. The summation consists of
combining all the traces sjðtÞ into

gðtÞ¼ 1

N

XN¼21

j¼1

sjðtÞ
����
1

N

XN¼21

k¼1

exp½iΦkðtÞ�
����
ν

¼ 1

N

XN¼21

j¼1

sjðtÞ:CðtÞ;

(4)

where ΦkðtÞ is the instantaneous phase (Bracewell, 1965) of the ana-
lytical signal of the trace skðtÞ evaluated at time t. Compared with a
linear stack, PWS puts more weight on the phase coherence CðtÞ,
quantified by the module of the averaged sum of the normalized ana-
lytical signals (between zero and one). The sharpness of this weight-
ing is controlled by the power ν, ν ¼ 0 corresponding to the linear
stack case. This stacking method is especially appropriate to our case
study where the arrays are deployed quasivertically above the
sources. In the first approximation, because of a very high apparent
velocity, the incoming wavefront is very coherent in phase at the scale
of one array, without the need for prior trace delaying based on source
location considerations.
Practically, we first filter the traces between 40 and 80 Hz as dis-

cussed previously, with a zero-phase Butterworth band-pass filter of
order four. Then, we apply the PWS process to the continuous data
with ν ¼ 3. Following a series of tests, we found that this value is
sufficiently high to enhance the signal without distorting the wave-
forms too much, allowing us to use classical detection algorithms
and visually check the earthquake’s signal.
Figure 6 illustrates the improvement brought by the phase-

weighted stack compared with a standard linear stack from the ex-
ample of a magnitude −0.4 earthquake, not present in the BCSF-
Renass catalog. With linear stacking, the P-wave’s signals have an
S/N of 5, 1.5, and 4 on, respectively, arrays 1, 2, and 3. In com-
parison, PWS improves the S/N to 102, 45, and 95, easing the de-
tections of the event. Nevertheless, we notice that, for array 2, the
signal considered as the P wave for this event is surrounded by other
coherent signals, sometimes with a similar shape. These other
phases may correspond either to other seismic events — but
not observed on the other two arrays — or, more probably, to co-
herent noise with a high apparent velocity as previously discussed.
Those artifacts can sometimes be difficult to distinguish from real
induced seismic events.

Detection-association of induced earthquakes

For the extraction of induced events from the continuous traces
obtained by PWS at each array, we apply an STA/LTA detection
algorithm (0.1 s/15 s) considering a detection threshold of 15.
To reduce the detection of artifacts due to coherent noise and
the very low STA used, we keep a detection only if its PWS peak
value is higher than 10, which has been determined empirically by
looking at the typical PWS amplitude of signals considered ambient
noise. The association of detections between the arrays is then per-
formed by keeping all the detections with an interarray delay of
fewer than 2 s, which is the maximum delay time for a horizontal
P-wave propagation between two arrays considering the local
velocity model. In the case where several detections occur in the
same 2 s window at several arrays, we only keep the detection with
the biggest amplitude. For this reason, this basic association ap-
proach is not adapted for very intense swarms.
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Magnitude estimation

We estimate the MLv of the detected earthquakes following the
method implemented in SeisComp3 and used by BCSF-Renass:

MLv ¼ log10ðAÞ − log10ðA0Þ; (5)

where A is the peak amplitude of the displacement in millimeters
measured on a simulated Wood-Anderson seismometer and A0 is

an empirical calibration function, which depends on the epicentral
distance (for details, see Helmholtz-Centre Potsdam–GFZ German
Research Centre for Geosciences and gempa GmbH, 2008). In-
stead of using the peak amplitude of individual stations, we use
the peak values measured on the PWS traces. Figure 7a shows
the relation between the PWS peak values and the linear stack
peak values. Despite the theoretical nonlinearity of the PWS proc-
ess, the maximum peak amplitude follows quite a linear relation-
ship with linear stacking peak amplitudes especially for large

Figure 6. Illustration of the effect of the linear and phase-weighted stack, on a magnitude −0.4 earthquake (13 December 2020), at the three
arrays (1, 2, and 3 from top to bottom). The blue lines correspond to individual station traces and the red lines correspond to the summation of
them; (a) traces band-pass filtered between 40 and 80 Hz and (b) traces filtered and multiplied by the coherency termCðtÞ defined in equation 4.
Green solid vertical lines indicate the detection time.
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amplitudes, which justifies our approach to use PWS amplitudes
to compute the magnitudes. This is explained by the fact that all
the earthquakes recorded at the same site have a similar value of
CðtÞ at the peak time. Figure 7b shows a comparison of the mag-
nitudes estimated by BCSF-Renass, from individual regional sta-
tions, and magnitudes estimated from the PWS peak amplitudes
with the three arrays. The relation is linear for magnitudes above
0.7, except for the biggest event whose magnitude is underesti-
mated by our approach. Magnitude estimations from the BCSF-
Renass catalog below 0.7 seem to be overestimated. This is prob-
ably due to the fact that, for the smallest events, the measured peak
amplitude on individual records is close to the noise level. Fig-
ure 7c shows the difference in magnitude estimation depending
on whether we use the peak amplitude read on individual sensors
or from the PWS traces, for each of the three arrays. Accordingly,
we observed that magnitudes below approximately −0.4 are gradu-
ally overestimated when using individual sensors. The slope of this
overestimation is approximately −1, which means that all the earth-
quakes below −0.4 have the same magnitude according to an esti-
mation with only one sensor, whereas an estimation using PWS
gives smaller magnitudes. This is in accordance with the hypothesis
that the noise level is saturating the magnitude estimation. We note
that saturation appears at slightly lower magnitudes than for the
BCSF-Renass catalog (Figure 7b). This may be related to the fact
that we are working in a higher frequency band than the one used
by the BCSF-Renass (limited by the lower sampling rate of the
regional stations they use), and according to Figure 4, the difference
between the noise level and the typical spectrum of weak earthquakes
is smaller at lower frequencies. For those reasons, we believe that our
magnitude estimate based on the PWS amplitudes is likely to be less
biased than the ones from the BCSF-Renass catalog.

Events location

With our network geometry, a classical location algorithm based
on phase picking would not provide precise estimations of hypo-
center locations. Indeed, at the scale of the network composed
of the three arrays, using all the stations is nearly equivalent to only
using one for each array, which gives us a maximum of six phases
(3 P and 3 S). Moreover, the picking is adding implicit uncertainty
to the location, and the identification and picking of the S waves on
phase-weighted or linear stacked traces are often challenging in the
frequency band used (see the “Discussion” sec-
tion about the identification of S waves at high
frequencies).
Rather, we implement an MFP approach

(Baggeroer et al., 1993; Corciulo et al., 2012;
Umlauft and Korn, 2019; Umlauft et al.,
2021). It consists of comparing the observed in-
ternodes’ arrival delays with the theoretical ones
considering a given source location. On the one
hand, we compute for each frequency a cross-
spectral density matrix K from a time window
around the P phase. This matrix basically con-
tains the interstation delays based on crosscor-
relations of the seismograms. On the other hand,
we compute the theoretical traveltimes at every
node using a given local velocity model and
create synthetics data Eiðx; y; z;ωÞ related to
the ith considered source at the location

ðx; y; zÞ for the angular frequency ω. Note that the synthetics data
E are actually computed in the frequency domain for simplicity
and to save computation time. The match between the recorded
(K) and synthetic wavefield (E) is then computed in the frequency
domain through a traditional beamformer:

Piðx; y; z;ωÞ ¼ ½Et
iðx; y; z;ωÞ� · ½K� · ½Eiðx; y; z;ωÞ�; (6)

which is proportional to the probability that the event occurred at
that location. For each event, we compute K and Ei at each array
independently based on a code proposed by Gouedard (2008) and
modified by Zigone (2012). Within each array, the network is split
into subnetworks, defined by determining a minimum coherency
threshold for the locally recorded noise/event. This coherency se-
lection is done in practice by keeping only the stations for which
the maximum crosscorrelation value is higher than 0.3 with the
central node of the subnetwork. The final location probability cor-
responds to the arithmetical average of the probabilities computed
for each of the subnetworks in each of the three arrays and is
weighted by the number of stations used per array. To find the
most probable location, we explore a 3D grid of potential sources
in the vicinity of the known seismic clusters.
We use a simple 1D local two-layer velocity model. Knowing that

the stations are on a sedimentary basin lying on a granitic basement,
we define the first layer as a linear gradient from 2.4 to 5.8 km/s down
to the basement at a 4 km depth (according to the public database of
the regional geologic model GeORG Projektteam, 2013), and the bot-
tom one as a half-space with a constant velocity at 5.8 km/s. In such a
two-layer model, the incidence angle needed to compute the travel-
time from source to station cannot be found analytically, so we de-
termine the travel path by a dichotomy search (as described by Jiang
et al., 2016).
The time window of the extracted waveforms is 0.4 s long starting

0.05 s before the P-detection time given by the STA/LTA procedure
on each array. To find the maximum location probability, we make
two successive grid searches: first, in a 15 km × 15 km × 12 km grid
centered on the barycenter of the three arrays and with a horizontal
grid step of 0.25 km and a vertical grid step of 0.5 km and second, in a
0.5 km × 0.5 km × 1 km grid centered on the maximum found during
the first iteration, with a horizontal step of 10 m and a vertical step of
100 m.We reject all events that fall on the boundaries of the first grid.

Figure 7. (a) PWS peak amplitudes versus linear stack peak amplitudes. The dashed red
line is the best linear regression line; (b) BCSF-Renass magnitudes versus magnitude
estimated with the PWS amplitude using equation 5; and (c) evolution of the difference
between the magnitudes estimated from individual sensors and the magnitude from
PWS peak amplitudes. The dashed black and red lines in, respectively, (a) and (b) re-
present a 1:1 relationship.
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Looking at the individual probability maps obtained at each ar-
ray, we see that the further away an array is from the source, the
better it constrains the event depth. Conversely, having an array
above the source helps to better constrain the horizontal location.
However, with our network geometry, the depth of the earth-
quakes, expected at approximately 5 km based on the reference
catalog, cannot be strongly constrained. Figure 8 shows examples
of probability maps for two small earthquakes. The cross sections
and horizontal view show a vertically elongated focal spot around
the maximum location probability. The resolution is slightly im-
proved for the larger earthquake of M = 1.1 (Figure 8a) probably
because, in a given array, the maximum value of the crosscorre-
lations of the traces between the most distant nodes is sufficiently
high to be included in K. Our estimated hypocenter, using only the
three arrays, is located at 100 m in the horizontal direction and
310 m in the vertical direction from the BCSF-Renass location.
The second example (Figure 8b) is the smallest earthquake in
the reference catalog (M = 0.3). Its hypocenter is located at
760 m in the horizontal direction and 560 m in the vertical direc-
tion, with a lower location probability, and therefore lower con-
fidence.

Improving detections assuming the location of the
events

In our first detection approach based on phase-weighted stacks, we
assumed that the earthquakes were located vertically below the arrays
such that the P wave is exactly in phase at all the nodes. If the hypo-
center is actually shifted horizontally, this will generate a phase differ-
ence that will decrease the amplitude of the PWS, which will
eventually be lower than our imposed STA/LTA threshold for the de-
tection.
Assuming that our induced earthquakes form a relatively com-

pact cluster, we can use the earthquake locations obtained by the
approach presented to date to define the barycenter of this cluster.
We then use this position to compute the relative traveltimes for all
the nodes of an array and correct for the phase differences before
applying the PWS. This will eventually allow us to detect and locate
new events that occurred in a close area.
In our case, we located events mainly in the northern cluster and

the southern cluster (see the “Results” section). Therefore, we apply
this procedure twice using the barycenter of each of these clusters.
A chart of the whole workflow is shown in Figure 9.

Figure 8. Location probability maps from the MFP for (a) a magnitude 1.1 earthquake (3 February 2021 02:01:16) and (b) the smallest
earthquake recorded by the BCSF-Renass (24 December 2020 14:40:36 M = 0.5).
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RESULTS

Detections and associations

We apply our detection procedure to the four-month period when
the three arrays were in operation. During this period, the BCSF-
Renass catalog contains 54 events labeled as induced and all are
located in the northern cluster. With our approach based solely
on the three arrays, we find 1793 events detected by any combina-
tion of two arrays and 252 events detected simultaneously by the
three arrays. We manually checked most of the waveforms corre-
sponding to these detections and found that many detections made
at only two arrays have unusual waveforms compared with the
known earthquakes of the reference catalog. Moreover, we observe
that the number of detections at only two arrays (Figure 10a) is
higher during the daytime, although the higher noise level should
make it difficult to detect small earthquakes. This suggests that part
of these detections are actually false positives. As already discussed
(Figure 5), an explanation could be that some local noise sources
around each array (even if they are independent) may generate high
apparent velocity wavefronts enhanced by the PWS and generate
false detections, which are associated if they occur within the same
2 s time window at two arrays.
In comparison, the number of detections concomitant to three ar-

rays is not correlated to the hourly noise level (Figure 10b). There-
fore, we decide to keep and locate only events detected at the three
arrays to limit the misinterpretation of false detections. Note that this
is a conservative approach because we observe several detections
common to only two arrays, although their waveform actually resem-
bles real earthquakes.
All 54 events of the reference BCSF-Renass catalog have been

detected concomitantly by the three arrays and are therefore part of
our final catalog of 252 events. Among these events, 14 have been
obtained based on the delay and stack process, assuming location in

the northern cluster (and zero when we consider the southern clus-
ter). This indicates that, with a network roughly located in the area
where induced seismicity is expected, it is not necessary to have
precise a priori information on the location of these earthquakes
to detect a majority of them.

Figure 9. Chart of the whole data process, from raw data acquisition to seismic catalog.

Figure 10. Histogram of the number of events per hour of the day:
(a) detected at two arrays and (b) detected by three arrays (the left y-
axis). The dotted brown curve represents the difference between the
values of the hourly noise level (taken as the PSD power at the fre-
quency where it reaches the maximum value between 40 and
80 Hz) and its average over the whole day.
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Time history of the present catalog

Figure 11b shows the magnitude-time distribution of the events lo-
cated by MFP. According to our magnitude estimation, most of the
newly detected events are of lower magnitude than the ones in the
reference catalog. The distribution of the number of events per mag-
nitude bins follows a Gutenberg-Richter law (Gutenberg and Richter,
1944) (Figure 11c), which gives credit to the magnitude estimation
from PWS stacks. We estimate a b-value of 0.62 ± 0.03 based on
the algorithm proposed by Ogata and Katsura (1993), which is con-
sistent with the b-value of 0.60 ± 0.44 computed for the reference
catalog for the same period, also using array peak amplitudes. How-
ever, the b-value estimated on our catalog has a much lower uncer-
tainty due to the higher number of low-magnitude events. We
estimated a lowering of the magnitude of completeness from 0.3
to −0.5 with our approach.
The overall seismicity rate (shown in Figure 11a) is decreasing

with time during the four months, especially after the shut-in. How-
ever, we notice periods of higher density of events in our catalog,
which are not observed in the reference catalog. This is particularly
the case around 12 December 2020 and 25 December 2020 and
around 3 January 2021. These bursts of seismic activity are not as-
sociated with observable changes in the fluid pressure at the GT2
wellhead, which is smoothly decreasing with time following the
shut-in (Figure 11). The fact that these periods of more intense earth-
quake activity are not observed in the reference catalog, which has a
higher magnitude of completeness, means that the b-value evolves
temporally, and is higher (in absolute value) during these bursts.

The first burst occurs at the very beginning of the installation
period of the three arrays (10 December 2020) following the
strong MLv3.6 induced event of 4 December 2020. The observed
increase in the small seismicity rate from 10 December to 12
December and its stop on 15 December indicate that the temporal
distribution of seismicity does not follow a traditional Omori
law. The second and quite intense burst, which begins on 25
December, follows an MLv2.1 event and exhibits a time evolu-
tion of the seismic rate that is more typical of an aftershock
sequence.
On the contrary, the MLv2.8 earthquake of 22 January, the largest

event during our experiment, has significantly fewer aftershocks.
Moreover, during the few days before and after this event — ap-
proximately between 12 January and 3 February — we observe a
deficit of small-magnitude earthquakes.
As the reference catalog has been enriched with template matching,

earthquakes with a similar waveform should be already referenced, so
our array processing approach might be revealing new kinds of
sources and aftershocks. To analyze more precisely the temporal
organization of clusters of events, we compute the crosscorrela-
tion-based similarity matrix on 1.5 s of a linearly stacked signal
around the P phases arrival filtered between 20 and 80 Hz. We choose
this frequency band to take into account the complexity of the signals
and use a linear stack because PWS tends to distort the signal too
much for a waveform similarity approach.
We build groups of events at each array independently by gather-

ing events that have a similarity of more than 0.7 with all the others
of a group. We obtain different groups at every
array, but we consider as a family the combina-
tion of all the groups that share at least a common
event. The threshold of 0.7 has been determined
in comparison to the similarity of a signal with
itself returned and inverted in time, which we
consider here to be a good indicator of the mini-
mum similarity we can observe between dissimi-
lar signals.
To make the comparison, we apply this clus-

tering approach to our catalog and the reference
catalog on the data from arrays. We obtain 36
families of two events or more in our catalog,
versus 12 with the BCSF-Renass catalog (see
Figure 12 and supplemental material S5 for an
example of a family). With the present catalog,
the family formation rate is higher at the begin-
ning and then decreases after the shut-in. It seems
higher when the density of events is higher. Most
of the families contain no event previously found
by the permanent network. We note that major
events are sometimes correlated with a high fam-
ily creation rate, for example, the MLv = 2.1 and
the MLv = 2.8, 2.2, and the 2.3 trio. However, the
main events are sometimes not particularly at the
origin of creating new families, even if they seem
to sometimes come along with the reactivation of
previous families, as suggested by the vertical
alignment of earthquakes on the red lines. All
this interpretation is not possible if only consid-
ering the events of the reference catalog (the or-
ange diamonds).

Figure 11. (a) Histogram of the event density on the whole period; (b) magnitude-time
distribution of events of the reference and the present catalog (orange and purple, respec-
tively) from 1 December 2020 to 15 April 2021, where the gray area stands for the four-
month period of acquisition (from 12 December 2020 to 8 April 2021); (c) histogram of
the number of earthquakes per magnitude bin for the period in gray, with the related Gu-
tenberg-Richter laws (the dashed lines); and (d) GT2 wellhead pressure evolution during
the bleed-off and shut-in of the well (modified after Terrier et al., 2022).
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Spatial repartition

MFP allows us to successfully locate 216 events, corresponding
to 86% of the events left after the association at three arrays (Fig-
ure 13). This represents more than four times more events than in
the reference catalog. Different reasons can explain the nonlocation
of 36 of the detected events. First, our catalog contains events not
occurring around the geothermal wells, although we are filtering the
signals at high frequencies. Also, there is a low but existing prob-
ability to detect nonearthquake PWS artifacts at the three arrays si-
multaneously.
Most of the events of the present catalog are located within or

close to the northern cluster (the blue-filled ellipse). Despite not
using the same velocity model as the BCSF-Renass, we observe
a similar depth distribution of the events centered at approximately
a 5 km depth, which is close to the depth of the wells (4.5 km). To
estimate the error made on the horizontal epicenter locations, we
compute the dispersion of the location probability (or coherence)
maps. We approximate the coherence function as a 3D Gaussian
function around the maximum value, of which we determine the
standard deviation. This standard deviation is approximately
600 m on average. In addition, we use as a reference the relative
relocation obtained by double differences by Schmittbuhl et al.
(2021), whose relative location error has been estimated to be a
few tens of meters. All the relocated hypocenters are gathered close
to one another. By assuming no shift between the barycenter of the
relocated events and the barycenter of the events located by MFP,
the average distance between the hypocenters gives an approxima-
tion of the error made with the array processing location. Figure 14
shows such distance, computed for all the earth-
quakes common to both catalogs (see supple-
mental material S6 for the vertical distances
distribution). We find that the distance distribu-
tion follows a Gaussian curve whose average is
approximately 650 m. Considering these values,
the localization precision of the MFP to locate
events in the targeted area is similar to the pre-
cision of the BCSF-Renass (approximately 1 km
according to Schmittbuhl et al., 2021). Another
way to quantify the precision of the method
could be by testing on synthetic data, allowing
us to compare the location found by MFP with
the known exact location.
Our catalog reveals three events in the

southern cluster whereas the reference BCSF-Re-
nass catalog does not show any event in this area
during this four-month period. We manually
checked the waveforms and relative delays be-
tween the three arrays for these events to confirm
that they were actually located in this southern
cluster. For the largest one, we were able to ob-
serve a faint signal at some stations from the per-
manent network and locate it roughly in the same
area by a traditional phase-picking approach,
thanks to stations used by the BCSF-Renass
close to the southern cluster (see Figure 1). This
observation could mean that there is still an ac-
tive connection between the northern cluster and
the southern cluster, even after the injection is
stopped.

DISCUSSION

We saw that using three small-aperture arrays of 21 sensors each
in combination with our processing workflow can give access to a
much richer earthquake catalog than a classical surface network
composed of 76 local and regional stations. All the previously ref-
erenced earthquakes are well detected and located, and four times
more new ones are added. Their location is coherent with the known
area of activity, and the b-value of our catalog is coherent with the
reference catalog in the same period of time, even with significantly
better precision. The sensibility of the network allows for revealing
seismic activity in the southern cluster, considered inactive for two
months. This remote triggering could be due to either poroelastic
pressures changes (Goebel et al., 2017) or aseismic slip (Eyre
et al., 2020), but the study of those mechanisms is outside the scope
of this paper, as the time period covered proved to be too short for
that purpose.
Some limitations to these array processing techniques must be

highlighted. We notice in Figure 13 that some events are located
outside the two known clusters. Looking at those events with a low
location probability, their estimated magnitude is approximately
zero, and it is difficult to tell if they are real earthquakes based
on their waveforms on individual traces. For the two events out-
side the cluster areas but with a high location probability, their
waveforms suggest that they are induced earthquakes. By check-
ing them, we notice that their P-wave arrival times are not coherent
with the obtained MFP location. This shows a limit of the pro-
posed location approach: by computing the location probability
at each array separately and then combining them, we are only

Figure 12. Formation and evolution of earthquake families with time, in parallel with
event density evolution in ev/day (the bottom). Purple stands for the new catalog and
dark orange for the reference catalog.
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considering the intra-array time delays but not the interarray time
delays, which can lead to bad locations like this. This usually does
not happen when locating events of large magnitude or with a
higher S/N. Away to avoid this problem is to perform MFP using
longer time windows encompassing the arrival time at the three
arrays while having a common starting time. Doing so, a single
probability map is computed using all the nodes from the three
arrays at once considering the interarray delays. We tested this ap-
proach but it did not perform well in our case with low S/N events
as we are including too much noise into the signal. To overpass
this difficulty, an alternative could be to compute the interstation
delays in each array and then build a single cross-spectral density
matrix by incorporating the time shift between the beginnings of
the time windows used at each array. However, the latter should be
computed accurately as it would probably have significant weight
during the inversion, compared with the intra-array station delays.
Another interesting alternative would be to also work with S

waves, using the horizontal components of the stations. The ben-
efit of this could be multiple. The MFP could be performed with
the P and S waves independently, making the inversion theoreti-
cally more robust. However, the S waves of small earthquakes do
not show up clearly in our high-frequency band of interest, as
illustrated with an example of a magnitude 0.57 event shown in

Figure 13. Comparison of the induced earthquake locations for the four-month period from (a and c) the BCSF-Renass French institute catalog
and (b and d) the present catalog built using arrays for the four-month period. (a and b) Maps of the epicenters. The areas where the seismicity
occurred during the whole induced seismic sequence are roughly drawn in blue and red color. The stars show the array’s location. The orange
color scale of scatter markers refers to the maximum probability found with the MFP. (c and d) Depth distribution.

Figure 14. Distribution of the absolute horizontal distance between
the differential relocation obtained by Schmittbuhl et al. (2021)
and MFP hypocenters on seismic arrays for events common to both
catalogs. The dotted line is the best-fitting Gaussian curve to this
distribution.
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Figure 15. According to the vertical component, the P wave radi-
ates an important amount of energy between 10 and 80 Hz. In
comparison, the S wave seen on the horizontal components
radiates energy at lower frequencies, mainly between 5 and
30 Hz. As shown previously, this corresponds to a frequency range
where the noise level is significantly higher. Of the 216 located
events in our catalog, we were able to confidently isolate the S
waves on only 92 of them in the 5–30 Hz frequency band. More-
over, even if the selected window is well centered on the S wave,
there is still a risk for the crosscorrelation performed during the
MFP to be biased by the important anthropogenic noise in such
a frequency range, especially for low S/N earthquakes.
We also investigate the influence of the geometry and number of

stations on the detection performances by evaluating the detection
performances of our arrays if we only use a portion of them. We
computed PWS traces using a portion of the available stations,
whether by removing one or two of the circles or by decimating
by half the number of sensors of each circle. The number of sen-

sors used seems to have an impact on the computed S/N, but not
the relative placement of the station (supplemental material S4).
The gain seems to approximately follow a

ffiffiffiffi
N

p
law, as estimated

by the theory. However, the S/N alone does not provide all the
information about the detectability of a signal, as the latter highly
depends on the way the S/N is computed, the context, and the kind
of detector used (Desimoni and Brunetti, 2015). Therefore, to bet-
ter evaluate the detection performances in practice, we applied all
the detection and association processes described in this paper on
the PWS traces obtained for those different arrays’ configuration
and compared the number of events finally obtained for each 0.5
magnitude bin (Figure 16). Globally, using more stations allows us
to obtain more events. However, it can be seen that using the
smaller circle is the best choice when limiting the array to a central
sensor and a single circle. Also, using the largest circle together
with the smallest is better than using any other combination of two
circles. A quantitative comparison of location performances for
different array geometries would be complementary to these ob-

servations and would help to find the best trade-
off between the number of stations/repartition
and performances for each case study.

CONCLUSION

We propose an array processing method with
small seismic arrays to monitor induced micro-
seismicity in urban contexts where the strong
anthropogenic noise level makes the detection
of small events difficult with standard seismic net-
works. The design of our arrays allows us to in-
vestigate up to high frequencies (40–80 Hz)
without meeting aliasing problems and to enhance
the S/N using a PWS technique. After an STA/
LTA detection and association, we automatically
locate earthquakes with an MFP approach.
We apply this method to the four-month period

following the shut-in of the injection in the Geor-
hin wells (Vendenheim, France). We significantly
enriched the reference catalog made with the local
surface network with five times more earthquakes,
lowering the magnitude of completeness by more
than half an order of magnitude. Some of these
earthquakes have been manually checked by an-
alysts using the permanent network. The higher
number of referenced events and the enhanced
S/N allow us to have more insight into the sub-
cluster behaviors of low-magnitude events. Our
enriched catalog highlights an intermittence of
seismic activity in the northern cluster during
the period preceding the largest event, although
the fluid pressure is decreasing progressively.
Also, some activity is revealed in the southern
cluster, located 5 km south of the injection well,
previously considered as quiescent during this
period. Similarly to what the reference catalog
shows for the whole sequence, we do not find
any evidence of earthquakes in between the two
clusters, which leaves open the question of the
mechanisms for stress transfer.

Figure 15. The spectrogram on a 20 s long linear stack on array 1 during a magnitude
0.57 earthquake (17 January 2021) on the (a) vertical (DLZ), (b) east (DLE) and (c) north
(DLN) components (normalized over the three components).

Figure 16. (a) Histogram of the number of detected earthquakes per 0.5 wide magnitude
bins (from MLv = −1.5 to MLv = 3) for each array configuration, as a proportion of the
total number of events detected using all the available sensors. (b) A legend describing
the different configurations tested.
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The proposed method could potentially be implemented in an
automatic process, and in real-time if the instrument allows a con-
tinuous transfer of data. It is particularly suitable to refine the mon-
itoring of the time evolution of the induced microseismicity, while
being self-sustaining in locating the new events. However, the cur-
rent implementation of the location algorithm sometimes produces
for the smallest events a location that is not consistent with the rel-
ative arrival times between the arrays. To address this issue, we plan
to investigate the horizontal component and use the S-wave arrivals
in addition to the P-wave arrivals in the location process, which is
challenging because of the lower S/N at frequencies where the S
waves contain more energy.
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