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Abstract

This manuscript deals with the analysis of numerical methods for the full discretization (in time
and space) of the linear heat equation with Neumann boundary conditions, and it provides the
reader with error estimates that are uniform in time. First, we consider the homogeneous equation
with homogeneous Neumann boundary conditions over a finite interval. Using finite differences in
space and the Euler method in time, we prove that our method is of order 1 in space, uniformly in
time, under a classical CFL condition, and despite its lack of consistency at the boundaries. Second,
we consider the nonhomogeneous equation with nonhomogeneous Neumann boundary conditions
over a finite interval. Using a tailored similar scheme, we prove that our method is also of order 1 in
space, uniformly in time, under a classical CFL condition. We indicate how this numerical method
allows for a new way to compute steady states of such equations when they exist. We conclude by
several numerical experiments to illustrate the sharpness and relevance of our theoretical results,
as well as to examine situations that do not meet the hypotheses of our theoretical results, and to
illustrate how our results extend to higher dimensions.

1 Introduction

This article deals with the numerical integration of the classical linear heat equation in dimension 1,
over a finite interval with homogeneous Neumann boundary conditions, and is concerned with proving
uniform in time order estimates. The use of homogeneous Neumann boundary conditions is usual, for
example when one wants to truncate an infinite domain (say, R) to a finite one (say, a bounded interval)
and one wants to “allow the solution to get out” (see for example [9] for the transport equation and
references therein). Precisely, this article deals with methods using finite differences in space. This
approach of using finite differences in space for solving linear PDEs in long time on bounded domains
is simple and hence popular (see [11] for the wave equation and [9] for the transport equation), even
though the treatment of the boundary condition raises delicate questions and sometimes unexpected
behaviors. For example, it is well-known that, for the heat equation, the most naive classical finite-
difference approach in space lacks consistency at the boundary of the domain [12]. Note however that,
in this case, the associated matrix is symmetric and hence allows to carry out spectral analysis. A
possible approach to circumvent this inconsistency issue is to use a modified finite-difference matrix
on the first or last lines (as in [12] pages 21-23). This solution produces an order 1 scheme in space for
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the stationary problem that involves a nonsymmetric matrix. Another approach to circumvent this
lack of consistency, developed in [19] (see page 15), consists in introducing a ghost point. Once again,
this last approach yields a nonsymmetric finite-difference matrix.

In this paper, we consider the initial approach, with a symmetric matrix, and the associated time-
dependent heat equation. For this discretization in space, and the explicit Euler method in time,
despite this lack of consistency of the scheme at the boundary that we quantify, we manage to prove
that the scheme has order O(δx) uniformly in time, under the classical CFL condition. To this end,
we perform a thorough spectral analysis allowed by the symmetry of the finite-difference matrix. This
is the main result of this paper and details are provided in Theorem 2.12. The proof relies on the
one hand on a precise estimate of a consistency operator, and on the other hand on a precise control
of the evolution of the numerical error. We use a discrete Gronwall lemma and both discrete and
continuous coercivity estimates, that establish some uniform-in-time stability. This strategy is similar
to the one used to prove the standard Lax theorem, which states that consistency and stability imply
convergence. The originality of this paper is that we manage to carry out the analysis for all times,
and we obtain error estimates that are uniform in time. To the best of our knowledge, this is the first
ever uniform-in-time error analysis result for the heat equation with Neumann boundary conditions.

We also extend this analysis to address the nonhomogeneous linear heat equation (with a given source
term and given fluxes at the boundary of the line segment). This provides a way to compute steady
states of the heat equation with pure Neumann boundary conditions. The numerical approximation of
the continuous operator in this context and its analysis arise e.g. in control problems (see for example
[5], [4] and references therein). For the heat equation, the existence of such steady states is submitted
to a compatibility condition between the heat fluxes at the boundary of the domain and the source
term. When this compatibility condition is fulfilled, the direct computation of a steady state is known
to be an ill-posed problem, because the continuous operator is nonnegative and self-adjoint with a
nontrivial kernel. In this context, our method for the time integration of the time dependent heat
equation can be seen as an iterative method to solve the corresponding discrete noninvertible linear
problem. Our main result in this direction is Theorem 4.1. Solving this kind of problems numerically
has a long history and may involve algebraic as well as variational formulations of the problem [1].
Other approaches use a Monte–Carlo formulation via a stochastic representation of the solution [13].

Most results about the convergence of numerical schemes for parabolic problems deal with finite
time horizons (see for example a finite element methods for nonlinear heat equations with Dirichlet
boundary conditions in [3], a Schwarz waveform relaxation method for the linear heat equation in [7],
or numerical methods for fractional heat equations with non smooth data in [10]). Some results about
numerical schemes for parabolic problems deal with the asymptotic behaviour of the schemes in time,
but the question of the order of the scheme for all times is usually not addressed (see for example the
long-time analysis of numerical methods for linear advection diffusion equations, using finite volume
discretization for Dirichlet and Neumann boundary conditions in [2]). When the convergence of
the scheme is addressed uniformly in time, it usually often for problems with Dirichlet boundary
conditions and for weak (or weak-star) topologies. For example, in [18], the author considers two
nonlinear Galerkin methods for the nonlinear Navier–Stokes system in a bounded domain Ω of R2

with homogeneous Dirichlet boundary conditions, and obtains convergence in L2(0, T,H) (where H
is an appropriate subspace of L2(Ω)2) for any finite time horizon T > 0 and weak-star convergence in
L∞(R+,H). In contrast, our aim is to obtain uniform in time strong estimates, to prove convergence
and uniform order of our scheme, and to describe how one can handle Neumann boundary conditions
using a discretization with finite differences that lacks consistency at the boundary of the domain.
Some authors addressed a similar question of obtaining uniform convergence in strong topologies as
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well as uniform order estimates. For example, the present case of the nonlinear heat equation on
a bounded interval with Dirichlet boundary condition using the forward Euler method in time and
finite differences in space has been analyzed in [16]. In some sense, the sections 2 and 3 of this paper
are the analogue of the case f ≡ 0 in [16] to the case of Neumann boundary conditions. Note that,
anyway, frameworks for the longtime nonlinear analysis of schemes for parabolic equations exist (see for
example [20]). However, they do not allow for the analysis of the scheme introduced in this paper (see
Section 6.3), because of the way the Neumann conditions are discretized (lack of consistency with the
Laplace operator at the boundary). Other authors proved convergence results for parabolic problems
in the context of a data assimilation algorithm [14] [8] for the Navier–Stokes equation in dimension
2. In contrast, in this paper, we focus on the classical linear heat equation with Neumann boundary
conditions on a bounded interval, we consider a fully discrete scheme based on finite differences, and we
prove order estimates that are uniform in time for homogeneous as well as nonhomogeneous problems.

The main reason we address this classical problem is that it appears to be a very simplified version
of the problem of the time integration of the linear Fokker–Planck equation (see for example [6]). In
this setting, when the Fokker–Planck equation is homogeneous-in-space, the operator is symmetric
nonnegative (with a nontrivial kernel), and coercivity estimates are a crucial tool to prove exponential
convergence towards equilibrium, in the continuous and discrete settings. Moreover, this symmetric
operator also lacks consistency at the boundary of the velocity domain. For this reason, we wish to
consider discrete linear schemes with symmetric matrices for the operators in the linear continuous
equation that are self-adjoint. For the Fokker–Planck equation, even in the homogeneous-in-space
case, the analysis of the uniform order in time is still an open problem. The linear heat equation
in this paper therefore serves as a toy model for this problem. Even if the analysis is carried out in
dimension 1, our results extend to higher dimensions.

The outline of this paper is as follows. Section 2 is devoted to the introduction of the problem and the
statement of the main result (Theorem 2.12). Section 3 deals with the estimation of the errors in time,
and the proof of the main Theorem. Section 4 presents an application of this result to the computation
of the steady state for nonhomogeneous Neumann problems. Numerical experiments are provided in
Section 5 to show the efficiency and optimality of the theoretical results of the previous sections, and
to illustrate the validity of these results in higher dimensions. This article ends with an appendix
containing technical lemmas and a discussion about the possible generalization of the method to the
discretization of the linear homogeneous Fokker–Planck equation with Neumann boundary conditions.

2 Setting of the problem and main results

2.1 The continuous linear heat equation with homogeneous Neumann boundary

conditions

We consider the solution u = u(t, x) to the problem
{
∂tu(t, x) = Pu(t, x)
u(0, x) = u0(x)

, (1)

where P = ∂2
x is the Laplace operator over (0, L) with homogeneous Neumann boundary conditions

at x = 0 and x = L, for some L > 0. The function u0 ∈ L2(0, L) is some given initial datum,
possibly smoother. We decompose the unknown solution u(t, ·) of (1) at time t > 0 onto the classical
orthonormal basis of L2(0, L) associated to P for the scalar product

〈u, v〉 = 1

L

∫ L

0
u(x)v(x)dx, (2)
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in the form

u(t, x) =

+∞∑

p=0

αpe
−p2 π2

L2 tcp(x), (3)

for t ≥ 0 and x ∈ (0, L), with

cp(x) =
√
2 cos

(
p
π

L
x
)
, p ≥ 1, and c0(x) = 1, (4)

and αp = 〈u0, cp〉 for p ≥ 0.

We denote by 1[0,L] the constant function equal to 1 over [0, L]. We denote the norm associated to
the scalar product (2) by ‖ · ‖L2 and the mean value of any function v ∈ L2(0, L) by

〈v〉 = 〈v, 1[0,L]〉 =
1

L

∫ L

0
v(x)dx. (5)

2.2 Decay properties of the solutions of (1)

A classical result for the solutions to the linear heat equation (1) is the following

Property 2.1. Assume u0 ∈ L2(0, L). The corresponding solution u to (1) satisfies

∀t ≥ 0, ‖u(t, ·) − 〈u0〉1[0,L]‖L2 ≤ e−
π2

L2 t‖u0‖L2 .

Proof. Using twice the fact that the functions (cp)p≥0 are an orthonormal Hilbert basis of L2(0, L),
we have, with the notations introduced above, for all t ≥ 0,

∥∥u(t, ·)− 〈u0〉1[0,L]
∥∥2

L2 =
+∞∑

p=1

(
αp e

−p2 π2

L2 t

)2

≤ e−2 π2

L2 t
+∞∑

p=1

α2
p ≤ e−2 π2

L2 t
∥∥u0
∥∥2
L2 .

Assuming extra smoothness on the initial datum u0, this decay property also holds for x-derivatives
of the exact solution to the linear equation (1), as is stated, for example, in Property 2.6.

Property 2.2 (Domain of the operator P ). The domain Dom(P ) of the operator P is the set of
functions u ∈ L2(0, L) such that ∂2

xu ∈ L2(0, L) and ∂xu(0) = ∂xu(L) = 0. Observe in particular that
Dom(P ) ⊂ H2(0, L).

Throughout the paper, we assume the following on the initial datum u0:

u0 ∈ Dom(P ), Pu0 ∈ Dom(P ), P 2u0 ∈ Dom(P ). (6)

Remark 2.3. The hypothesis (6) is for example fulfilled for example in either of the following cases:

• u0 is C∞ over (0, L) with compact support,

• u0 is the restriction to [0, L] of an even 2L-periodic function of class C6 over R.
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Remark 2.4. Assume that u0 ∈ L2(0, L). Then, for all t > 0, the corresponding solution u(t) =
e−tPu0 of (1) at time t defined in (3) satisfies the hypothesis (6). In particular, if u0 ∈ L2(0, L)
does not satisfy the hypothesis (6), then it does instantaneously after t = 0. The numerical long-time
analysis presented below can surely be adapted using this remark to suppress the hypothesis (6) and
replace it with the simple hypothesis that u0 ∈ L2(0, L) (see for example Remark 4.3). We shall not
do this here for the sake of brevity. However, we illustrate this fact numerically in Section 5.

Property 2.5. If u0 satisfies (6), then the corresponding solution u of (1) defined in (3) is in
C2([0;+∞[, L2(0, L)).

Property 2.6. Assume that u0 satisfies (6). Then, the corresponding solution u to (1) obtained by
(3) satisfies

∀t ≥ 0,
∥∥P 2u(t)

∥∥
L2 ≤ e−

π2

L2 t
∥∥P 2u0

∥∥
L2 , (7)

and

∀t ≥ 0,
∥∥∂xP 2u(t)

∥∥
L2 ≤ e−

π2

L2 t
∥∥∂xP 2u0

∥∥
L2 . (8)

Proof. Since P 2u0 ∈ Dom(P ), we have that t 7→ P 2u(t) is continuous from [0;+∞) to L2(0, L). Since
it has zero mean value and solves the homogeneous linear heat equation with homogeneous Neumann
boundary condition, with initial datum P 2u0 ∈ L2(0, L) with zero mean value (since Pu0 ∈ Dom(P )),
we infer that (7) holds, using Property 2.1.

Moreover, the function t 7→ ∂5
xu(t) is continuous over [0,+∞) with values in L2(0, L), and solves the

linear homogeneous heat equation with homogeneous Dirichlet boundary condition, and initial datum
∂5
xu

0 ∈ L2(0, L) (which vanishes at 0 and L since P 2u0 ∈ Dom(P )). We infer that (8) holds.

2.3 The discretized problem

We consider the discretization of the Laplace operator with homogeneous Neumann boundary condi-
tions on (0, L) that appears in (1). To do so, we set J ≥ 2 and define xj = jδx for 0 ≤ j ≤ J − 1 and
δx = L/(J − 1). We equip R

J with the inner product

〈v,w〉δ =
1

J

J−1∑

j=0

vjwj , (v,w) ∈ R
J × R

J , (9)

which is a discrete analogue to (2), and denote by ‖ · ‖ℓ2 the associated norm. And, similarly to (5),
denoting 1 = (1, . . . , 1)⊤, we set

〈v〉δ = 〈v, 1〉δ =
1

J

J−1∑

j=0

vj , (10)

for all v ∈ R
J . We can think of vj as an approximation of some smooth function v on [0, L] at point

xj. We introduce the classical matrix

Pδ =
1

δx2




−1 1 0 0 . . . 0
1 −2 1 0 . . . 0

0 1 −2 1
. . .

...
...

. . .
. . .

. . .
. . . 0

0 . . . 0 1 −2 1
0 . . . . . . 0 1 −1




.
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It is a real symmetric matrix and Pδ has J simple real eigenvalues which read

λℓ = − 4

δx2
sin2

(
ℓπ

2J

)
, 0 ≤ ℓ ≤ J − 1. (11)

The eigenspace for the eigenvalue λ0 = 0 is generated by the vector 1. See Section 3.1 for more on
the spectral analysis of Pδ.

For δt > 0 we consider the explicit fully discrete iterative scheme
{
v
n+1 = (Id+ δtPδ)v

n

v
0 given in R

J , (12)

which is a discrete analogue of (1). The classical CFL condition of this scheme (see Proposition 2.7)
reads

δt

δx2
≤ 1

2
. (13)

Note that (12) is a fully discrete analogue of (1), where P is discretized by Pδ in space and the explicit
Euler method is used in time. We can think of v0 as a discrete approximation of u0. Let us denote
by ‖ · ‖ℓ2 the norm associated to the scalar product defined in (9). We have the following classical
stability result.

Proposition 2.7. Assume J ≥ 2 and δt > 0 are such that the CFL condition (13) is fulfilled. We
have

ρ((Id+ δtPδ)) = 1 and ∀v ∈ R
J , ‖(Id + δtPδ)v‖ℓ2 ≤ ‖v‖ℓ2 , (14)

where ρ denotes the spectral radius.

Proof. The CFL condition (13) ensures that the eigenvalues of Pδ satisfy (see Equation 11)

∀ℓ ∈ {0, · · · , J − 1}, |1 + δtλℓ| ≤ 1.

This implies that ρ(Id + δtPδ) = 1 (recall that λ0 = 0). The fact that, additionally, Pδ is symmetric
and has eigenvectors forming an orthogonal basis of RJ yields (14).

We make repeated use of the existence of a spectral gap for the operator Pδ, which is described in the
following proposition.

Proposition 2.8. Assume L > 0 is fixed, J ≥ 2 and δt > 0 are given. We set, using the eigenvalues
(λℓ)0≤ℓ≤J−1 of Pδ defined in (11),

η = max
1≤ℓ≤J−1

|1 + δtλℓ| . (15)

Assuming that the CFL condition (13) is fulfilled, we have

0 < η < 1. (16)

Proof. Thanks to (11), we observe that λ0 = 0 and for ℓ ∈ {1, · · · , J − 1}, 0 < ℓπ/(2J) < π/2, so that
0 < sin2 (ℓπ/(2J)) < 1 and hence, using (13), −2 < −4δt/(δx2)× sin2 (ℓπ/(2J)) < 0, and therefore

−1 < 1 + δtλℓ < 1.

This proves (16), since the J − 1 values (1 + δtλℓ)1≤ℓ≤J−1 are all distinct (hence not all zero) as soon
as J ≥ 3 (J = 2 is easily treated separately).

Another useful and more precise estimate on the eigenvalues of I + δtPδ is provided in Proposition
3.2.
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2.4 Description of the lack of consistency

Definition 2.9. We introduce the “projection” operator Πδx acting on continuous functions w over
the closed bounded interval [0, L] by setting for all j ∈ {0, · · · , J − 1}, (Πδx(w))j = w(xj).

The consistency of the operator Pδ with respect to P can be measured using the following operator.

Definition 2.10. For all smooth function w over [0, L], we set for all J ≥ 2,

Lδw = (ΠδxP − PδΠδx)w =




∂2
xw(x0)− w(x1)−w(x0)

δx2

∂2
xw(x1)− w(x0)−2w(x1)+w(x2)

δx2

...

∂2
xw(xJ−2)− w(xJ−3)−2w(xJ−2)+w(xJ−1)

δx2

∂2
xw(xJ−1)− w(xJ−2)−w(xJ−1)

δx2




.

For the analysis to come, we split the consistency defect above into two terms.

Proposition 2.11. For all smooth function w over [0, L] such that ∂xw(x0) = ∂xw(xJ−1) = 0, we
have for all J ≥ 2,

Lδw := (ΠδxP − PδΠδx)w = L1
δw + δx2L2

δw, (17)

with

L1
δw =




1

2
∂2
xw(x0) +

δx

2

∫ 1

0
(1− σ)2∂3

xw(σδx)dσ

0
...
0

1

2
∂2
xw(xJ−1) +

δx

2

∫ 1

0
(1− σ)2∂3

xw(xJ−2 + σδx)dσ




, (18)

and

L2
δw =

1

6




0∫ 1

0
(1− σ)3∂4

xw(x1 + σδx)dσ +

∫ 1

0
(σ − 1)3∂4

xw(x1 − σδx)dσ

...∫ 1

0
(1− σ)3∂4

xw(xJ−2 + σδx)dσ +

∫ 1

0
(σ − 1)3∂4

xw(xJ−2 − σδx)dσ

0




. (19)

An interpretation of the splitting (17) of the consistency error of the operator Pδ with respect to P
is the following: The operator Pδ is consistent with the operator P to order δx2 at interior points
(xj)1≤j≤J−2, yet it is not consistent at boundary points x0 and xJ−1. This is the main difficulty in
the error analysis of the scheme (12). We shall explain how to deal with this lack of consistency in
Section 3.2.

2.5 Main results

The main result of this paper is the following error estimate, that is valid uniformly in time for the
approximation of the solutions of the linear heat equation (1) by the linear scheme (12). In particular,
this result encapsulates the lack of consistency that appears through the operator L1

δx+ δx2L2
δx defined
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in (17), and shows how the error behaves over short and long times. The proof of the result is carried
out in Section 3, and numerical results illustrating and supporting it are provided in Section 5.

Theorem 2.12. Assume L > 0 is fixed. There exists C > 0 such that for all u0 ∈ H6(0, L) satisfying
(6), for all J ≥ 2, δt ∈ (0, 1) such that the CFL condition (13) holds, and all n ≥ 1,

‖Πδxu(nδt)− v
n‖ℓ2 ≤

∥∥Πδxu
0 − v

0
∥∥
ℓ2
+ C


δx

+∞∑

p=1

|αp|p4 + δt
∥∥P 2u0

∥∥
H1


 . (20)

This theorem implies straightforwardly the following corollary.

Corollary 2.13. Assume L > 0 is fixed. There exists C > 0 such that for all u0 ∈ H6(0, L) satisfying
(6), for all J ≥ 2, δt ∈ (0, 1) such that the CFL condition (13) holds, the numerical solution (vn)n≥0

of (12) starting from v
0 = Πδxu

0 satisfies for all n ≥ 1,

‖Πδxu(nδt)− v
n‖ℓ2 ≤ C(δx+ δt)‖u0‖H5 .

Proof. On the one hand, since u0 satisfies (6), it is obvious that

∥∥P 2u0
∥∥
H1 ≤ ‖u0‖H5 .

On the other hand, we have

+∞∑

p=1

|αp|p4 ≤




+∞∑

p=1

|αp|2p10



1
2

×




+∞∑

p=1

p−2




1
2

≤ C




+∞∑

p=1

|αp|2
(pπ
L

)10



1
2

≤ C‖∂5
xu

0‖L2 ≤ C‖u0‖H5 ,

where we used (6) for the computation of the coefficients of ∂5
xu

0 in the sine basis of L2(0, L). This
concludes the proof of the corollary.

These two results say, in particular, that the scheme (12) applied to the discretized version of (1) using
the finite-difference matrix Pδ, under the CFL condition (13), has uniform-in-time order O(δt1/2), if

we have in mind that, in the specific CFL regime δt = δx2/2, δx = O(δt
1
2 ).

3 Error analysis

This section is devoted to the proof of Theorem 2.12. Section 3.1 extends the spectral analysis of
the operator Pδ. Sections 3.2 and 3.3 present an analysis of the second and third terms in the
decomposition (21) of the error below. Finally, Section 3.4 sums up the previous result, and allows
for the proof of Theorem 2.12.

Using the operator Πδx defined above (see Definition 2.9), we define for all n ∈ N the convergence
error at time step number n by

e
n = Πδxu(nδt)− v

n,

where u solves (1) and (vn)n≥0 is given by (12). Since u0 satisfies (6), Property 2.5 ensures that
t 7→ u(t) is C2 from [0,+∞) to L2(0, L). Hence, using (1) in a Taylor expansion in integral remainder
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form of t 7→ u(t) at t = nδt, we obtain

e
n+1 = Πδx

(
u(nδt) + δtPu(nδt) +

∫ (n+1)δt

nδt
((n+ 1)δt − s)P 2u(s)ds

)
− (Id+ δtPδ) v

n

= Πδxu(nδt) + δtΠδxPu(nδt)− (Id+ δtPδ) v
n + Πδx

∫ (n+1)δt

nδt
((n + 1)δt − s)P 2u(s)ds

= (Id+ δtPδ) e
n + δt (ΠδxP − PδΠδx)u(nδt)︸ ︷︷ ︸

:=εn1

+

∫ (n+1)δt

nδt
((n + 1)δt− s)ΠδxP

2u(s)ds

︸ ︷︷ ︸
:=εn2

.

This yields the expression of the error as

e
n = (Id+ δtPδ)

n
e
0 +

n−1∑

k=0

(Id+ δtPδ)
n−1−k εk1 +

n−1∑

k=0

(Id+ δtPδ)
n−1−k εk2 . (21)

Observe that the terms in ε1 and ε2 only depend on the exact solution u. Note also that ε1 contains
a factor δt and ε2 scales as δt2.

The goal of this section is to establish uniform in time estimates on the three terms in the right-hand
side of (21), in order to prove Theorem 2.12. The term with ε1 is studied in Section 3.2 and that with
ε2 is studied in Section 3.3. We start in Section 3.1 with some additional spectral properties of the
matrix Pδ.

3.1 Spectral analysis of Pδ

Spectral decomposition of Pδ

Lemma 3.1. For all J ≥ 2, the symmetric matrix Pδ is nonpositive. Its eigenvalues are simple and
given by (11). Moreover, the corresponding eigenvectors W0 = 1 and, for ℓ ∈ {1, ·, J − 1},

(Wℓ)j =
√
2 cos(ℓ(j + 1/2)π/J), j ∈ {0, . . . , J − 1},

form an orthonormal basis of RJ for the inner product defined in (9).

The proof, which is very classical, is not included in this paper.

Decomposition of the boundary terms using the spectral decomposition of Pδ

Let us denote by (ej)0≤j≤J−1 the canonical basis of RJ . Using the spectral decomposition of Pδ given
by Lemma 3.1, we have

e0 =

J−1∑

ℓ=0

〈e0,Wℓ〉δWℓ =

√
2

J

J−1∑

ℓ=1

cos

(
ℓπ

2J

)
Wℓ +

1

J
W0, (22)

and

eJ−1 =
J−1∑

ℓ=0

〈eJ−1,Wℓ〉δWℓ =

√
2

J

J−1∑

ℓ=1

(−1)ℓ cos

(
ℓπ

2J

)
Wℓ +

1

J
W0. (23)
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Estimates of the powers of (Id+ δtPδ)

Proposition 3.2. For all L > 0, δt > 0 and J ≥ 2 such that (13) holds, one has for all ℓ ∈ {0, · · · , J − 1},

|1 + δtλℓ| ≤ e−
δt
δx2

sin( ℓπ
J )

2

. (24)

Proof. Observe that, for ℓ ∈ {0, · · · , J − 1}, we have

1 + δtλℓ = 1− 4
δt

δx2 sin

(
ℓπ

2J

)2

.

In particular,

(1 + δtλℓ)
2 = 1− 8

δt

δx2 sin

(
ℓπ

2J

)2

+ 16
δt2

δx4 sin

(
ℓπ

2J

)4

.

Using that for all u ∈ R, 1− u ≤ e−u, we obtain

(1 + δtλℓ)
2 ≤ exp

(
−8

δt

δx2 sin

(
ℓπ

2J

)2

+ 16
δt2

δx4 sin

(
ℓπ

2J

)4
)

≤ exp

(
−8

δt

δx2 sin

(
ℓπ

2J

)2
(
1− 2

δt

δx2 sin

(
ℓπ

2J

)2
))

≤ exp

(
−8

δt

δx2 sin

(
ℓπ

2J

)2
[(

1− 2
δt

δx2

)
× 1 + 2

δt

δx2

(
1− sin

(
ℓπ

2J

)2
)])

.

In particular, taking square roots,

|1 + δtλℓ| ≤ exp

(
−4

δt

δx2 sin

(
ℓπ

2J

)2
[(

1− 2
δt

δx2

)
× 1 + 2

δt

δx2

(
1− sin

(
ℓπ

2J

)2
)])

.

Using (13), we have

2
δt

δx2 ≥ 0, 1− 2
δt

δx2 ≥ 0,

and the sum of these two real numbers is 1. By convexity over R of the exponential function, we infer

|1 + δtλℓ|

≤
(
1− 2

δt

δx2

)
exp

(
−4

δt

δx2
sin

(
ℓπ

2J

)2

× 1

)
+ 2

δt

δx2 exp

(
−4

δt

δx2
sin

(
ℓπ

2J

)2

×
(
1− sin

(
ℓπ

2J

)2
))

≤
(
1− 2

δt

δx2

)
exp

(
−4

δt

δx2
sin

(
ℓπ

2J

)2

× 1

)
+ 2

δt

δx2 exp

(
−4

δt

δx2
sin

(
ℓπ

2J

)2

× cos

(
ℓπ

2J

)2
)

≤
(
1− 2

δt

δx2

)
exp

(
−4

δt

δx2
sin

(
ℓπ

2J

)2

× cos

(
ℓπ

2J

)2
)

+ 2
δt

δx2 exp

(
−4

δt

δx2 sin

(
ℓπ

2J

)2

× cos

(
ℓπ

2J

)2
)

≤ exp

(
−4

δt

δx2
sin

(
ℓπ

2J

)2

× cos

(
ℓπ

2J

)2
)
.

As a conclusion, this implies (24).

We provide the following estimate of the sum of the powers of (Id+ δtPδ).
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Proposition 3.3. Assume L > 0 is fixed, J ≥ 2 and δt > 0 are given. Let η be defined by (15).
Assuming the CFL condition (13), we have

∀n ≥ 1, δt
n−1∑

k=0

ηk ≤ 2L2.

Proof. On the one hand, using the CFL condition (13), Proposition 3.2 and the definition (15) of η

ensure that η ≤ e−
δt
δx2

sin(π
J )

2

< 1. This ensures that, for all n ≥ 1,

δt

n−1∑

k=0

ηk ≤ δt

n−1∑

k=0

e−k δt
δx

sin(π
J )

2

≤ δt
1− e−n δt

δx2
sin(π

J )
2

1− e−
δt
δx2

sin(π
J )

2 ≤ δt
1

1− e−
δt
δx2

sin(π
J )

2 .

Moreover, using the CFL condition (13), we have δt sin(π/J)2/δx2 ≤ 1/2, and hence this number z > 0
satisfies 1/(1 − e−z) ≤ 2/z. This implies that, for all n ≥ 1,

δt
n−1∑

k=0

ηk ≤ δt
2

δt
δx2 sin

(
π
J

)2 ≤ 2
δx2

sin
(
π
J

)2 ≤ 2
π2

4

δx2

(
π
J

)2 .

Since δx = L/(J − 1), we have

δt

n−1∑

k=0

ηk ≤ 1

2
(Jδx)2 ≤ 1

2
L2

(
J

J − 1

)2

≤ 2L2,

since J ≥ 2.

Another useful estimate of the powers of (Id+ δtPδ) is the following, the proof of which can be found
in Section 6.1.

Proposition 3.4. For all L > 0, there exists C > 0 such that for all J ≥ 2, for all δt > 0 such that
(13) holds, we have

J−1∑

ℓ=1

∣∣∣∣∣δt
n−1∑

k=0

(1 + δtλℓ)
k

∣∣∣∣∣

2

≤ C,

where (λℓ)0≤ℓ≤J−1 are the eigenvalues of Pδ (see (11)).

3.2 Analysis of the term in ε1

We insert the splitting (17) into the error term with ε1 in (21). We obtain

n−1∑

k=0

(Id+ δtPδ)
n−1−kεn1 = δt

n−1∑

k=0

(Id+ δtPδ)
n−1−kLδu(kδt, ·)

= δt

n−1∑

k=0

(Id+ δtPδ)
n−1−kL1

δu(kδt, ·) + δtδx2
n−1∑

k=0

(Id+ δtPδ)
n−1−kL2

δu(kδt, ·).

In this section, we deal with the first and second term in this decomposition, and conclude.
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Analysis of the term with L1
δ

Proposition 3.5. Assume L > 0 is fixed. There exists C > 0 such that for all u0 ∈ H6(0, L) satisfying
(6), for all δt ∈ (0, 1) and J ≥ 2 such that the CFL condition (13) holds, and all n ≥ 1,

∥∥∥∥∥δt
n−1∑

k=0

(Id+ δtPδ)
n−1−kL1

δu(kδt, ·)
∥∥∥∥∥
ℓ2

≤ Cδx

+∞∑

p=1

|αp|p3. (25)

Proof. Using the formula (3) for the exact solution u to (1), we obtain the following ℓ2 error inequality,

∥∥∥∥∥δt
n−1∑

k=0

(Id+ δtPδ)
n−1−kL1

δu(kδt, ·)
∥∥∥∥∥
ℓ2

≤
+∞∑

p=1

|αp|
∥∥∥∥∥δt

n−1∑

k=0

(Id+ δtPδ)
n−1−k(L1

δcp)e
−p2 π2

L2 kδt

∥∥∥∥∥
ℓ2

. (26)

Observe the disappearance of the term in p = 0 in the sum above, since L1
δxc0 = 0 according to

(18). Let us fix p ≥ 1. Since the only possibly nonzero coefficients of L1
δcp are its first and last ones

(see (18)), we can use the decompositions (22) and (23) in the orthonormal basis of RJ consisting in
W0, · · · ,WJ−1 (see Lemma 3.1):

δt
n−1∑

k=0

(Id+ δtPδ)
n−1−k

(
L1
δcp
)
e−p2 π2

L2 kδt

=

√
2

J
δt

J−1∑

ℓ=1

cos

(
πℓ

2J

)([
L1
δcp
]
0
+ (−1)ℓ

[
L1
δcp
]
J−1

)(n−1∑

k=0

(1 + δtλℓ)
n−1−ke−p2 π2

L2 kδt

)
Wℓ

+
δt

J

([
L1
δcp
]
0
+
[
L1
δcp
]
J−1

)(n−1∑

k=0

e−p2 π2

L2 kδt

)
W0. (27)

Using the orthonormality of the basis (Wℓ)0≤ℓ≤J−1, we obtain

∥∥∥∥∥δt
n−1∑

k=0

(Id+ δtPδ)
n−1−kL1

δcp e
−p2 π2

L2 kδt

∥∥∥∥∥

2

ℓ2

=
2

J2
δt2

J−1∑

ℓ=1

cos2
(
πℓ

2J

)([
L1
δcp
]
0
+ (−1)ℓ

[
L1
δcp
]
J−1

)2
(

n−1∑

k=0

(1 + δtλℓ)
n−1−ke−p2 π2

L2 kδt

)2

+
1

J2
δt2
([

L1
δcp
]
0
+
[
L1
δcp
]
J−1

)2
(

n−1∑

k=0

e−p2 π2

L2 kδt

)2

≤ 4
δt2

J2

([
L1
δcp
]2
0
+
[
L1
δcp
]2
J−1

) J−1∑

ℓ=1

(
n−1∑

k=0

(1 + δtλℓ)
n−1−ke−p2 π2

L2 kδt

)2

+2
δt2

J2

([
L1
δcp
]2
0
+
[
L1
δcp
]2
J−1

)(n−1∑

k=0

e−p2 π2

L2 kδt

)2

. (28)
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For the first term in the estimate above, we observe that for all p ≥ 1,

J−1∑

ℓ=1

(
n−1∑

k=0

(1 + δtλℓ)
n−1−ke−p2 π2

L2 kδt

)2

=
J−1∑

ℓ=1




n−1∑

k1=0

(1 + δtλℓ)
n−1−k1e−p2 π2

L2 k1δt






n−1∑

k2=0

(1 + δtλℓ)
n−1−k2e−p2 π2

L2 k2δt




=

n−1∑

k1=0

n−1∑

k2=0

e−p2 π2

L2 (k1+k2)δt
J−1∑

ℓ=1

(1 + δtλℓ)
2n−2−k1−k2 .

Using the CFL condition (13), we may use Proposition 3.2 to obtain

J−1∑

ℓ=1

(
n−1∑

k=0

(1 + δtλℓ)
n−1−ke−p2 π2

L2 kδt

)2

≤
n−1∑

k1=0

n−1∑

k2=0

e−p2 π2

L2 (k1+k2)δt
J−1∑

ℓ=1

e−
δt
δx2

(2n−2−k1−k2) sin2( ℓπ
J ). (29)

One can split the sum on nonnegative numbers in (k1, k2) ∈ {0, · · · , n − 1}2 above into the sum over
the set Cn consisting in the (k1, k2) ∈ {0, · · · , n − 1}2 with 2n − 2− k1 − k2 ≥ 1 and the term where

k1 = k2 = n − 1. The latter is bounded by (J − 1)e−p2 π2

L2 (2n−2)δt. The former is bounded, thanks to
Lemma 6.2, by

∑

(k1,k2)∈Cn

e−p2 π2

L2 (k1+k2)δt
J−1∑

ℓ=1

e−
δt
δx2

(2n−2−k1−k2) sin2( ℓπ
J )

≤ 1

δx

∑

(k1,k2)∈Cn

e−p2 π2

L2 (k1+k2)δtδx
J−1∑

ℓ=1

e−
δt
δx2

(2n−2−k1−k2) sin2( ℓπ
J )

≤ 1

δx

∑

(k1,k2)∈Cn

e−p2 π2

L2 (k1+k2)δtC
δx√

(2n − 2− k1 − k2)δt

≤ C
∑

(k1,k2)∈Cn

e−p2 π2

L2 (k1+k2)δt 1√
(2n− 2− k1 − k2)δt

.

where C > 1 may depend on L but does not depend either on n ≥ 1 or k1, k2 ∈ {0, · · · , n−1} or δt > 0
or J ≥ 2 or p ≥ 1 (see Lemma 6.2). Using this estimate in (29) and taking the term in k1 = k2 = n−1
into account, we infer for the term first term in the right-hand side of (28) above

4
δt2

J2

([
L1
δcp
]2
0
+
[
L1
δcp
]2
J−1

) J−1∑

ℓ=1

(
n−1∑

k=0

(1 + δtλℓ)
n−1−ke−p2 π2

L2 kδt

)2

≤ 4
δt2

J2

([
L1
δcp
]2
0
+
[
L1
δcp
]2
J−1

)

(J − 1)e−p2 π2

L2 2(n−1)δt + C
∑

(k1,k2)∈Cn

e−p2 π2

L2 (k1+k2)δt

√
(2n − 2− k1 − k2)δt




≤ 4C

J2

([
L1
δcp
]2
0
+
[
L1
δcp
]2
J−1

)

(J − 1)δt2e−p2 π2

L2 2(n−1)δt + δt2
∑

(k1,k2)∈Cn

e−p2 π2

L2 (k1+k2)δt

√
(2n− 2− k1 − k2)δt


 ,

where we used C > 1 and distributed δt2 in the sum.
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On the one hand, using (13), we have

(J − 1)δt2 ≤
√
2

2
(J − 1)δxδt3/2 ≤ Lδt3/2,

which is bounded since δt ∈ (0, 1). On the other hand, using Lemma 6.4, we infer that

δt2
∑

(k1,k2)∈Cn

e−p2 π2

L2 (k1+k2)δt

√
(2n − 2− k1 − k2)δt

≤ C,

for some C > 0 that may depend on L but that does not depend on n ≥ 2, p ≥ 1, δt ∈ (0, 1). This
implies

4
δt2

J2

([
L1
δcp
]2
0
+
[
L1
δcp
]2
J−1

) J−1∑

ℓ=1

(
n−1∑

k=0

(1 + δtλℓ)
n−1−ke−p2 π2

L2 kδt

)2

≤ Cδx2
([

L1
δcp
]2
0
+
[
L1
δcp
]2
J−1

)
,

for some C > 0 that may depend on L but that does not depend on n ≥ 2, p ≥ 1, δt ∈ (0, 1). This
concludes the proof for the first term in the right-hand side of (28). Observe that a similar bound
holds for the second term in the right-hand side of (28):

2
δt2

J2

([
L1
δcp
]2
0
+
[
L1
δcp
]2
J−1

)(n−1∑

k=0

e−p2 π2

L2 kδt

)2

≤ 2

J2

([
L1
δcp
]2
0
+
[
L1
δcp
]2
J−1

)(
δt

n−1∑

k=0

e−p2 π2

L2 kδt

)2

≤ Cδx2
([

L1
δcp
]2
0
+
[
L1
δcp
]2
J−1

)
,

for some C > 0 that may depend on L but that does not depend on p ≥ 1, n ≥ 2 or δt ∈ (0, 1) (see
the proof of Lemma 6.4 for details). Using these estimates in (28) and taking square roots, we infer
for all p ≥ 1,

∥∥∥∥∥δt
n−1∑

k=0

(Id+ δtPδ)
n−1−kL1

δcp(·)e−p2 π2

L2 kδt

∥∥∥∥∥
ℓ2

≤ Cδx
(∣∣[L1

δcp
]
0

∣∣+
∣∣∣
[
L1
δcp
]
J−1

∣∣∣
)
.

Moreover, using (18), there exists C > 0 such that for all p ≥ 1,

∣∣[L1
δcp
]
0

∣∣+
∣∣∣
[
L1
δcp
]
J−1

∣∣∣ ≤ Cp3.

Therefore, using the last two estimates above and (26), we obtain (25).

Analysis of the term with L2
δ

Proposition 3.6. Assume L > 0 is fixed. There exists C > 0 such that for all u0 ∈ H6(0, L) satisfying
(6), for all δt ∈ (0, 1) and J ≥ 2 such that the CFL condition (13) holds, and all n ≥ 1,

∥∥∥∥∥δt
n−1∑

k=0

(Id+ δtPδ)
n−1−kδx2L2

δu(kδt, ·)
∥∥∥∥∥
ℓ2

≤ Cδx2
+∞∑

p=1

|αp|p4. (30)
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Proof. Using the exact solution formula (3), we may write

∥∥∥∥∥δt
n−1∑

k=0

(Id+ δtPδ)
n−1−kδx2L2

δu(kδt, ·)
∥∥∥∥∥
ℓ2

≤ δtδx2
+∞∑

p=1

|αp|
∥∥∥∥∥
n−1∑

k=0

(Id+ δtPδ)
n−1−k(L2

δcp)e
−p2 π2

L2 kδt

∥∥∥∥∥
ℓ2

≤ δtδx2
+∞∑

p=1

|αp|
n−1∑

k=0

∥∥∥(Id+ δtPδ)
n−1−k(L2

δcp)
∥∥∥
ℓ2
e−p2 π2

L2 kδt

≤ δtδx2
+∞∑

p=1

|αp|
∥∥L2

δcp
∥∥
ℓ2

n−1∑

k=0

e−p2 π2

L2 kδt,

using also (14) because of the CFL condition (13). Since obviously, in view of (19),
∥∥L2

δcp
∥∥
ℓ2

≤ Cp4,

where C > 0 may depend on L but does not depend on p ≥ 1 or J ≥ 2, we infer (30).

Synthesis of the analysis of the term in Lδ

Plugging (25) and (30) into (17), we infer the following uniform in time error estimate for the term
in ε1 in (21).

Proposition 3.7. Assume L > 0 is fixed. There exists C > 0 such that for all u0 ∈ H6(0, L) satisfying
(6), for all δt ∈ (0, 1) and J ≥ 2 such that the CFL condition (13) holds, and all n ≥ 1,

∥∥∥∥∥δt
n−1∑

k=0

(Id+ δtPδ)
n−1−kLδu(kδt, ·)

∥∥∥∥∥
ℓ2

≤ Cδx

+∞∑

p=1

|αp|p4. (31)

3.3 Analysis of the term in ε2

In contrast to the uniform in time error estimate (31) for the term in ε1 in (21) obtained in Section 3.2,
the following uniform in time error estimate (32) for the term in ε2 in (21) is more simply obtained,
using essentially the exponential decay of the x-derivatives of the exact solution of (1).

Proposition 3.8. Assume L > 0 is fixed. There exists C > 0 such that for all u0 ∈ H6(0, L) satisfying
(6), for all δt ∈ (0, 1), J ≥ 2, such that the CFL condition (13) holds, all n ≥ 1,

∥∥∥∥∥
n−1∑

k=0

(Id+ δtPδ)
n−1−k εk2

∥∥∥∥∥
ℓ2

≤ Cδt‖P 2u0‖H1 . (32)

Proof. Since u0 ∈ H6(0, L), we have for all t ≥ 0, u(t) ∈ H6(0, L). In particular, for all t ≥ 0,
P 2u(t) ∈ H2(0, L). Using Lemma 6.5, we infer that for all t ≥ 0,

‖ΠδxP
2u(t)‖ℓ2 ≤ C‖P 2u(t)‖H1 .

Using the exponential decay properties (7) and (8) of Property 2.6, we have

∀t ≥ 0, ‖P 2u(t)‖H1 ≤ e−
π2

L2 t‖P 2u0‖H1 .

This implies that

∀t ≥ 0, ‖ΠδxP
2u(t)‖ℓ2 ≤ Ce−

π2

L2 t‖P 2u0‖H1 .
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The condition (13) implies that (14) holds. This allows to obtain
∥∥∥∥∥
n−1∑

k=0

(Id+ δtPδ)
n−1−k εk2

∥∥∥∥∥
ℓ2

≤
n−1∑

k=0

∥∥∥(Id+ δtPδ)
n−1−k εk2

∥∥∥
ℓ2

≤
n−1∑

k=0

∥∥∥εk2
∥∥∥
ℓ2

≤ δt2
n−1∑

k=0

∥∥∥∥
∫ 1

0
(1− σ)ΠδxP

2u(kδt + σδt)dσ

∥∥∥∥
ℓ2

≤ δt2
n−1∑

k=0

∫ 1

0
(1 − σ)

∥∥ΠδxP
2u(kδt + σδt)

∥∥
ℓ2
dσ

≤ Cδt2
n−1∑

k=0

∫ 1

0
(1− σ)

∥∥P 2u(kδt+ σδt)
∥∥
H1 dσ

≤ Cδt2
n−1∑

k=0

∫ 1

0
(1− σ)e−

π2

L2 (k+σ)δtdσ × ‖P 2u0‖H1

≤ Cδt2
n−1∑

k=0

e−
π2

L2 kδt
∫ 1

0
(1− σ)e−

π2

L2 σδtdσ

︸ ︷︷ ︸
≤ 1

2

×‖P 2u0‖H1

≤ C
δt2

2

n−1∑

k=0

e−
π2

L2 kδt × ‖P 2u0‖H1

≤ C
δt2

2

1

1− e−
π2

L2 δt
× ‖P 2u0‖H1

≤ C
L2δt

2π2
×

π2

L2 δt

1− e−
π2

L2 δt
× ‖P 2u0‖H1 .

This proves (32) since the function s 7→ s/(1− e−s) is bounded over (0, π2/L2).

3.4 Synthesis of the analysis and proof of the main result

The convergence error en of the numerical scheme (12) applied to the linear heat equation (1) is split
into 3 terms (see Equation (21)). For the first term in (21), for fixed L > 0, we have for all J ≥ 2,
δt > 0 such that the CFL condition (13) holds,

∀n ∈ N, ‖ (Id+ δtPδ)
n
e
0‖ℓ2 ≤ ‖e0‖ℓ2 = ‖Πδxu

0 − v
0‖ℓ2 . (33)

For the second term in (21), we use Proposition 3.7 (hence Propositions 3.5 and 3.6) to obtain (31).
For the third term in (21), we use Proposition 3.8 to obtain (32). This proves Theorem 2.12.

4 Application to the computation of a steady state

4.1 The continuous nonhomogeneous setting

As a by-product of the analysis carried out in Section 3 that led to the proof of Theorem 2.12,
one obtains an explicit, albeit complicated, formula that solves the naively discretized stationary pure
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Neumann problem (see (34) below) with orderO(δx). This is consistent with the classical compensation
of the inconsistency of a Dirichlet-Neumann problem by the (reinforced) stability property (see [15]).

For f ∈ L2(0, L), β, γ ∈ R, the nonhomogeneous stationary Neumann problem reads





−∂2
xũ

∞ = f
∂xũ

∞(0) = β
∂xũ

∞(L) = γ.
(34)

If there exists a solution ũ∞ to (34), it is a steady state of





∂tũ− ∂2
xũ = f

ũ(0, x) = ũ0(x)
∂xũ(t, 0) = β
∂xũ(t, L) = γ,

(35)

which is a nonhomogeneous version of (1).

Note that (34) is ill-posed. First, solutions to (34) may fail to exist in H2(0, L). Indeed, a necessary
and sufficient compatibility condition for (34) to have a solution is

γ − β +

∫ L

0
f = 0. (36)

Second, solutions to (34) are never unique: There is an additive degree of freedom since adding any
constant function to a solution of (34) yields another solution.

Here is a physical interpretation of (36) in thermodynamics. Assume that ũ(t, x) is the temperature
in a metal rod of size L at time t and position x, and there is a steady heat source f(x) and β and
γ are the temperature gradients at x = 0 and x = L. The condition (36) means that in order for a
steady state of (35) to exist, the total energy due to the source f must be balanced by the energy
fluxes at the boundary. For example, if β > 0 and γ = 0, (36) means that the temperature gradient is
positive at x = 0, so the heat exits the bar leftwards, thus the integral of the source f over the domain
should be positive (and be equal to β), so the production of energy inside the bar compensates the
energy that leaves the bar at the left end.

In contrast to (34), the problem (35) is well-posed regardless of (36). Nevertheless, assuming (36), the
mean value of the solution ũ of (35) satisfies ∂t〈ũ〉 = 0. Moreover, still assuming (36), the solution ũ of
(35) converges exponentially fast in time to a solution ũ∞ to (34). Therefore, assuming (36), one can
see (34) as the limit in time of Problem (35) and compute from ũ0 the unique1 solution ũ∞ ∈ H2(0, L)
of (34) with 〈ũ∞〉 = 〈ũ0〉.

4.2 The discretized nonhomogeneous setting

The discretization of (34) is also ill-posed since the matrix Pδ is not invertible, and, even more
dramatically, lacks consistency at both ends of the domain (see (17) of Proposition 2.11). However, the
analysis of the convergence error that is conducted throughout Section 3 leads to writing a numerical
scheme that, the degree of freedom 〈ṽ∞〉δ being fixed, approximates the solution of (34), as the limit
in time of the discrete time-dependent solution of

ṽ
n+1 = (Id+ δtPδ)ṽ

n + δt bδx, (37)

1Using a classical result involving the Poincaré-Wirtinger inequality.
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where
bδx = Πδxf + (1/δx)(−β, 0, . . . , 0, γ)⊤ + rδx1, (38)

for some small (with δx) real number rδx to be chosen later, and where ṽ
0 ∈ R

J is given. The system
(37) is a discrete analogue to the system (35). Similarly, a discrete analogue to (34) reads

−Pδ ṽ
∞ = bδx, (39)

where the definition of bδx incorporates both a discretization of f and the boundary conditions of (34).
In this setting, an analogue to the condition (36) is

〈bδx〉δ = 0. (40)

The condition (40), together with the relation (36) imposes the value of rδx, namely

rδx =
1

Jδx



∫ L

0
f(x)dx− δx

J−1∑

j=0

f(xj)


 . (41)

Observe that, provided f is smooth enough, we have rδx = O(δx). The condition (40) means that bδx
belongs to the range of Pδ, which is the vector space 1

⊥ orthogonal to 1. Of course, this is a necessary
and sufficient compatibility condition for the existence of a solution to the non invertible linear system
(39). Indeed, similarly to Problem (34), the system (39) is ill-posed, since Ker Pδ = Vect(1) .

As mentioned above, the analysis carried out in Section 3 ensures that, assuming (40) and the CFL
condition (13), starting from ṽ

0 ∈ R
J , the sequence (ṽn)n≥0 defined by (37) converges exponentially

fast to the unique solution ṽ
∞ to (39) satisfying 〈ṽ∞〉δ = 〈ṽ0〉δ. Indeed, one has

∀n ≥ 0, ṽ
n = (Id+ δtPδ)

n
ṽ
0 + δt

n−1∑

k=0

(Id+ δtPδ)
k
bδx. (42)

Recall that Id+ δtPδ is diagonalizable with simple eigenvalues, and, under the CFL condition (13), 1
is an eigenvalue and the other eigenvalues are of modulus strictly less that 1. Consequently,

(Id+ δtPδ)
n
ṽ
0 →
n→∞

〈ṽ0〉δ1 .

Observe that the power series with general term (Id + δtPδ)
k does not converge in MJ(R). However,

one has, using the fact that bδx has zero mean value (see (40)) and the bound η of Proposition 2.8
using the assumption that the CFL condition (13) holds,

∀k ≥ 0, ‖(Id+ δtPδ)
k
bδx‖ℓ2 ≤ ηk ‖bδx‖ℓ2 .

In particular, this implies that the sequence
(∑n−1

k=0(Id+ δtPδ)
k
bδx

)
n≥1

converges in R
J . In conclusion,

assuming (40) and (13), the only solution ṽ
∞ of (39) with mean value 〈ṽ0〉δ is

ṽ
∞ = 〈ṽ0〉δ1 + δt

+∞∑

k=0

[
(Id+ δtPδ)

k
bδx

]
. (43)

Observe that, despite the expression (43), the vector ṽ∞ does not depend on δt.
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4.3 An interpretation of the previous result

Under the hypotheses (40) and (13), the convergence of the sequence (ṽn)n≥0 generated by (37) towards
the solution ṽ

∞ to (39) with 〈ṽ∞〉δ = 〈ṽ0〉δ allows to interpret the explicit Euler scheme (37) for (35) as
an iterative method of a (very simple) relaxation type for the ill-posed linear system (34): we rewrite
(39) with Pδ = M − N where M = (1/δt)(−Id) and N = −(1/δt)(Id + δtPδ). The matrix M is clearly
invertible, and one has

∀n ≥ 0, ṽ
n+1 = M

−1
Nṽ

n +M
−1

bδx.

Observe that the spectral radius of M−1
N is 1 so that the classical results for iterative relaxation

methods do not apply. Nevertheless, thanks to (40), the sequence (ṽn)n≥0 takes values in the affine
space 〈ṽ0〉δ1 + 1

⊥ , and the spectral radius of M−1
N restricted to the stable subspace 1

⊥ is the η
defined in (15) which satisfies 0 ≤ η < 1.

4.4 Error estimates for the computation of the steady state

Similarly to the analysis of the error for the homogeneous case carried out in Section 3, we can analyse
the error at time step number n defined by

ẽ
n = Πδxũ(δt)− ṽ

n,

by writing

ẽ
n+1

= Πδxũ((n+ 1)δt)− ṽ
n+1

= Πδx

(
ũ(nδt) + δt(Pũ(nδt) + f) +

∫ (n+1)δt

nδt
((n + 1)δt − s)∂2

t ũ(s)ds

)
− (Id+ δtPδ) ṽ

n − δtbδx

= Πδxũ(nδt) + δtΠδxPũ(nδt)− (Id+ δtPδ) ṽ
n + δt(Πδxf − bδx) + Πδx

∫ (n+1)δt

nδt
((n + 1)δt − s)∂2

t ũ(s)ds

= (Id+ δtPδ) ẽ
n + δt [(ΠδxP − PδΠδx) ũ(nδt) + (Πδxf − bδx)]︸ ︷︷ ︸

:=ε̃n1

+

∫ (n+1)δt

nδt
((n+ 1)δt − s)Πδx∂

2
t ũ(s)ds

︸ ︷︷ ︸
:=ε̃n2

.

This yields for all n ≥ 0,

ẽ
n = (Id+ δtPδ)

n
ẽ
0 +

n−1∑

k=0

(Id+ δtPδ)
n−1−k ε̃k1 +

n−1∑

k=1

(Id+ δtPδ)
n−1−k ε̃k2 . (44)

For the convergence of the numerical method (37) to a steady state of the nonhomogeneous heat
equation (35), we prove the uniform result below.

Theorem 4.1. Assume L > 0 is fixed. There exists C > 0 such that for all f ∈ C3([0, L]), β, γ ∈ R

given such that (36) holds, all ũ0 ∈ H6(0, L) such that





∂xũ
0(0) = β and ∂xũ

0(L) = γ

∂3
xũ

0(0) = −∂xf(0) and ∂3
xũ

0(L) = −∂xf(L)

∂5
xũ

0(0) = −∂3
xf(0) and ∂5

xũ
0(L) = −∂3

xf(L)

, (45)
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all δt ∈ (0, 1) and J ≥ 2 such that (13) holds, all n ∈ N, all ṽ0 ∈ R
J , one has

‖Πδxũ(nδt)− ṽ
n‖ℓ2 ≤

∥∥Πδxũ
0 − ṽ

0
∥∥
ℓ2
+ C(δx+ δt)

(
‖ũ0‖H5 + ‖f‖H3

)
, (46)

where ũ is the solution to (35) and (ṽn)n≥0 is the corresponding solution to (37) with bδx defined in
(38)-(41).

Remark 4.2. Theorem 4.1 shows that, under the CFL condition (13), the numerical method (37) is
of order 1 in time and space for the computation of the stationary state of the nonhomogeneous heat
equation (35) uniformly in time. Observe that starting numerically from ṽ

0 = Πδxũ
0 makes the first

term in the right-hand side of (46) vanish.

Remark 4.3. The conditions (45) on the initial datum ũ0 ensure that the function difference u =
ũ − ũ∞ between the exact solution ũ of the evolution nonhomogeneous heat equation (35) and the
exact solution ũ∞ of the steady state equation (34) with 〈ũ∞〉 = 〈ũ0〉 has a zero mean initial value
u(0) = ũ0 − ũ∞ satisfying (6). In particular, the results of Section 2.2 apply to u.

Note that this hypothesis (45) allows to obtain an explicit and uniform in time bound, as described
in the right-hand side of (46). However, the relations (45) are probably not mandatory to ensure the
uniform in time order of the method (see numerical experiments in Section 5). This remark is similar
to Remark 2.4 in the homogeneous setting.

Remark 4.4. Observe that the estimate in the right-hand side of (46) is uniform in time. In partic-
ular, it does not depend on n. Moreover, we have ũ(t) −→

t→+∞
ũ∞ in H1(0, L) (Remark 4.3 implies that

the difference between these two functions tends to 0 exponentially fast). Using Lemma 6.5, we infer
that Πδxũ(t) −→

t→+∞
Πδxũ

∞ in R
J . Since ṽ

n −→
n→+∞

ṽ
∞ in R

J (see (43)), we can pass to the limit in (46)

to obtain

‖Πδxũ
∞ − ṽ

∞‖ℓ2 ≤
∥∥Πδxũ

0 − ṽ
0
∥∥
ℓ2
+ C(δx+ δt)

(
‖ũ0‖H5 + ‖f‖H3

)
.

In particular, starting from ṽ
0 such that ‖Πδxũ

0−ṽ
0‖ℓ2 = O(δx), we infer that ‖Πδxũ

∞ − ṽ
∞‖ℓ2 = O(δx),

so that the scheme (37) computes an approximation of the steady state ũ∞ in O(δx).

Proof. Recall that ũ∞ was defined at the end of Section 4.1 as the solution to (34) with 〈ũ∞〉 = 〈ũ0〉.
Proving Theorem 4.1 is done by estimating separately the three terms in the right-hand side of (44).
Observe that

• Thanks to the CFL condition (13) and the stability property (14), the first term in the right-hand
side of (44) is bounded easily and yields the first term in the right-hand side of (46).

• The third (and last) term in the right-hand side of (44) is easily bounded as in Proposition 3.8,
by observing that the function u(t) := ũ(t) − ũ∞ is the solution to a linear homogeneous heat
equation with homogeneous Neumann boundary conditions, with initial value u(0) = ũ0 − ũ∞

with 〈u(0)〉 = 0. Moreover, the functions v = ∂tu and w = ∂tv, also solve the linear homogeneous
heat equation over (0, L) with homogeneous Neumann boundary conditions. Using (45), we infer
that u(0) = ũ0 − ũ∞ satisfies (6). In particular, one may use Proposition 2.6 to obtain that
w = ∂2

t u tends to 0 in H1-norm exponentially fast, and so does ∂2
t ũ = ∂2

t u. A similar analysis
as that of Proposition 3.8 therefore yields a term in δt× ‖ũ0‖H5 in the right-hand side of (46).
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Therefore, proving Theorem 4.1 amounts to finding a bound on the second term in the right-hand side
of (44). Recall that the function u defined above is a solution of the homogeneous problem (1), with
mean value 0, so that ‖u(t)‖H1 −→

t→+∞
0, exponentially fast. Moreover, replacing ũ(t) with u(t) + ũ∞,

we have
ε̃n1 = δt (ΠδxP − PδΠδx) u(nδt) + δt [(ΠδxP − PδΠδx) ũ

∞ + (Πδxf − bδx)] . (47)

The analysis of the error for the first term in the expression above is the very same as in the homo-
geneous case carried out in Section 3.2, since u is a solution of the homogeneous problem (1) with
zero mean value. This yields a term in δx in the right-hand side of (46), as it did in Proposition 3.7.
Indeed, from Proposition 3.7, denoting by (αp)p≥1 the coefficients of u(0) = ũ0 − ũ∞ in the cosine
basis (4), we infer that

∥∥∥∥∥δt
n−1∑

k=0

(I + δtPδ)
n−1−kLδu(kδt)

∥∥∥∥∥ ≤ Cδx
+∞∑

p=1

|αp|p5p−1

≤ Cδx




+∞∑

p=1

1

p2




1
2



+∞∑

p=1

(
p5|αp|

)2



1
2

≤ Cδx‖∂5
xu(0)‖L2(0,L)

≤ Cδx
(
‖∂5

xũ
0‖L2(0,L) + ‖∂5

xũ
∞‖L2(0,L)

)

≤ Cδx
(
‖ũ0‖H5(0,L) + ‖∂3

xf‖L2(0,L)

)
,

where we have used (45) (which ensures that u(0) satisfies (6)) to compute the coefficients of ∂5
xu(0)

in the cosine basis of L2(0, L).

So, proving Theorem 4.1 amounts to proving an estimate for the part of the second term in (44) that
corresponds to the last term in the right-hand side of (47). In the perspective of analysing this term,
we may observe that, using the definition of bδx in (38),

Lδũ
∞ + Πδxf − bδx = Lδũ

∞ − (1/δx)(−β, 0, . . . , 0, γ)⊤ − rδx1. (48)

Using Definition 2.10 (of Lδ) and the fact that ũ∞ solves (34), we have

〈Lδũ
∞〉δ =

1

J

J−1∑

j=0

(Pũ∞) (xj) = − 1

J

J−1∑

j=0

f(xj).

This implies that

〈Lδũ
∞ + Πδxf − bδx〉δ = − 1

J

J−1∑

j=0

f(xj) +
1

Jδx
(β − γ)− rδx.

Using the definition of rδx in (41), we infer

〈Lδũ
∞ + Πδxf − bδx〉δ = − 1

J

J−1∑

j=0

f(xj) +
1

Jδx
(β − γ)− 1

Jδx

∫ L

0
f(x)dx+

1

J

J−1∑

j=0

f(xj)

=
1

Jδx

(
β − γ −

∫ L

0
f(x)dx

)
.
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Using the continuous condition (36), this proves that the second term in the error decomposition
(47) has zero mean value. We observe that, using (38) and then the notation of Definition 2.10 and
Proposition 2.11,

Lδũ
∞ + Πδxf − bδx = Lδũ

∞ + Πδxf − Πδxf − (1/δx)(−β, 0, . . . , 0, γ)⊤ − rδx1

= L1
δxũ

∞

︸ ︷︷ ︸
:=Λ1

+ δx2L2
δxũ

∞ − rδx1︸ ︷︷ ︸
:=Λ2

,

since the boundary values of ũ∞ simplify. Since this vector Λ1+Λ2 has zero mean value, we may write

Lδũ
∞ + Πδxf − bδx = Λ1 − 〈Λ1〉1 + Λ2 − 〈Λ2〉1. (49)

Denoting by Λ1,0 and Λ1,J−1 the first and last coefficients of the vector Λ1 (the others vanish, according
to Definition 2.10), we compute using Lemma 3.1 (see also (22) and (23))

Λ1 − 〈Λ1〉1 =

√
2

J

J−1∑

ℓ=1

(Λ1,0 + (−1)ℓΛ1,J−1) cos

(
ℓπ

2J

)
Wℓ.

Using the orthonormality of (Wℓ)1≤ℓ≤J−1, this implies that, for J ≥ 2, δt > 0 such that (13) holds
and n ≥ 1, we have

∥∥∥∥∥δt
n−1∑

k=0

(Id+ δtPδ)
n−1−k(Λ1 − 〈Λ1〉1)

∥∥∥∥∥

2

ℓ2

=
2

J2

J−1∑

ℓ=1

∣∣∣∣∣δt
n−1∑

k=0

(Λ1,0 + (−1)ℓΛ1,J−1)(1 + δtλℓ)
k cos

(
ℓπ

2J

)∣∣∣∣∣

2

≤ 2

J2

J−1∑

ℓ=1

∣∣∣∣∣δt
n−1∑

k=0

(|Λ1,0|+ |Λ1,J−1|)(1 + δtλℓ)
k

∣∣∣∣∣

2

≤ 1

J2
(Λ2

1,0 + Λ2
1,J−1)

J−1∑

ℓ=1

∣∣∣∣∣δt
n−1∑

k=0

(1 + δtλℓ)
k

∣∣∣∣∣

2

.

Taking square roots and using Proposition 3.4, we infer that there exists a constant C > 0 such that
for all such J ≥ 2, δt > 0 such that the CFL condition (13) holds and all n ≥ 1,

∥∥∥∥∥δt
n−1∑

k=0

(Id+ δtPδ)
n−1−k(Λ1 − 〈Λ1〉1)

∥∥∥∥∥
ℓ2

≤ Cδxmax(|Λ1,0|, |Λ1,J−1|). (50)

Observing (see (18)) that 2|Λ1,0| and 2|Λ1,J−1| are bounded by ‖(ũ∞)′′‖∞ + δx‖(ũ∞)(3)‖∞ yields a
bound of the form δx times (‖f‖∞ + ‖f ′‖∞), which in turn is absorbed by δx‖f‖H3 in the right-hand
side of (46).

The analysis of the second part of the decomposition (49) can be carried out using the triangle
inequality, Proposition 3.2 and the definition of η in (15)

∥∥∥∥∥δt
n−1∑

k=0

(Id+ δtPδ)
n−1−k(Λ2 − 〈Λ2〉1)

∥∥∥∥∥
ℓ2

≤
(
δt

n−1∑

k=0

ηk

)
‖Λ2 − 〈Λ2〉1‖ ℓ2 .

On the one hand, using the CFL condition (13), we can apply Proposition 3.3, to obtain that

∥∥∥∥∥δt
n−1∑

k=0

(Id+ δtPδ)
n−1−k(Λ2 − 〈Λ2〉1)

∥∥∥∥∥
ℓ2

≤ 2L2 ‖Λ2 − 〈Λ2〉1‖ ℓ2 . (51)
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On the other hand, in view of (19) and the definition (41) of rδx, we have

‖Λ2‖ℓ2 ≤ δx2‖L2
δũ

∞‖ℓ2 + |rδx| ≤
δx2

6
‖(ũ∞)(4)‖∞ +Cδx‖f ′‖∞.

And, similarly,

‖〈Λ2〉1‖ℓ2 ≤ δx2

6
‖(ũ∞)(4)‖∞ + Cδx‖f ′‖∞.

Putting these two estimates in the right-hand side of (51) by triangle inequality, we obtain a bound
in δx times ‖f ′‖∞+ ‖f ′′‖∞, which in turns is controlled by a term in δx times ‖f‖H3 in the right-hand
side of (46). This concludes the proof.

As we shall see numerically in Section 5.2, the conclusion of Theorem 4.1 holds within it hypotheses,
and also extends to weaker hypotheses. We will also illustrate in Section 5.3 how it extends to dimen-
sion 2 and allows to derive a new method for the computation of steady states of fully nonhomogeneous
linear heat problems.

4.5 A remark on an alternative way to solve (34)

Another possible way to derive a numerical method to solve the nonhomogeneous linear heat equation
with Neumann boundary conditions (34) is to consider the Laplace transform in time of the time-
dependent heat equation (35). Of course, we assume in this section that the condition (36) holds.
Setting for s ∈ C with Re (s) > 0, U(s, x) =

∫ +∞
0 e−stũ(t, x)dt, we obtain





sU(s, x)− ∂2
xU(s, x) = f(x) + ũ(0, x)
∂xU(s, 0) = β
∂xU(s, L) = γ.

This motivates the introduction of the problem of finding ũ∞s as the solution to





sũ∞s (x)− ∂2
xũ

∞
s (x) = f(x)

∂xũ
∞
s (0) = β

∂xũ
∞
s (L) = γ,

(52)

Observe that this problem is well posed for all f ∈ L2(0, L), and that its solution ũ∞s has zero mean
value. Then, one can check that ũ∞s converges to the solution ũ∞ with zero mean value when s tends
to 0. Indeed, we have for all s > 0, αs,0 = 0, α0 = 0, and for all p ≥ 1,

αs,p =
γp

s+ p2π2/L2
and αp =

γp
p2π2/L2

,

where ũ∞s =
∑+∞

p=0 αs,pcp, ũ
∞ =

∑+∞
p=0 αpcp, and f =

∑+∞
p=0 γpcp. This way, for s > 0,

‖ũ∞s − ũ∞‖2L2 =

+∞∑

p=0

(αs,p − αp)
2 =

+∞∑

p=1

(
1

s+ p2π2/L2
− 1

p2π2/L2

)2

γ2p

=
L8

π8
s2

+∞∑

p=1

1

p2
(
L2

π2 s+ p
)2γ

2
p ≤ L8

π8
s2‖f‖2L2 .

In particular, ‖ũ∞s − ũ∞‖L2 = O(s) when s tends to 0, and the convergence follows. Observe that one
has, similarly, ‖ũ∞s − ũ∞‖H1 = O(s).
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Similarly, in order to solve (39), we consider the problem of solving for J ≥ 2 and s > 0

sṽ∞s − Pδ ṽ
∞
s = bδx, (53)

where bδx is defined in (38) and satisfies (41). In this discrete setting, the system (53) is well-posed
and its solution v

∞
s satisfies 〈v∞s 〉δ = 0. Moreover, denoting by v

∞ the solution to (34) with zero mean
value, we have ‖ṽ∞s − ṽ

∞‖ℓ2 = O(s) when s tends to 0 with J ≥ 2 fixed. Observe that, in addition,
the constant in this O does not depend on J . Indeed, denoting x̂(ℓ) := 〈x,Wℓ〉δ for any vector x ∈ R

J ,
we have, for s > 0, and 1 ≤ ℓ ≤ J − 1,

̂̃v∞(ℓ)− ̂̃v∞s(ℓ) =

[
1

−λℓ
− 1

s− λℓ

]
b̂δx(ℓ).

Since

min
1≤l≤J−1

|λℓ| =
4

δx2
min

1≤l≤J−1
sin2

(
πℓ

2J

)
=

4

δx2
sin2

( π

2J

)
≤ π2 (J − 1)2

L2J2
≤ π2

L2
,

we infer that, for s > 0,

‖ṽ∞ − ṽ
∞
s ‖2ℓ2 =

J−1∑

ℓ=1

(
s

−λℓ(s− λℓ)

)2

|b̂δx(ℓ)|2

≤ s2
J−1∑

ℓ=1

1

λ4
ℓ

|b̂δx(ℓ)|2 ≤ s2

minℓ |λℓ|4
‖bδx‖ℓ2

≤ s2
L8

π8
‖bδx‖2ℓ2 ,

and the fact that ‖ṽ∞s − ṽ
∞‖ℓ2 = O(s) with a constant that does not depend on J is proved.

Therefore, one may solve the well-posed discrete elliptic problem (53) for small s > 0 and consider it
as an approximate solution to the continuous ill-posed problem (34) with zero mean value. With the
notation above, the error in this strategy is bounded in the following way :

‖ṽ∞s − Πδxũ
∞‖L2 ≤ ‖ṽ∞s − ṽ

∞‖L2 + ‖ṽ∞ − Πδxũ
∞‖L2 . (54)

The first term in the right-hand side above is bounded by a constant that does not depend on J ≥ 2
times s, as we explained above. The second term in the right-hand side of (54) is bounded by δx times
a constant that does not depend on s > 0, as we noticed in Remark 4.4. As a conclusion, this (direct)
alternative method to solve (34), as opposed to the (iterative) method described in (37), produces an
error in O(s) + O(δx), and requires solving a symmetric, sparse and well-posed linear system of size
J , the condition number of which tends to +∞ as s tends to 0.

5 Numerical results

In this section, we present numerical experiments illustrating the relevance and sharpness of Theorem
2.12 for the homogeneous linear heat equation and of Theorem 4.1 for the nonhomogeneous linear heat
equation. In Section 5.1 (respectively 5.2), we investigate how the scheme (12) (resp. (37)) behaves in
dimension 1 for several initial data, which allows to discuss the relevance of the hypotheses of Theorem
2.12 (resp. 4.1). In Section 5.3, we perform numerical experiments on an nonhomogeneous linear heat
equation (similar to (12)) in dimension 2, using an extension of the scheme (37) to this context and
we demonstrate numerically the fact that the uniform in time order estimate (analogue to (46)) of
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Theorem 4.1 that allows to solve the corresponding time-dependent linear nonhomogeneous equation
in order to compute an approximation of a steady state still holds in dimension 2.

The Matlab code we developed can be found at https://github.com/paulinelafitte/codes_dl.

5.1 1D numerical experiments in the homogeneous setting

We consider in this section the homogeneous linear heat equation (1) in one dimension with homo-
geneous Neumann boundary conditions. Our goal is to illustrate numerically the result stated in
Theorem 2.12: The error of the numerical scheme (12), for different values of δt and δx (through J)
under the CFL condition (13), at time nδt, is bounded by O(δx) where the constant in the O can be
chosen independently of n. We also aim at testing the relevance of the hypotheses of that Theorem.
We perform three numerical experiments corresponding to three different initial data (a trigonometric
polynomial that satisfies the hypothesis (6), a smooth function that does not satisfy the hypothesis
(6), and a compactly supported function that does not either satisfy the hypothesis (6)). We comment
them below.

First, we consider the trigonometric polynomial initial datum u0 with (αi)0≤i≤5 = (1, 1, 5,−1, 2, 1)
and αi = 0 for i ≥ 6 where (αi)i∈N are defined just after (4). We set the numerical initial datum
v
0 = Πδxu

0 and the length of the interval L = 1. For several values of J , we set δt = δx2/2 so that
(13) is fulfilled. We plot in the left panel of Figure 1 the error ‖Πδxu(nδt) − v

n‖ℓ2 at final time nδt
for several values of nδt as a function of J ≥ 1 in logarithmic scale. We observe that, for large J ≥ 1,
the error is indeed bounded by a constant times δx that can be chosen independently of nδt. This
illustrates the result of Theorem 2.12.

Next, we consider the initial datum

u0 :

(
(0, L) −→ R

x 7−→ x2(L− x)2

)
. (55)

This function satisfies u0 ∈ Dom(P ). However, Pu0 /∈ Dom(P ). Therefore, u0 does not satisfy (6).
We set the numerical initial datum v

0 = Πδxu
0 and the length of the interval is still L = 1. For several

values of J , we set δt = δx2/2 so that (13) is fulfilled. We plot in the right panel of Figure 1 the error
‖Πδxu(nδt)−v

n‖ℓ2 at final time nδt for several values of nδt as a function of J ≥ 1 in logarithmic scale.
We observe that, for large J ≥ 1, the error is once again bounded by a constant times δx that can be
chosen independently of nδt. This indicates that the result of Theorem 2.12 seems to hold even if u0
does not satisfy all the hypotheses of the theorem.

Last, we consider L = 2 and the initial datum

u0 :

(
(0, L) −→ R

x 7−→ max
(
1− |L/2−x|

ℓ , 0
)
)
, (56)

with ℓ = 1/50. This initial datum is compactly supported in (0, L). Even though it does not satisfy the
hypothesis (6), we may expect Theorem 2.12 to hold, as illustrated numerically and explained above.
The numerical initial datum is set to v

0 = Πδxu0. The numerical results are displayed in Figure 2.
The diffusion equation (1) takes some time to extend the support of the initial datum significantly up
to the boundary of the domain. Therefore, in the early times of the dynamics (for t = nδt < 0.02),
the numerical analysis carried out to prove Theorem 2.12 goes as if L1

δu(t) (see (18) in Proposition
2.11) was zero (its cumulated contribution in the term in ε1 in (21) remains below the size of the other
terms). For these short times (t = nδt < 0.02), the term in (25) plays no role in the error, and one
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Figure 1: Numerical error as a function of J for several values of nδt when approximating the solution
of the homogeneous linear heat equation (1) using the scheme (12) under the CFL condition (13)
(logarithmic scales). The initial datum given in the text : trigonometric polynomial (left panel) and
function (55) (right panel).

only sees the term in (30) in ε1. Therefore, the bound in (20) is in O(δx2 + δt) = O(δx2) for not too
large values of J . In contrast, for larger times (nδt > 0.05), the support of the exact solution reaches
significantly the boundary of the domain and the term in L1

δu(t) in ε1 can no longer be neglected. For
these times, and for all values of J , the bound (20) of Theorem 2.12 is this time in O(δx+ δt) = O(δx).
This numerical result illustrates once again that the conclusion of Theorem 2.12 holds true even if all
the hypotheses are not met, and that the first splitting of the error in (21) and the second splitting
of the error in ε1 using the decomposition of Lδ in Proposition 2.11 are relevant for this numerical
scheme applied to this problem : When the exact solution has a significant nonzero contribution at
the boundary of the domain, it cannot be ignored in the analysis of the scheme, and it can anyway be
controlled to prove a bound as (20) in Theorem 2.12.

5.2 1D numerical experiments in the nonhomogeneous setting

In the nonhomogeneous setting of Section 4, we consider a given source f and fluxes β and γ such that
the balance equation (36) between the source and the fluxes is fulfilled. We compute approximations
of the steady state ũ∞ solution to (34) (with a constraint on its mean value). To do so, we implement
the algorithm (37), which produces approximations of the solution ũ of the nonhomogeneous time-
dependant heat equation (35), associated to some initial datum ũ0 with the same mean value as ũ∞.
Our goal is to illustrate numerically the validity of Theorem 4.1, and in particular of the bound (46),
to discuss the necessity of its hypothesis, and to demonstrate how it allows to compute numerical
approximations of the steady state ũ∞. We consider the case L = 2 and the continuous and piecewise
affine source term

f : x 7−→
{

1 if 0 ≤ x ≤ 1/2,

2x if 1/2 < x ≤ 2,
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Figure 2: Numerical simulation of the solution of the homogeneous linear heat equation (1) associated
to the initial datum (56) using the scheme (12) under the CFL condition (13) for several values of nδt.
Left : Numerical approximation v

n of the solution u(nδt) as a function of jδx computed for several
values of nδt with J = 201 (multiple scales). Right : Numerical error as a function of J for the same
values of nδt (logarithmic scales).

and the boundary conditions β = 1/2 and γ = −15/4. Since

∫ L

0
f(x)dx = (1/2 + (22 − (1/2)2)) = 17/4 = β − γ,

we have that (36) holds. The solution ũ∞ to (34) with 〈ũ∞〉 = −193
384 reads

ũ∞ : x 7−→





− (x−1/2)2

2 if 0 ≤ x ≤ 1/2,

−x3

3 − 1
4x− 1

12 if 1/2 < x ≤ 2.

We define the function

w : x 7−→ γ − β

2L
x2 + βx− γ − β

6
L− β

2
L,

which satisfies −∂2
xw = 0 over (0, L), the boundary conditions ∂xw(0) = β and ∂xw(L) = γ (which

correspond to the first two lines of (45)), and has zero mean value.

We use two different initial data as ũ0 and ṽ
0:

• First, we consider ũ0 = 〈ũ∞〉1 + w, and ṽ
0 = Πδxũ

0. In particular, in this case, ũ0 satisfies the
first line of the hypotheses (45), and the first term in the right hand side of (46) vanishes.

• Second, we consider ũ0 = 〈ũ∞〉1, and ṽ
0 = Πδxũ

0. In particular, in this case, ũ0 does not satisfy
the first line of the hypotheses (45), and the first term in the right hand side of (46) still vanishes.

For the interpretation of the numerical results displayed in Figure 3, we point out the inequality, that
is valid for all J ≥ 2 and δt > 0 such that (13) holds and all n ∈ N,

‖Πδxũ
∞ − ṽ

n‖ℓ2 ≤ ‖Πδxũ
∞ − Πδxũ(nδt)‖ℓ2 + ‖Πδxũ(nδt)− ṽ

n‖ℓ2 . (57)
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Figure 3: Numerical error as a function of J for several values of nδt when approximating the solution
of the linear nonhomogeneous stationary heat equation (34) using the scheme (37) under the CFL
condition (13) (logarithmic scales). Initial datum : ũ0 = 〈ũ∞〉1 + w (left panel) and ũ0 = 〈ũ∞〉1
(right panel).

The error displayed in Figure 3 corresponds to the left hand side of this inequality. In the right-hand
side of (57),

• the first term tends to 0 exponentially fast and independently of J ≥ 2 when nδt tends to +∞
because ũ solves (35), ũ∞ solves (34) and 〈ũ0〉 = 〈ũ∞〉,

• thanks to (46) of Theorem 4.1, the second term is bounded independently of n, under the CFL
condition (13) (note that the first term in the right-hand side of (46) vanishes in our two cases),
by O(δx).

Therefore, for a fixed nδt and varying δx, under the CFL condition (13), we should see (in logarithmic
scales, when plotting the error as a function of J ≥ 2) a straight line of slope −1 that starts to stall
when the first term in the right hand side of (57) becomes bigger than the second term. Moreover, all
these errors (no matter the value of nδt, in particular when it is big), in the regime when they are in
O(δx) (straight lines of slope −1), remain under a common straight line of slope −1. This illustrates
the fact that the constant C in Theorem 4.1 does not depend on nδt nor J ≥ 2 provided that the CFL
condition (13) holds.

These numerical results illustrate that the conclusion of Theorem 4.1 holds true way beyond its
hypotheses. First, observe that the source term f is not in C3([0, L]). Second, the two initial data
described above do not satisfy the hypothesis (45). Indeed, the hypotheses (45) appear as technical
hypotheses ensuring the simplicity of the proof in absence of initial layer in the solution of (35), so
that u(t) = ũ(t)− ũ∞ is a solution of the linear homogeneous heat equation (1) with an initial datum
satisfying (6), that ensures that u(0), Pu(0) and P 2u(0) are in the domain of P (see also Remark 2.4
for the homogeneous setting). This point allows to consider virtually any initial datum in L2(0, L)
with the correct mean value to compute numerically approximations of ũ∞ using the scheme (37).
This is of particular importance since computing the function w above may not be accessible in higher
dimensions and more complicated geometries, as is illustrated in the next Section.
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5.3 2D numerical experiments in the nonhomogeneous setting

We consider, for some α, β > 0 and x0, y0 ∈ R,

• the rectangular domain Ω = (0, 2) × (0, 4), and its boundary Γ = Ω \ Ω = Γ1 ∪ Γ2 where
Γ1 = ({0} × [0, 4]) ∪ ({2} × [0, 4]}) and Γ2 = ([0, 2] × {0}) ∪ ([0, 2] × {4}),

• the source term defined over Ω

f : (x, y) 7−→ (2α(1 − 2α(x− x0)
2) + 2β(1− 2β(y − y0)

2)) e−α(x−x0)2−β(y−y0)2 ,

• the boundary conditions g1 : (x, y) 7−→ −2α(x − x0) e
−α(x−x0)2−β(y−y0)2 defined over Γ1 and

g2 : (x, y) 7−→ −2β(y − y0) e
−α(x−x0)2−β(y−y0)2 defined over Γ2.

We aim at solving for ũ∞ ∈ H2(Ω) the nonhomogeneous stationary heat equation

−(∂2
x + ∂2

y)ũ
∞ = f, (x, y) ∈ Ω, (58)

with the nonhomogeneous Neumann boundary conditions

{
∂xũ

∞ = g1, (x, y) ∈ Γ1,

∂yũ
∞ = g2, (x, y) ∈ Γ2.

(59)

The conditions (58)-(59) define ũ∞ in H2(Ω) up to a constant. As in the one-dimensional case (see
Section 4), this problem can be alleviated by imposing the mean value of ũ∞. The source term
f and the heat fluxes g1, g2 are designed so that an exact solution of (58)-(59) is ũ∞ : (x, y) 7−→
e−α(x−x0)2−β(y−y0)2 . We use a 2d-version of the scheme (37) to approximate this exact solution as if
we did not know it, as we did in Section 5.2 in the one-dimensional case.

The numerical simulations given below were computed for the parameter β = 5, starting from ṽ
0 = 0.

The Matlab code, that we wrote to obtain the following plots, was written starting from a resolution of
a 2D Laplace equation with a mixed Dirichlet-Neumann boundary [17]. We run a first simulation with
α = 15, x0 = 1 and y0 = 2, so that the Neumann condition at the boundary is very small, compared to
the numerical errors. We run another simulation with α = 1, x0 = 0 and y0 = 4, so that the Neumann
condition on the boundary can no longer be neglected. The numerical results are displayed in Figure
4. On the top panels of Figure 4, the effect of the nonzero Neumann boundary condition seems to be
actually negligible : the numerical error seems to be bounded by O(δx2) when nδt is taken sufficially
big. On the bottom panels of Figure 4, the effect of the nonzero Neumann boundary condition can no
longer be neglected and the scheme behaves as it does in dimension 1 (see Section 5.2) in accordance
with Theorem 4.1 : the numerical error seems to be bounded by O(δx1) when nδt is taken sufficially
big. Note that, for nδt = 5 and J = 32, the error is still big enough for the maximum of ṽn to be close
to 1.5 (bottom left panel), while it was close to 1.0 in the centered case (top left panel).

6 Appendix

6.1 Proof of Proposition 3.4

Proof. Since for all ℓ ∈ {1, · · · , J − 1}, λℓ 6= 0. For δt > 0, this implies that 1 + δtλℓ 6= 1 for
ℓ ∈ {1, · · · , J − 1}. Assuming that J ≥ 2 and δt > 0 satisfy the CFL condition (13), we have
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Figure 4: On the left panels, numerical solution ṽ
n obtained at nδt = 5 and J = 32. On the right

panels, numerical error ‖Πδxũ
∞ − ṽ

n‖ as a function of J for several values of nδt. On the top panels
: (α, x0, y0) = (15, 1, 2) so that the derivatives of the solution on the boundary are negligible. On the
bottom panels : (α, x0, y0) = (1, 0, 4) so that the derivatives of the solution on the boundary are not
negligible.
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|1 + δtλℓ| ≤ 1. Therefore, using (11), we may compute

J−1∑

ℓ=1

∣∣∣∣∣δt
n−1∑

k=0

(1 + δtλℓ)
k

∣∣∣∣∣

2

=
J−1∑

ℓ=1

∣∣∣∣δt
1− (1 + δtλℓ)

n

1− (1 + δtλℓ)

∣∣∣∣
2

≤
J−1∑

ℓ=1

∣∣∣∣
2δt

−δtλℓ

∣∣∣∣
2

≤ 4

J−1∑

ℓ=1

1

λ2
ℓ

≤ 4
J−1∑

ℓ=1

δx4

16 sin
(
ℓπ
2J

)4 .

Using the concavity of the sine function, one has classically that for s ∈ (0, π/2), 2s/π ≤ sin(s). This
implies

J−1∑

ℓ=1

∣∣∣∣∣δt
n−1∑

k=0

(1 + δtλℓ)
k

∣∣∣∣∣

2

≤ 1

4
δx4

J−1∑

ℓ=1

π4

24
(
ℓπ
2J

)4

≤ 1

4
δx4J4

J−1∑

ℓ=1

1

ℓ4
.

Since δxJ = L×(J/(J−1)) ≤ 2L and the sum in the right-hand side above is bounded by ζ(4) = π4/90,
the proof is complete.

Remark 6.1. For the conclusion of Proposition 3.4 to hold, the proof above indicates that it is suf-
ficient that

∑J−1
ℓ=1 1/λ2

ℓ can be bounded independently of J ≥ 2. This hypothesis, in which δt plays
no role, is related to a spectral gap condition on Pδ and how well the eigenvalues of Pδ approximate
the spectrum of P . Indeed, the nonzero eigenvalues of P are −(pπ/L)2 for p ≥ 1 and the series
(1/(−(pπ/L)2)2)p≥1 is also convergent.

6.2 Two lemmas of numerical quadrature

Lemma 6.2 (Numerical integration over the spectrum of Pδ). Let L > 0 be fixed. There exists a
constant C > 0 such that for all J ≥ 2, m ∈ N \ {0}, and all α > 0,

δx

J−1∑

ℓ=1

e−αm sin2( ℓπ
J ) ≤ C

1√
mα

. (60)

Proof. Let us first observe that

∀ℓ ∈ {1, · · · , J − 1}, sin

(
ℓπ

J

)
= sin

(
(J − ℓ)π

J

)
. (61)

Hence, if J − 1 is even, then

δx

J−1∑

ℓ=1

e−αm sin2( ℓπ
J ) = 2δx

J−1
2∑

ℓ=1

e−αm sin2( ℓπ
J ), (62)
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and, if J − 1 is odd, then

δx

J−1∑

ℓ=1

e−αm sin2( ℓπ
J ) = 2δx

J
2
−1∑

ℓ=1

e−αm sin2( ℓπ
J ) + δxe

−αm sin2
(

J
2 π

J

)

. (63)

Assume that J−1 is even. In this case, for ℓ ∈ {1, · · · , (J−1)/2}, we have ℓπ/J ∈ (0, π/2), and hence

2

π

ℓπ

J
≤ sin

(
ℓπ

J

)
. (64)

This implies, using (62),

δx

J−1∑

ℓ=1

e−αm sin2( ℓπ
J ) ≤ 2

L

J − 1

J−1
2∑

ℓ=1

e−αm( 2ℓ
J )

2

≤ L
J

J − 1

J−1
2∑

ℓ=1

2

J
e−αm( 2ℓ

J )
2

≤ L
J

J − 1

J−1
2∑

ℓ=1

∫ ℓ/J

(ℓ−1)/J
e−αmx2

dx

≤ L
J

J − 1

∫ 1
2

0
e−αmx2

dx

≤ L√
αm

J

J − 1

∫ √
αm
4

0
e−u2

du

≤ C√
αm

,

with C = 2L
∫ +∞
0 e−u2

du.

Assume that J − 1 is odd. In this case for all ℓ ∈ {1, · · · , J/2}, we have ℓπ/J ∈ (0, π/2]. Hence, (64)
is valid for such ℓ. Using (63), we infer

δx

J−1∑

ℓ=1

e−αm sin2( ℓπ
J ) ≤ 2

L

J − 1

J
2
−1∑

ℓ=1

e−αm( 2ℓ
J )

2

+ 2
L

J − 1
e−αm

≤ L
J

J − 1

J
2∑

ℓ=1

2

J
e−αm( 2ℓ

J )
2

≤ L
J

J − 1

J
2∑

ℓ=1

∫ ℓ/J

(ℓ−1)/J
e−αmx2

dx

≤ L
J

J − 1

∫ 1
2

0
e−αmx2

dx

≤ L√
αm

J

J − 1

∫ √
αm
4

0
e−u2

du

≤ C√
αm

,

with the same C as above.
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Remark 6.3. Note that the bound (60) allows to carry on the computations of order since it provides
(for α = δt/δx2) a uniform bound on the sum in the left-hand side that

• tends to 0 as m tends to +∞
• does not depend on δt except via the CFL number α.

In some sense, it is uniform in δt, δx in the CFL region (and still tends to 0 as m tends do +∞). In
contrast, using just a spectral gap in the eigenvalues of Pδ would lead to a bound of the form

δx

J−1∑

ℓ=1

|1 + δtλℓ|m ≤ δx

J−1∑

ℓ=1

(
1− π2

L2
δt

)m

≤ L

(
1− π2

L2
δt

)m

≤ Le−
π2

L2 mδt,

which, when we take the supremum in δt, δx in the CFL region yields L× 1 and no longer tends to 0
when m tends to ∞.

Lemma 6.4. Let L > 0 be fixed. There exists C > 0 such that for all δt ∈ (0, 1), p ≥ 1, n ≥ 1,

δt2
∑

(k1,k2)∈{0,··· ,n−1}2
2n−2−k1−k2≥1

e−p2 π2

L2 (k1+k2)δt 1√
(2n − 2− k1 − k2)δt

≤ C.

Proof. Because of the monotonicity and positivity of the terms in the sum, it is sufficient to prove the
result for p = 1. Hence, we assume p = 1. The sum is empty if n = 1, so any positive C will work.
We assume n ≥ 2. Let us denote by

En = {(k1, k2) ∈ {0, · · · , n− 1}2 | 0 ≤ k1 + k2 ≤ 2n− 3},

which we split into
E1
n(δt) = {(k1, k2) ∈ E | (2n − 2− k1 − k2)δt ≥ 1},

and
E2
n(δt) = {(k1, k2) ∈ E | (2n − 2− k1 − k2)δt < 1}.

Setting
Tn(δt) = {(s, t) ∈ R

2 | s > 0, t > 0, s+ t < 2(n− 1)δt},

and f(n−1)δt(s, t) = e−
π2

L2 (s+t) 1√
2(n−1)δt−(s+t)

, we can carry estimates as follows:

δt2
∑

(k1,k2)∈En

f(n−1)δt(k1δt, k2δt)

≤ δt2
∑

(k1,k2)∈E1
n(δt)

f(n−1)δt(k1δt, k2δt) + δt2
∑

(k1,k2)∈E2
n(δt)

f(n−1)δt(k1δt, k2δt)

≤ δt2
∑

(k1,k2)∈E1
n(δt)

e−
π2

L2 (k1+k2)δt + δt2
∑

(k1,k2)∈E2
n(δt)

f(n−1)δt(k1δt, k2δt). (65)
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For the first term in the right-hand side of (65), we have

δt2
∑

(k1,k2)∈E1
n(δt)

e−
π2

L2 (k1+k2)δt ≤ δt2
n−1∑

k1=0

n−1∑

k2=0

e−
π2

L2 (k1+k2)δt

≤


δt

n−1∑

k1=0

e−
π2

L2 k1δt




δt

n−1∑

k2=0

e−
π2

L2 k2δt




≤
(

δt

1− e−
π2

L2 δt

)2

.

This last term does not depend on n ≥ 2 and is bounded independently of δt ∈ (0, 1). For the second
term in (65), observe that, for (k1, k2) ∈ E2

n(δt), we have (2n− 2)δt − 1 < (k1 + k2)δt, and hence

0 ≤ f(n−1)δt(k1δt, k2δt) ≤ e−
π2

L2 ((2n−2)δt−1) 1√
(2n− 2)δt − k1δt− k2δt

.

Since we also have, using the monotonicity of the function t 7→ 1/
√

(2n − 2)δt − t over (−∞, (2n −
2)δt),

δt2

2

1√
(2n − 2)δt − k1δt− k2δt

≤
∫

(k1δt,k2δt)+T3/2(δt)

1√
(2n − 2)δt− s− t

dtds,

we may write

δt2
∑

(k1,k2)∈E2
n(δt)

f(n−1)δt(k1δt, k2δt)

≤ 2 e
π2

L2−
π2

L2 (2n−2)δt
∑

(k1,k2)∈E2
n(δt)

∫

(k1δt,k2δt)+T3/2(δt)

1√
(2n− 2)δt − s− t

dtds

≤ 2 e
π2

L2−
π2

L2 (2n−2)δt
∑

(k1,k2)∈E

∫

(k1δt,k2δt)+T3/2(δt)

1√
(2n− 2)δt − s− t

dtds

≤ 2 e
π2

L2−
π2

L2 (2n−2)δt
∫

Tn(δt)

1√
(2n− 2)δt − (s+ t)

dtds

≤ 2 e
π2

L2−
π2

L2 (2n−2)δt
∫ 2(n−1)δt

0

∫ 2(n−1)δt

v

1√
(2n − 2)δt − u

dudv

≤ 2 e
π2

L2−
π2

L2 (2n−2)δt
∫ 2(n−1)δt

0
2
√

(2n − 2)δt − vdv

≤ 4 e
π2

L2−
π2

L2 (2n−2)δt 2

3
((2n − 2)δt)3/2

≤ 8

3
e

π2

L2 −
π2

L2 (2n−2)δt ((2n− 2)δt)3/2 .

This last term is bounded independently of n ≥ 2 and δt > 0 by C = (8e
π2

L2 /3)×supx∈(0,+∞) x
3/2e−

π2

L2 x.
This concludes the proof of the lemma.

Lemma 6.5. Let L > 0 be fixed. There exists a constant C > 0 such that for all J ≥ 2 and all
v ∈ H1(0, L),

‖Πδxv‖2ℓ2 ≤ C‖v‖2H1 .
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Proof. Let v ∈ H1(0, L) be fixed. For j ∈ {0, · · · , J − 2}, and x ∈ [xj , xj+1],

v2(x) = v2(xj) +

∫ x

xj

∂xv
2(s)ds. (66)

Integrating over [xj, xj+1], we obtain

∫ xj+1

xj

v2(x)dx = δxv2(xj) + 2

∫ xj+1

xj

∫ x

xj

v(s)∂xv(s)dsdx.

In particular, for all j ∈ {0, · · · , J − 2},
∣∣∣∣∣

∫ xj+1

xj

v2(x)dx− δxv2(xj)

∣∣∣∣∣ ≤
∫ xj+1

xj

∫ xj+1

xj

(
v2(s) + (∂xv)

2(s)
)
dsdx

≤ δx

∫ xj+1

xj

(
v2(s) + (∂xv)

2(s)
)
ds. (67)

Moreover, we have, for x ∈ [xJ−2, xJ−1],

v2(x) = v2(xJ−1) + 2

∫ x

xJ−1

v(x)∂xv(s)ds.

Integrating over [xJ−2, xJ−1], we obtain

∫ xJ−1

xJ−2

v2(x)dx = δxv2(xJ−1) + 2

∫ xJ−1

xJ−2

∫ x

xJ−1

v(x)∂xv(s)dsdx.

This yields ∣∣∣∣∣

∫ xJ−1

xJ−2

v2(x)dx− δxv2(xJ−1)

∣∣∣∣∣ ≤ δx

∫ xJ−1

xJ−2

(
v2(s) + (∂xv)

2(s)
)
ds. (68)

Summing (67) with respect to j in {0, · · · , J − 2} and (68), and then dividing by L, we obtain by
triangle inequality

∣∣∣∣∣∣
1

L

∫ L

0
v2(x)dx+

1

L

∫ xJ−1

xJ−2

v2(x)dx− 1

J − 1

J−1∑

j=0

v2(xj)

∣∣∣∣∣∣
≤ 2

L
δx

∫ L

0

(
v2(x) + (∂xv)

2(x)
)
dx.

This implies, by inverse triangle inequality,

‖Πδxv‖2ℓ2 =
1

J

J−1∑

j=0

v2(xj)

≤ J − 1

J

1

J − 1

J−1∑

j=0

v2(xj)

≤ J − 1

J
2 (1 + δx) ‖v‖2H1 .

Since (J−1)/J ≤ 1 and δx = L/(J−1) is bounded independently of J ≥ 2, this proves the lemma.
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Remark 6.6. In the context of the discretization of the homogeneous Fokker–Planck equation

∂tu = −(−∂v + v)∂vu, (69)

with homogeneous Neumann boundary conditions over a finite interval (0, L), one obtains a discrete
(in velocity) problem of the form

∂tu = Pδu, (70)

where Pδ typically is a nonpositive symmetric square matrix of size J ≥ 2. Provided one can show that
one can number the eigenvalues (λℓ)0≤ℓ≤J−1 of Pδ in such a way that one has

∀δt, δv > 0, ∀ℓ ∈ {0, · · · , J − 1}, |1 + δtλℓ| ≤ e−
δt
δv2

g(ℓ/J), (71)

for some nonnegative continuous function g over [0, 1] (that may now depend on δv) such that g(0) = 0
and

∀δv > 0, ∀j ∈ {1, · · · , ⌊J/2⌋}, c

(
ℓ

J

)2

≤ g

(
ℓ

J

)
≤ g

(
J − ℓ

J

)
, (72)

for some c > 0 (that does not depend on δv), one gets an analogue of Theorem 2.12 for the explicit
Euler method applied to the discretized (in velocity) Fokker–Planck equation (70) when compared to
the projection of the exact solution of (69) : the order of that method is uniform in time. Indeed, the
error analysis is the same for all the terms and follows the same lines. In particular, for the terms in
L1, the hypothesis (71) plays the role of Proposition 3.2 with g(x) = sin2(πx), and (71) ensures that
an analogue of (60) makes a similar result to Lemma 6.2 true.

6.3 Comparison with an existing longtime numerical analysis framework

This section is devoted to explaining the reasons why the longtime analysis of the numerical scheme
(12) applied to the linear heat equation with Neumann boundary conditions (1) does not fit usual
longtime numerical analysis frameworks. We take for example the framework developed in [20]. For
readability, we use the convention, in this section, that in all the equalities and inequalities, left-hand
sides use the notations of [20] and right-hand sides correspond to the notations of our paper.

Looking at (2.1) in [20], we have f ≡ 0, g ≡ 0, A = P . Moreover, we have τ = δt and h = δx.
Using the notation of (2.2), we have Bh,τ = Id, Ch,τ = Id + δtPδ, gnh,τ = 0. In (2.4), we have
Lh,τ (ph(u(nτ))) = (εn1 + εn2 )/δt (with the notation introduced just before our error expansion formula
(21)). With standard regularity assumptions implied by our Hypothesis (6), we have that ‖εn2/δt‖ℓ2 is
a O(δt) where the constant in the O does not depend on n, δt and δx under the CFL condition (13).
However, the lack of consistency described in Section 2.4 shows that ‖L1

δu(nδt)‖ℓ2 behaves as O(δx1/2)
(only 2 nonzero terms of order 1 at the boundary) and ‖δx2L2

δu(nδt)‖ℓ2 is of order O(δx2), where the
constants do not depend either on n, δt and δx under the CFL condition (13). Moreover, for a general
solution, these orders cannot be improved in general. This implies that ‖εn1/δt‖ℓ2 behaves as O(δx1/2).
Using (2.6) in [20], and the computations above, we infer that Sh,τ ≥ Cδx1/2 for some positive C. In

particular, applying Theorem 2.1 of [20] yields a uniform bound on enh,τ that is, at best, O(δx1/2) (see
relation (2.12) in [20]). This is much coarser than our result which provides a uniform bound of size
O(δx) (see (20) in Theorem 2.12).
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