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Understanding the nature of entanglement growth in many-body systems is one of the fundamental questions in quantum physics. Here, we study this problem by characterizing the entanglement fluctuations and distribution of \((d+1)\) qubit lattice evolved under a random unitary circuit. Focusing on Clifford gates, we perform extensive numerical simulations of random circuits in \(1 \leq d \leq 4\) dimensions. Our findings demonstrate that properties of growth of bipartite entanglement entropy are characterized by the roughening exponents of a \(d\)-dimensional membrane in a \((d + 1)\) elastic medium.

Characterizing entanglement evolution in many-body quantum systems is an essential problem in statistical mechanics, condensed matter theory, and high-energy physics [1–3]. For instance, it has profound implications for quantum thermalization [4–11] and its breakdown in disordered systems [12–20]. At the same time, it provides new perspectives on quantum chaos arising in semiclassical and long-range systems [21–25] or holographic models [26–33]. Yet, understanding entanglement dynamics is of outstanding difficulty due to the nonlocal nature of the quantum correlations. Insights in one-dimensional systems come from conformal field theory and integrability [34–44], exactly solvable dual-unitary dynamics [45–51], and extensive numerical investigations [52–59]. These results motivate the search for a phenomenological understanding of quantum information scrambling in generic many-body systems.

Random unitary circuits are ideal candidates for this purpose [60]. In suitable limits, Ref. [61–63] demonstrated that the evolution of entanglement entropy of \((1+1)D\) circuits maps to the properties of a line defect in a two-dimensional elastic manifold. We note that those insights go beyond the leading order contribution to the entanglement entropy growth and are reflected in structural aspects of entanglement propagation. A non-trivial verification of this fact is the Kardar-Parisi-Zhang (KPZ) universal growth of entanglement fluctuations in \((1+1)D\) Clifford and Haar random unitary circuits [61–63]. Inspired by these results, the authors of Ref. [61] conjectured that generic \((d+1)\) dimensional systems correspond to a \(d\)-dimensional membrane in a \((d+1)\) elastic medium. This defect is fixed by the minimal cut of entanglement bonds across space-time, resulting, for random unitary circuits, in the entanglement growth being governed by exponents of a membrane pinned by the disorder [64–67]. Without any numerical and analytical results for \(d > 1\), it remains unclear whether the minimal membrane picture indeed provides insights into the structure of entanglement evolution in higher dimensional systems.

This work positively answers this question by investigating \((d+1)\) dimensional random Clifford circuits with \(2 \leq d \leq 4\). The Gottesman-Knill theorem [75–78], combined with efficient entanglement entropy calculation [79, 80], allows us to perform large-scale numerical simulations for systems with up to \(N = 131072\) qubits. We demonstrate that the universal properties implied by the minimal membrane picture are encoded in the growth exponent of the entanglement fluctuations, as summarized in Table 1. We also provide robust numerical evidence that the upper critical dimension is \(d = d_c = 4\), beyond which the fluctuations become Gaussian.

**Entanglement growth and the membrane conjecture.**—We are interested in the dynamics of a random unitary...
Figure 2. Dynamics of entanglement entropy fluctuations in $(d+1)$ dimensional random Clifford circuits. The standard deviation of entanglement entropy $w(t)$ rescaled by $L^{(d-1)/2}$ for system size $L$ is shown, as a function of time $t$, in panel (a), (b), (c) respectively for $d = 2, 3, 4$. The dashed lines denote a power-law increase $t^\beta$ where $\beta$ is an extrapolated exponent. To perform the extrapolation, we fit $w(t)$ for a given $L$ with an algebraic dependence $t^\beta$ in time interval $[t_1, t_2]$, chosen in such a way that the value of $\beta_L$ is maximized and $t_2 - t_1 > 40$. The values of $\beta_L$ are shown as functions of $1/L$ in (d) for $d = 2, 3, 4$, the extrapolation to the $L \to \infty$ limit is performed with a first order polynomial in $1/L$, yielding $\beta = 0.361(6)$, $\beta = 0.401(9)$, $\beta = 0.500(5)$ respectively for $d = 2, 3, 4$.

circuit starting from a weakly entangled state $|\Psi_0\rangle$ on the lattice $\Lambda$. Each layer $\hat{U} = (\prod_{\langle i,j \rangle \in \mathcal{L}} \hat{U}_{ij}) \prod_{i \in \mathcal{L}} \hat{U}_i$ is composed of random two-body gates $\hat{U}_{ij}$ acting on neighboring sites $i,j$ and on-site random gates $\hat{U}_i$ applied to random sites belonging to the sets of indices $\mathcal{L}$. We quantify the entanglement via the von Neumann entropy, defined for a bipartition $A \cup B$ of the lattice $\Lambda$ and the state $|\Psi_t\rangle = \hat{U}^d |\Psi_0\rangle$ at time (circuit depth) $t$ as $S(A) \equiv -\text{tr}(\rho_A \log_2 \rho_A)$ with $\rho_A = \text{tr}_B (|\Psi_t\rangle \langle \Psi_t|)$. The minimal membrane picture conjectured in Ref. [61] states that, at a coarse-graining level and for the region $A$ bounded by the $(d-1)$ dimensional surface $\partial A$, the entanglement entropy at time $\tau$ is given by

$$S_{\text{mc}}(A, \tau) = \min_\Sigma \left( S(A', 0) + \int_\Sigma dtd^{d-1} x \mathcal{E}(\nu) \right). \quad (1)$$

The minimization is over the $d$-dimensional membrane $\Sigma(x,t)$ with boundary conditions $\Sigma(x,\tau) = \partial A$ and $\Sigma(x,0) = \partial A'$, and involves the region $A'$ describing the entanglement of the initial state and a local velocity $\nu$ defined using the tangent vectors with the minimal angle with respect to the time axis. We note that the dependence of the energy density on the local velocity in $\mathcal{E}(\nu)$ is a strong assumption in light of the nonlocal nature of $S(A)$.

Without fluctuations, by dimensional analysis, the minimal membrane hypersurface in Eq. (1) scales as $|\partial A| \tau$, compatible with the leading order average entanglement in Ref. [11]. The randomness of the circuit is reflected in the disordered nature of $\Sigma(x,t)$. Assuming uncorrelated and Gaussian noise, $\Sigma(x,t)$ is fixed as the ground state of a classical Hamiltonian [64, 65, 70]

$$\mathcal{H}[\Sigma(x,t)] = \int dtd^{d-1} x \left( \frac{\kappa}{2} \nabla \Sigma(x,t) \right)^2 + V(x), \quad (2)$$

with $V(x)$ a Gaussian noise with zero mean $\overline{V(x)} = 0$ and variance $\overline{V(x)V(x')} = \gamma \delta(x - x')$, for some parameters $\kappa$ and $\gamma$. This problem is fully characterized by the exponents $\theta$ and $\zeta$, related by the hyperscaling relation $2\zeta = \theta + d - 2$ [67, 68] and governing the energy and width fluctuations, respectively

$$E(x,t) \equiv \sqrt{\langle \mathcal{H}[\Sigma(x,t)]^2 \rangle - \langle \mathcal{H}[\Sigma(x,t)] \rangle^2} \sim L^\theta, \quad (3)$$

$$W(x,t) \equiv \sqrt{\langle \Sigma^2(x,t) \rangle - \langle \Sigma(x,t) \rangle^2} \sim L^\zeta. \quad (4)$$

Renormalization group and numerical simulations predict $\zeta \simeq 0.21(4-d)$ and $\theta = 0.84(3) (\theta = 1.45(4))$ in $d = 2$ ($d = 3$), while the fluctuations become Gaussian at the upper critical dimension $d_c = 4$ [70].

The minimal membrane picture conjecture, cf. Eq. (1), provides a link between the fluctuations of the membrane $\Sigma(x,t)$ and of the entanglement entropy. In particular, entanglement entropy for a fixed realization is given by [61]

$$S(t) = \hat{v} t |\partial A| t + \hat{b} t^{\theta+1-d} \chi(t), \quad (5)$$

where $\chi(t)$ is a stochastic variable, $\hat{v}$ and $\hat{b}$ are two constants depending on the microscopic details of the model, and we neglected sub-subleading contributions. For concreteness, from now on, we consider $A$ to be a hyper-rectangular $L_1 \times \cdots \times L_d$ lattice, with $L_1 = L$ and $L_2 = \cdots = L_d = L/2$, assuming periodic boundary conditions in all directions. As the subsystem $A$ we take a hyperrectangular sublattice of $\Lambda$ of size $L_2 \times \cdots \times L_d$. Then, the membrane growth exponents imply that the spatiotemporal fluctuations obey

$$w(x,t) \equiv \sqrt{\langle S(x,t)^2 \rangle - \langle S(x,t) \rangle^2} \sim L^{(d-1)/2} t^\beta, \quad (6)$$

$$G(r,t) \equiv \sqrt{\langle (S(x,t) - S(x+r,t))^2 \rangle} = t^{\beta/\zeta} g \left( \frac{r}{L} \right), \quad (7)$$

where $g$ is a function independent of $L$. In particular, the entanglement entropy fluctuations $\gamma(t)$ are given by

$$\gamma(t) \equiv \sqrt{\langle (S(x,t) - S(x,0))^2 \rangle} = t^\beta \gamma \left( \frac{t}{L} \right), \quad (8)$$

with $\gamma(t) = \sqrt{\langle S(x,t)^2 \rangle - \langle S(x,t) \rangle^2}$. The values of $\beta_L$ are shown as functions of $1/L$ in (d) for $d = 2, 3, 4$, the extrapolation to the $L \to \infty$ limit is performed with a first order polynomial in $1/L$, yielding $\beta = 0.361(6)$, $\beta = 0.401(9)$, $\beta = 0.500(5)$ respectively for $d = 2, 3, 4$.
where $\beta = \theta + (1 - d)/2$ is the growth exponent, $(\cdot)$ is the disorder average and $g$ is a scaling function. In the following, we numerically extract the growth exponent $\beta$ (and hence $\theta$) and $\zeta$ by studying the entanglement entropy fluctuations in random circuits and comparing them with the results for disordered elastic manifolds [67].

**Numerical results.**— Assuming the membrane picture conjecture, the above discussion is relevant for any choice of the unitary ensemble of the random gates. Nevertheless, numerical simulations of generic (Haar) random circuits requires computational resources that scale exponentially with the number of investigated qubits. Therefore, this work resorts to Clifford circuits whose dynamics for stabilizer states on $N$ qubits are efficiently simulable via the Gottesmann-Knill theorem [75–78].

Denoting the Pauli strings as $\hat{P} = e^{i\phi} \prod_{i \in \Lambda} \hat{X}^{x_i} \hat{Z}^{z_i}$, any pure stabilizer state $|\Psi\rangle$ is determined by $N = |\Lambda|$ independent Pauli strings $\hat{P}_\mu$ as $|\Psi\rangle = \prod_{\mu=1}^N (\hat{I} + \hat{P}_\mu)/2$. Hence, the stabilizer state is encoded in a $N \times (2N + 1)$ matrix $M = (\phi | m^\mu_i m^\nu_j)$ with elements in 0, 1 and whose rows define the stabilizing Pauli strings. Clifford gates are defined as unitary operators that map a Pauli string into a single Pauli string. Hence, the action of Clifford gates can expressed as operations in the $\mathbb{Z}_2$ field on the matrix $M$. It follows that the unitary evolution under Clifford circuits is simulable in resources scaling polynomially with the number of qubits $N$. Furthermore, the entanglement entropy of stabilizer states is efficiently computable as $S(A) = r_A - N_A$, where $r_A = rk_A M_A$ is the rank of the submatrix $M_A = (n^\mu_i m^\nu_j)_{i \in \Lambda}$ and $N_A$ is the number of qubits in $A$ [61]. We note that earlier simulations in the literature were based on standard Jordan-Gauss elimination, with complexity $O(N^3)$. Here, to calculate entanglement entropy we employ an asymptotically fast rank-revealing algorithm with complexity $O(N^3/\log_2 N)$ [81, 82]. We combine an efficient implementation of this algorithm [83] with a state-of-the-art STIM [84] library to perform large-scale computations for systems of up to $N = 131072$ qubits. This allows us to calculate entanglement entropy for the largest considered $N$ around two-orders of magnitude faster than a naive implementation of Jordan-Gauss elimination in STIM.

In our implementation, $I^{(1)}$ is a set of $N/2$ sites at which the single qubit unitaries act. The one body gates are selected randomly, with equal probability, to be either Hadamard, $H$, or phase, $\sqrt{Z}$, gates. Instead, $I^{(2)}$ is a set of $N/4$ pairs of nearest-neighboring sites $i, j$ where $i$ is a site picked randomly with uniform distribution on $\Lambda$ and $j = i + e_u$ where $e_u$ is a versor in a randomly chosen direction $u = 1, \ldots, d$. The two-body gates acting on $I^{(2)}$ are chosen, with equal probability, between CNOT gates controlled on the left or right argument [75]. For concreteness, we consider the fully polarized initial state $|\Psi_0\rangle = \otimes_{i \in \Lambda} |0\rangle$. We have tested other low-entangled initial states finding quantitatively consistent results.

First, we consider the fluctuations $|\Phi(t) \equiv \Phi(L/2, t)$ of the entanglement entropy, cf. Eq. (5). Our findings are summarized in Fig. 2, where we let the system evolve up to time $t = 4L$. To extrapolate the growth exponent $\beta_L$ for a fixed system size $L$, we fit the numerical results with an algebraic dependence $\theta^\beta$ in the time interval $[t_1, t_2]$. We consider $t_2 - t_1 > 40$, chosen in order to maximize $\beta_L$. We extrapolate the thermodynamic limit $L \to \infty$ using a first-order polynomial in $1/L$, obtaining respectively $\beta = 0.361(6)$, $\beta = 0.401(9)$ and $\beta = 0.500(5)$ for $d = 2, 3, 4$ in agreement with the exponents obtained for the pinned membrane, c.f. Table 1, where the hyperscaling relation is used to translate the obtained values of $\beta$ to the exponents $\theta$.

Furthermore, we study the spatiotemporal fluctuations $G(r, t)$, cf. Eq. (5). We fix the system sizes to be equal to $L = 360$ and $L = 64$ for $d = 2$ and $d = 3$, respectively, and study the growth of the fluctuations varying $r$ and $t$. (The $d = 2$ case is presented in Fig. 3(a), while the result for $d = 3$ is qualitatively similar and are not shown here.) The spatiotemporal dependence of $G(r, t)$ can be analyzed with the hypothesis (5), where the growth exponents $\beta$ and $\zeta$ obtained by rescaling of results for different circuit depths $t$ with the aim of finding an optimal collapse the data onto a single curve. To perform the analysis in an unbiased fashion, we consider both $\beta$ and $\zeta$ as unknown parameters, and optimize the cost function $C(\beta, \zeta) = \sum_{i=2}^{n-1} c(x_i, y_i, d_i) \equiv \langle r_i/t^\beta_i \rangle$, $y_i = G(r_i, t_i)/r_i^{\beta/\zeta}$ and $d_i = \sigma(y_i)$ respectively the hyperparameters, data, and standard deviations. The indices $i = 0, \ldots, N_{\text{data}}$ are ordered such that $x_i < x_j$ when $i < j$ [85, 86], and the density $c(x_i, y_i, d_i) = (y_i - \bar{y})^2/\Delta$ depends on $\bar{y} = [ (x_{i+1} - x_i) y_{i-1} - (x_{i-1} - x_i) y_{i+1} ]/(x_{i+1} - x_{i-1})$ and on $\Delta = d_i^2 + \left( \frac{x_{i+1} - x_i}{x_{i+1} - x_{i-1}} d_{i-1} \right)^2 + \left( \frac{x_{i+1} - x_i}{x_{i+1} - x_{i-1}} d_{i+1} \right)^2$.

The optimal growth exponents are obtained via minimization $\beta^*, \zeta^* = \arg \min C(\beta, \zeta)$, and lead to the data collapses in Fig. 3(b) and (c) for $d = 2$ and $d = 3$ respectively. In the insets, we present the cost function landscape $C(\beta, \zeta)$. In $d = 2$, our estimates $\beta = 0.351(12)$ and $\zeta = 0.435(33)$ correspond to a relatively narrow dip in the cost function leading to exponents that are compatible with the pinned membrane ones. In $d = 3$, the cost function, cf. Fig. 3(c, inset), possesses a wide minimum which leads to larger error bars on the estimates $\beta = 0.393(3)$ and $\zeta = 0.3(1)$. Still, these values are compatible with the membrane predictions, cf. Table 1.

Lastly, we study the distribution of the variable $\hat{S} = (S - \langle S \rangle)/\sigma(S)$, with $\sigma(S)$ the standard deviation and $\langle S \rangle$ the average. In one dimension, this variable follows the centralized Tracy-Widom (TW) distribution [61], whereas, for $d = d_c = 4$, the system is expected to reach
a Gaussian distribution [67, 70]. For $d = 2, 3$ the distribution is unknown but is expected to differ from the TW and Gaussian ones. Our results for $d = 2, 4$ are given in Fig. 3(d) at $t = L$ for $L = 320$ and $L = 32$, respectively. We see that both distribution are closer to the Gaussian fit than to the TW. To quantify the closeness to Gaussianity, we investigate the skewness $\kappa_3$ of $P(\tilde{S})$. The TW distribution relevant for the $d = 1$ case yields $\kappa_3 \approx 0.2241$, while we find that the $d = 2$ distribution has $\kappa_3 = 0.07(1)$, showing that the distribution is nongaussian. For $d = 3$, we obtain that $\kappa_3 = 0.004(3)$. Hence, while the distribution $P(\tilde{S})$ approaches the Gaussian distribution with increasing system dimension, we still observe mild deviations from gaussianity at the level of the $P(S)$ for $d = 3$, consistently with the non-mean field values of the exponents $\theta$ and $\zeta$. Instead, for $d = 4$, the numerically obtained $P(\tilde{S})$ that is indistinguishable from Gaussian, and we find $\kappa_3 = 0.000(4)$ confirming the membrane picture prediction for the upper critical dimension.

Discussion and conclusion.—This manuscript investigates the structural properties of entanglement propagation in $(d+1)$ dimensional random unitary circuits, as encoded in the fluctuations and distribution of the entanglement entropy. Focusing on Clifford circuit implementations, we compute the growth exponents $\theta$ and $\zeta$ for $d \leq 4$ with high accuracy. We find they are compatible with the corresponding exponents governing the fluctuations of a membrane pinned by disorder in an elastic manifold, cf. Table 1. Furthermore, at $d = 4$, the entanglement fluctuations become Gaussian, in accordance with the upper critical dimension of membranes pinned by disorder in $d + 1$ manifolds. Overall, our findings demonstrate the effectiveness of the recently proposed minimal cut (membrane) conjecture in capturing the essential structure of entanglement dynamics [61].

Beyond numerical considerations, suitable limits (e.g., large local Hilbert space dimension) may be analytically treatable for Haar and Clifford circuits even in higher dimensions [62, 63, 87]. At the same time, it would be interesting to investigate the properties of the volume-law phase in $(d + 1)$ monitored systems [85, 86, 88–108] and long-range systems [109–113]. While recent works for $(1+1)D$ circuits revealed a rich structure related to polymer defects [114–117], the case of higher dimensions has been left essentially unexplored. A first step in $(d + 1)$ dimension was recently presented by Ref. [118] for interacting Majorana circuits, where nontrivial subleading corrections due to the topological nature of the system were found. An interesting idea is to relate the $L \ln L$ subleading behavior to Fermi, surface corrections in the spirit of the Widom conjecture [119], or to the statistical mechanics of loop models [120–123]. We leave these questions for future investigation.
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