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Abstract

Many machine learning tasks can be solved
by minimizing a convex function of an occu-
pancy measure over the policies that gener-
ate them. These include reinforcement learn-
ing, imitation learning, among others. This
more general paradigm is called the Con-
cave Utility Reinforcement Learning prob-
lem (CURL). Since CURL invalidates classi-
cal Bellman equations, it requires new algo-
rithms. We introduce MD-CURL, a new al-
gorithm for CURL in a finite horizon Markov
decision process. MD-CURL is inspired by
mirror descent and uses a non-standard reg-
ularization to achieve convergence guarantees
and a simple closed-form solution, eliminat-
ing the need for computationally expensive
projection steps typically found in mirror de-
scent approaches. We then extend CURL
to an online learning scenario and present
Greedy MD-CURL, a new method adapting
MD-CURL to an online, episode-based set-
ting with partially unknown dynamics. Like
MD-CURL, the online version Greedy MD-
CURL benefits from low computational com-
plexity, while guaranteeing sub-linear or even
logarithmic regret, depending on the level of
information available on the underlying dy-
namics.

1 Introduction

We consider the concave utility reinforcement learn-
ing (CURL) problem, which consists on minimizing a
convex function (or maximising a concave one) over

Under review.

state-action distributions induced by an agent’s pol-
icy:

min
π∈(∆A)X×N

{
F (µπ,p) :=

N∑
n=1

fn(µπ,pn )

}
. (1)

Here, we consider an episodic Markov decision process
(MDP) with finite state space X , finite action space A,
episodes of length N , and probability transition kernel
p := (pn)n∈[N ] such that pn : X ×A×X → [0, 1]. For
all s ∈ N we denote [s] := {1, . . . , s}. Letting ∆S
be the simplex over a finite set S, we denote µπ,p :=
(µn)0≤n≤N ∈ (∆X×A)N the state-action distributions
over an episode induced by the policy π in the MDP
with dynamics p.

Many machine learning tasks are special cases of Prob-
lem (1). For instance, for the reinforcement learn-
ing (RL) task (Sutton and Barto, 2018), F (µπ,p) :=
−〈µπ,p, r〉, i.e. the inner product between the state-
action distribution induced by π and a reward r.
For the imitation learning problem (Ghasemipour
et al., 2020), F (µπ,p) := Df (µπ,p, µ∗), where Df rep-
resents a Bregman divergence induced by a function
f . For some instances of the mean field control
(MFC) problem (Bensoussan et al., 2013), F (µπ,p) :=
−〈µπ,p, r(µπ,p)〉, where the reward function also de-
pends on the agents’ state-action distribution. For
mean field game (MFG) problems having the gra-
dient of F as reward, finding a Nash Equilibrium
amounts to solving Problem (1) (Geist et al., 2022;
Lavigne and Pfeiffer, 2023).

Contribution 1: We present a new iterative algo-
rithm focusing on solving Problem (1) called MD-
CURL. It is inspired by the mirror descent algo-
rithm (Beck and Teboulle, 2003), and we prove a con-
vergence rate of order 1/

√
K where K is the number

of iterations. Our main new ingredient is the use of a
non-standard regularization, which enables us to find
both a simple closed-form solution - meaning we avoid
the generally costly projection step that mirror descent
algorithms undergo - and a convergence proof.
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Until now, there have been few algorithms for solv-
ing the general framework of Problem (1). The first
two approaches were proposed, by Hazan et al. (2019)
on the basis of the Frank-Wolfe algorithm (Frank and
Wolfe, 1956), and Zhang et al. (2020) on the basis
of policy gradient methods, both of which have the-
oretical guarantees. In the mean field community,
Geist et al. (2022) prove that all algorithms for solv-
ing MFGs in discrete-time RL can be applied for solv-
ing CURL. Laurière et al. (2022) survey existing algo-
rithms and perform numerical experiments, showing
that the adaptation of online mirror descent (OMD)
for MFGs presented by Pérolat et al. (2022) has the
best performance, outperforming the previously men-
tioned approaches. However, this method has no proof
of convergence for discrete iterations. Our proposed
algorithm, as we demonstrate with showcase experi-
ments, has the same performance as OMD for MFGs
while having theoretical guarantees of convergence.

Online extension of CURL: An interesting exten-
sion of Problem (1) is the online learning scenario, in
which we consider computing a sequence of policies
(πt)t∈[T ] for T episodes with the objective of minimiz-
ing a total loss

LT :=

T∑
t=1

F t(µπ
t,p), (2)

where we allow the objective function F t to change
arbitrarily over time (and only be revealed at the end
of each episode t).

Here, we consider dynamics such that (x0, a0) ∼ µ0(·),
and for all steps n ∈ [N ],

xn+1 := gn(xn, an, εn), (3)

where (εn)n∈[N ] is an independent sequence of external
noises with εn ∼ hn(·) for hn a distribution.

Different variants of this problem can be considered,
depending on the prior information available on the
dynamics. Here, we consider the case where the agent
has prior knowledge of the dynamics (gn is known), but
may be subject to unknown external interference (hn is
unknown). This includes scenarios such as: An energy
central controlling the average consumption of electri-
cal appliances. The temperature evolution equation is
known, but consumer behavior is unknown and can in-
terfere with the dynamics (Coffman et al., 2023). Con-
trolling a fleet of drones in a known environment, sub-
ject to external influences due to weather conditions or
human intervention. Controlling the state of charge of
electric vehicles so that their average consumption fol-
lows an energy production target that changes every
day and is not known in advance. The dynamics of
loading are known, but the arrival and departure of
users are not (Séguret et al., 2021).

Contribution 2: We propose Greedy MD-CURL,
an online learning algorithm for CURL with dynam-
ics as in Equation (3) when gn is known but the
noise distribution hn is unknown. At each episode,
we play a policy πt, observe the agent’s behavior, up-
date an estimate of the external noise, and use the
estimated dynamics to compute the next policy using
MD-CURL. Greedy MD-CURL achieves state-of-the-
art sub-linear regrets with low complexity and simple
closed-form solutions. We further avoid the

√
|X | term

paid in UCRL approaches (see Section 2) by showing a
weaker control on the difference between the true and
estimated probability kernels, being an advantage for
models with large state spaces.

Balancing exploration and exploitation is challenging
when both gn and hn are unknown, which can be
computationally expensive. Greedy MD-CURL of-
fers a low-complexity algorithm that achieves sub-
linear regret, even without explicit exploration (see
Remark 5.3). Although its regret bound is not the
state of the art, Greedy MD-CURL is a good option
for scenarios where exploration is already induced by
the objective function or by noisy models.

2 Related Work

Online MDPs have mostly been studied in specific
cases of CURL rather than in its general form, and
draw inspiration from online learning problems (Cesa-
Bianchi and Lugosi, 2006). In model-based RL Even-
Dar et al. (2009) were the first to propose a method
dealing with adversarial functions, supposing the tran-
sition kernel is fully known in advance. Neu et al.
(2012) extended this work to the case of unknown
transition kernels with adversarial rewards, using tech-
niques inspired by UCRL-2 (Upper Confidence Rein-
forcement Learning) (Jaksch et al., 2008). Recently,
UC-O-REPS was proposed by Rosenberg and Man-
sour (2019), which extends Zimin and Neu (2013) O-
REPS algorithm to the case of unknown dynamics and
improves upon the regret bound of Neu et al. (2012).

In the mean-field community, most approaches for un-
known dynamics consider model-free scenarios, such
as Angiuli et al. (2020, 2023); Carmona and Laurière
(2022). M3-UCRL, proposed by Pasztor et al. (2021),
is the only model-based algorithm for mean-field con-
trol problems with unknown dynamics. It uses the
principle of optimism under uncertainty with UCRL-2
techniques, but only provides regret bounds for Gaus-
sian process dynamics and does not consider online
adversarial objective functions.

We introduce the first algorithm for the online CURL
problem with theoretical guarantees. Unlike UCRL
and PSRL approaches (Osband et al., 2013), which are
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generally computationally expensive, our algorithm is
nearly greedy and still achieves the same regret bounds
with lower computational complexity, depending on
the dynamics information available.

3 General Problem Formulation

Consider an episodic Markov decision process
(MDP) with finite state space X , finite ac-
tion space A, episodes of length N , and a se-
quence of transition probabilities p := (pn)n∈[N ] where
pn : X ×A×X → [0, 1]. At time step n, an agent in
state xn choosing action an transitions to state xn+1

with probability pn+1(xn+1|xn, an). At the start of an
episode, the agent’s first state-action couple follows a
fixed distribution µ0 ∈ ∆X×A. Actions are chosen by
means of a policy πn : X → ∆A at each time step. In
an episode, when an agent follows a sequence of strate-
gies π := (πn)n∈[N ], we define µπ,p := (µπ,pn )0≤n≤N the
state-action distribution sequence induced by the pol-
icy π in the MDP with probability kernel p recursively
for all (x′, a′) ∈ X ×A and all n ∈ [N ]:

µπ,p0 (x′, a′) := µ0(x′, a′) (4)

µπ,pn (x′, a′) :=
∑
x∈X

∑
a∈A

µπ,pn−1(x, a)pn(x′|x, a)πn(a′|x′).

We let ‖ · ‖1 be the L1 norm, and for all
v := (vn)n∈[N ], such that vn ∈ RX×A we define
‖v‖∞,1 := sup0≤n≤N ‖vn‖1. We define the objective

function F (µ) :=
∑N
n=1 fn(µn) where fn : ∆X×A → R

are convex and `-Lipschitz functions with respect to
the norm ‖ · ‖1.

Offline optimization setting (Section 4) To
solve the CURL problem, we propose a learning pro-
tocol that consists in following an iterative method.
At each iteration k ∈ [K], the learner computes a
new policy by solving an auxiliary optimization prob-
lem. This auxiliary optimization problem, that we
denote by F, depends on the previous policy πk−1,
the model dynamics p, and the objective function F ,
i.e. πk := F(πk−1, p, F ). In Section 4, we show how to

construct F such that mink∈[K] F (µπ
k,p)− F (µπ

∗,p) is

bounded by a term of order 1/
√
K, with K the number

of iterations, where π∗ is an optimal policy.

Online learning setting (Section 5) In the online
extension of CURL, the objective function at episode
t ∈ [T ] is denoted as F t :=

∑N
n=1 f

t
n, where T is the

total number of episodes, and f tn : ∆X×A → R. We
assume that f tn is convex and `-Lipschitz with respect
to the ‖ · ‖1 norm. The functions F t are only revealed
to the learner at the end of episode t. The learner’s ob-
jective is to compute a sequence of strategies (πt)t∈[T ]

minimizing their total loss defined in Equation (2),
and the learner’s performance is measured by compar-
ison to the best stationary policy, using the following
regret:

RT :=

T∑
t=1

F t(µπ
t,p)− min

π∈(∆A)X×N

T∑
t=1

F t(µπ,p). (5)

We consider the dynamics of Equation (3) when gn
is known but hn is unknown. In order to choose a
sequence of policies that minimize their total loss, the
learner must then both optimize the objective function
and learn the noise distribution through observations.
The learner’s online protocol is in Algorithm 1.

At each episode t, the learner chooses a policy πt,
send it to M independent agents, observes the exter-
nal noise (εj,t1 , . . . , εj,tN ) for each agent j ∈ [M ] over all
N steps (to retrieve the noises, it is enough to observe
the agent’s trajectory and for gn to be invertible), com-
putes an estimate p̂t+1 of the probability kernel using
the observations, observes the objective function F t,
and calculates the policy for the next episode by ap-
plying the auxiliary problem F on πt, F t, and p̂t+1.

To compute a strategy sequence with sub-linear regret
the learner faces two challenges: how to estimate p̂t

from the data and how to define the auxiliary opti-
mization problem F. In Section 5, we show that by
considering the same auxiliary optimization problem
F as in the optimization of the offline CURL problem,
and by taking p̂t+1 as the empirical mean estimator, we
can build an algorithm that achieves sub-linear regret.
This result is studied in detail in Section 5. Observ-
ing M independent agents following the same policy is
relevant to many applications, such as controlling the
charging state of a set of electric vehicles. This allows
us to explicitly express the dependence on M . Note
that if we set M = 1, we recover the standard case.

4 CURL as an optimisation problem

4.1 Reformulation of learner’s objective

The CURL problem as presented in Equation (1) is
problematic in that it is not convex in π, and calcu-
lating the gradient of F with respect to the strategy
π can be intractable. Therefore, we reformulate the
learner’s objective to obtain a convex problem. We
define

Mp
µ0

:=

{
µ ∈ (∆X×A)N

∣∣ ∑
a′∈A

µn(x′, a′) = (6)

∑
x∈X ,a∈A

pn(x′|x, a)µn−1(x, a) ,∀x′ ∈ X ,∀n ∈ [N ]

}
,
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Algorithm 1 Learner’s Online Protocol

Input: initial state-action distribution µ0, initial
strategy sequence π1.
for t = 1, . . . , T do

for j = 1, . . . ,M do
the j-th agent playing episode t starts at
(xj,t0 , aj,t0 ) ∼ µ0(·)
for n = 1, . . . , N do

environment draws new state xj,tn ∼
pn(·|xj,tn−1, a

j,t
n−1)

learner observes agent’s j external noise εj,tn
agent j chooses an action aj,tn ∼ πtn(·|xj,tn )

end for
end for
learner computes, for all n ∈ [N ], new estimate
p̂t+1
n from data (εj,sn )s∈[t],j∈[M ]

objective function F t is exposed
learner computes πt+1 = F(πt, p̂t+1, F t) and send
to all agents

end for
return πT

as the set of state-action distribution sequences sat-
isfying the Bellman-flow in the MDP with transition
kernel p and initial state-action distribution µ0. For
now, we assume that the probability kernel p is known
and, to minimize notations, we let µπ := µπ,p and
Mµ0 :=Mp

µ0
. We also assume µ0 is always known.

For any µ ∈ Mp
µ0

, there exists a strategy π such that
µπ = µ. It suffices to take πn(a|x) ∝ µn(x, a) when
the normalization factor is non-zero, and arbitrarily
defined otherwise. This result is formally enunciated
and proved in Proposition A.1 in Appendix A (see also
Puterman (1994)). We therefore have the equivalence

min
π∈(∆A)X×N

F (µπ) ≡ min
µ∈Mµ0

F (µ).

Note that the optimization problem over µ is convex.

4.2 The Algorithm

To build an algorithm solving the CURL problem, we
need to build the auxiliary optimization problem F
discussed in Section 3. Let M∗µ0

denote the subset of
Mµ0 where the corresponding policies π are such that
πn(a|x) 6= 0 for all (x, a) ∈ X ×A, n ∈ [N ]. We define
a regularization function Γ :Mµ0

×M∗µ0
→ R as

Γ(µπ, µπ
′
) :=

N∑
n=1

E(x,a)∼µπn(·)

[
log

(
πn(a|x)

π′n(a|x)

)]
, (7)

that is well defined thanks to the bijection be-
tween strategies and state-action distributions satis-
fying the Bellman flow (see Proposition A.1). We de-
fine the following iterative scheme with τk > 0 and

〈∇F (µk), µπ〉 :=
∑N
n=1〈∇fn(µkn), µπn〉:

µk+1 ∈ arg min
µπ∈Mµ0

{
〈∇F (µk), µπ〉+

1

τk
Γ(µπ, µk)

}
, (8)

where the idea is, at iteration k+1, to choose µπ mini-
mizing a linearization of the objective function around
µk, the distribution sequence found at the previous it-
eration, and at the same time penalizing the distance
between policy π inducing µπ and πk inducing µk. Our
first main result of this section is in Theorem 4.1. It
shows that, due to the choice of penalizing strategies,
the iterative scheme in Equation (8) can be solved
through dynamic programming (Bertsekas, 2005) by
building a Bellman recursion:

Theorem 4.1. Let k ≥ 0. The solution of Prob-

lem (8) is µk+1 = µπ
k+1

, where for all n ∈ [N ], and
(x, a) ∈ X ×A,

πk+1
n (a|x) :=

πkn(a|x) exp(τkQ̃kn(x,a))∑
a′∈A π

k
n(a′|x) exp(τkQ̃kn(x,a′))

, (9)

where Q̃ is a regularized Q-function satisfying the fol-
lowing recursion

Q̃kN (x, a) = −∇fN (µkN )(x, a)

Q̃kn(x, a) = max
πn+1∈(∆A)X

{
−∇fn(µkn)(x, a)+∑

x′

pn+1(x′|x, a)
∑
a′

πn+1(a′|x′) (10)

[
− 1

τk
log

(
πn+1(a′|x′)
πkn+1(a′|x′)

)
+ Q̃kn+1(x′, a′)

]}
.

Proof. See Appendix B.1.

It is not obvious at first sight, but we can show that Γ is
a Bregman divergence, making the iterative scheme an
instance of mirror descent (Beck and Teboulle, 2003).
Therefore, we can state the convergence result of Algo-
rithm 2, MD-CURL, in Theorem 4.2, the second main
result of this section. Solving a mirror descent (MD)
instance usually includes a projection step that is gen-
erally computationally expensive. The low-complexity
methods existing in the literature can only offer ap-
proximate solutions (Dick et al., 2014; Rosenberg and
Mansour, 2019). We show that with the judicious
choice of divergence as in Equation (8), MD can be
solved accurately avoiding all costly projection steps.

Theorem 4.2. Let π∗ be a minimizer of Problem (1).
Define L := `N where ` is the Lipschitz constant of
fn with respect to ‖ · ‖1 for all n ∈ [N ]. Applying
K iterations of MD-CURL to this problem, with, for
each 1 ≤ k ≤ K, τk := L−1

√
2Γ(µπ∗ , µ0)/K, gives the

following convergence rate

min
0≤k≤K

F (µπ
k

)− F (µπ
∗
) ≤ L

√
2Γ(µπ∗ , µ0)√

K
.
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Algorithm 2 MD-CURL

1: Input: number of iterations K, initial se-
quence of policies π0 ∈ (∆A)X×N such that
µ0 := µπ0 ∈M∗µ0

, objective function F :=∑N
n=1 fn, probability kernel p = (pn)n∈[N ], ini-

tial state-action distribution µ0, sequence of non-
negative learning rates (τk)k≤K .

2: for k = 0, . . . ,K − 1 do

3: µk = µπ
k

as in Equation (4)
4: Q̃kN (x, a) = −∇fN (µkN )(x, a), ∀(x, a) ∈ X ×A
5: for n = N, . . . , 1 do
6: ∀(x, a) ∈ X ×A :

7: πk+1
n (a|x) =

πkn(a|x) exp(τkQ̃kn(x,a))∑
a′ π

k
n(a′|x) exp(τkQ̃kn(x,a′))

8: Q̃kn−1(x, a) using the recursion in Equa-
tion (10)

9: end for
10: end for
11: return πK

Proof. For ease of notation, for any probability mea-
sure η ∈ ∆E , whatever the (finite) space E, we in-
troduce the neg-entropy function, with the convention
that 0 log(0) = 0, φ(η) :=

∑
x∈E η(x) log η(x).

Proposition 4.3. Let µ ∈ Mµ0 with marginal given
by ρ ∈ (∆X )N . The divergence Γ is a Bregman diver-
gence induced by

ψ(µ) :=

N∑
n=1

φ(µn)−
N∑
n=1

φ(ρn).

Also, ψ is 1-strongly convex with respect to ‖ · ‖∞,1.

The proof is in Appendix B.2 and consists in showing
that the Γ divergence taking values on the sequence
of state-action distributions is in fact the KL diver-
gence on the joint distribution. Next, if fn is convex
and `-Lipschitz with respect to the norm ‖ · ‖1 for all
n ∈ [N ], then F is also convex and Lipschitz with
constant L := `N with respect to the norm ‖ · ‖∞,1
(see Appendix B.2). Since the set Mµ0

is convex, all
convergence assumptions of MD (Beck and Teboulle,
2003) are satisfied, and the rate of convergence fol-
lows.

5 Online learning extension of CURL

We consider here the online variant of Problem (1),
where the learner must compute a sequence of strate-
gies while facing unknown external noise and arbitrar-
ily changing objective functions. We introduce Greedy
MD-CURL, a new algorithm achieving sub-linear re-
gret with a simple closed-form solution. At episode t,
Greedy MD-CURL solves an optimization problem in
the MDP induced by the estimated probability kernel

p̂t using one iteration of MD-CURL. We refer to p as
the true probability kernel and p̂t as the estimated one.

5.1 Learning the model

Since the learner does not know the noise dynamics,
it has to estimate it from its experience. To obtain a
sub-linear regret, the learner must learn p̂t in such a
way that its distance to the real probability kernel de-
creases with t with high probability. Let us denote M t

n

the number of times the learner observes step n until
the start of episode t, and εsn the s-th noise observed at
step n. Recall that the dynamics follow Equation (3),
and that the learner observes the noise values from
the agent’s trajectory. Let δx be the Dirac distribu-
tion centered in x. We define

p̂tn(·|x, a) :=
1

M t
n

Mt
n∑

s=1

δgn(x,a,εsn)(·). (11)

For any function Λ : X → R, for all n ∈ [N ] and
(x, a) ∈ X ×A we introduce the notation(
pn−p̂tn

)(
Λ
)
(x, a) :=

∑
x′∈X

(
pn(x′|x, a)−p̂tn(x′|x, a)

)
Λ(x′).

We have the following concentration result.

Lemma 5.1. Let γ > 0. For any 0 < δ < 1 and any
function Λ : X → R such that |Λ(x′)| ≤ √γ/2 for all
x′ ∈ X ,(

pn − p̂tn
)(

Λ
)
(x, a) ≤

√
γ

2M t
n

log

(
N |X ||A|T

δ

)
holds with probability 1 − δ simultaneously for all
(x, a) ∈ X ×A, steps n ∈ [N ], and episodes t ∈ [T ].

Proof. See Appendix C.1.

In the literature (Jaksch et al., 2008; Rosenberg and
Mansour, 2019), it is common to bound the L1 devia-
tion between p and p̂t instead. However, this deterio-
rates the bound by an additional factor of

√
|X |, which

we can avoid here because of our dynamics hypothe-
sis. This means that in the final regret analysis, we
only pay the number of states in a term proportional
to
√

log(|X |), which is an advantage for problems with
large state spaces or even to discretize continuous state
space problems.

We further state Lemma 5.2, which is proven in Ap-
pendix C.2 and used later to prove the regret bound
of Greedy MD-CURL.

Lemma 5.2. For any vector v ∈ R|X |×|A|, for any
strategy π and for all 0 ≤ n ≤ N ,

〈v, µπ,pn − µπ,p̂
t

n 〉 =

n∑
i=1

∑
y∈X×A

µπ,p̂
t

i−1 (y)
(
pi − p̂ti

)
(Λi,n,πv )(y),
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where Λi,n,πv : X → R is a function depending on v, i, n
and π defined in Equation (25). Also, if ‖v‖∞ :=
sup(x,a)∈X×A |v(x, a)| ≤ V , then ‖Λi,n,πv ‖∞ ≤ V .

5.2 Optimization problem

Recall that the learner follows the online protocol in
Algorithm 1. At each episode, the learner estimates
p̂t from the noise observations using Equation (11),

We denote by Mt
µ0

:= Mp̂t

µ0
the set induced by this

estimate (as in Equation (6)). At every episode the
learner solves

µt+1 ∈ arg min
µ∈Mt+1

µ0

{τ〈∇F t(µt), µ〉+ Γ(µ, µ̃t)}, (12)

where, µt := µπ
t,p̂t and µ̃t := µπ̃

t,p̂t with

π̃t := (1− αt)πt + αt
|A| , (13)

and αt ∈ (0, 1/2) is an exploration parameter.

In Theorem 4.1, we have already shown that the opti-
mization problem of Equation (12) with Bregman di-
vergence Γ has the format of an exponential twist as
in Equation (9). Consequently, we can build Greedy
MD-CURL in Algorithm 3. Note that to compute the
policy for episode t + 1, we perform one iteration of
MD-CURL using πt to compute µt as in line 3 of Algo-
rithm 2, π̃t to compute the exponential twist in line 7
and to compute Q̃ recursively in line 8, the objective
function F t and the estimated probability kernel p̂t+1.

Remark 5.3. We call our algorithm Greedy because
it solves the optimization problem (12) at each episode
using the empirically estimated dynamics (11) as if
they were the true ones, without confidence intervals or
exploration bonuses related to visit counts as usually is
the case (Jaksch et al., 2008; Rosenberg and Mansour,
2019; Azar et al., 2017).

5.3 Regret analysis

In this section, we prove the regret bound of Greedy
MD-CURL. For that, we use the results from Subsec-
tion 5.1 and some results of OMD (Shalev-Shwartz,
2012), while also having to handle an online optimiza-
tion problem with varying constraint sets. We decom-
pose the regret (5) into three terms,

RT =

T∑
t=1

F t(µπ
t,p)− F t(µπ

t,p̂t)

+

T∑
t=1

F t(µπ
t,p̂t)− F t(µπ

∗,p̂t+1

)

+

T∑
t=1

F t(µπ
∗,p̂t+1

)− F t(µπ
∗,p)

:= RMDP
T ((πt)t∈[T ]) +RpolicyT +RMDP

T (π∗) ,

Algorithm 3 Greedy MD-CURL

Input: number of episodes T , initial sequence
of policies π1 ∈ (∆A)X×N , number of observations
per episode M , initial state-action distribution
µ0, learning rate τ > 0, sequence of parameters
(αt)t∈[T ].

Initialization: ∀(x, a), p1(·|x, a) = 1
|X |

for t = 1, . . . , T do
for j = 1, . . . ,M do
j-th agent starts at (xj,t0 , aj,t0 ) ∼ µ0(·)
for n = 1, . . . , N do

environment draws new state xj,tn ∼
pn(·|xj,tn−1, a

j,t
n−1)

learner observes agent j’s external noise εj,tn
agent j chooses an action aj,tn ∼ πtn(·|xj,tn )

end for
end for
update probability kernel estimate for all (x, a):

p̂t+1
n (·|x, a) :=

1

Mt

M∑
j=1

δgn(x,a,εj,tn ) +
t− 1

t
p̂tn(·|x, a)

compute policy for the next episode:
πt+1 := MD-CURL(1, πt\π̃t, F t, p̂t+1, µ0, τ)

compute π̃t+1 as in Equation (13)
end for
return (πt)t∈[T ]

where π∗ := arg minπ∈(∆A)X×N
∑T
t=1 F

t(µπ,p). The

terms RMDP
T ((πt)t∈[T ]) and RMDP

T (π∗) pay for the er-
ror due to not knowing the true probability kernel, and
the term RpolicyT pays for calculating sub-optimal poli-
cies using MD-CURL with constraint sets varying with
each episode. Propositions 5.5 and 5.7 bound each of
these terms, yielding our main result:

Theorem 5.4. Consider an episodic MDP with finite
state space X , finite action space A, episodes of length
N , and probability kernel p := (pn)n∈[N ]. Let F t :=∑N
n=1 f

t
n convex with f tn `-Lipschitz with respect to the

norm ‖ · ‖1 for all n ∈ [N ], t ∈ [T ]. Let

b :=
(∑T

t=1 2
[
Nαt + N2

t log
( |A|
αt

)
+N2

(
1
t + αt

)2]
+
(
N log(|A|)

)) 1
2

(14)

Then, with probability 1 − δ, Greedy MD-CURL ob-
tains, for τ = b

L
√
T

,

RT ≤ 2`Nb
√
T + 2`N2

√
2T

M
log

(
N |X ||A|T

δ

)
.

In particular, choosing αt = T−1 for all t ∈ [T ], yields
RT = O(

√
T log(T )).
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5.3.1 Bounding RMDP
T

Here we show the bounds on RMDP
T

(
(πt)t∈[T ]

)
and

RMDP
T (π∗). Both indicate the difference between the

loss of playing a sequence of policies over T episodes
in the actual MDP and the loss of playing the same
sequence of policies but in the estimated MDP. For the
first term, the sequence is that produced by Greedy
MD-CURL, i.e. (πt)t∈[T ], and for the second term, it
is the best stationary policy over the horizon T , i.e.
π∗. The results are presented in Proposition 5.5 and
use the lemmas from Subsection 5.1.

Proposition 5.5. Under the same hypothesis as in
Theorem 5.4, with probability 1−δ, Greedy MD-CURL
obtains,

RMDP
T

(
(πt)t∈[T ]

)
≤ `N2

√
2T

M
log

(
N |X ||A|T

δ

)
.

The exact same result being also valid for RMDP
T

(
π∗
)
.

Proof. See Appendix C.3.

5.3.2 Bounding RpolicyT

The term RpolicyT pays for the loss associated with
the convergence of MD-CURL. Our main challenge is
to deal with the terms concerning variable constraint
sets Mt

µ0
. They depend on a bound on the differ-

ence between the state-action distributions induced
by two consecutive probability kernel estimates, i.e.
‖µπ,p̂t − µπ,p̂

t+1‖∞,1 stated in Lemma 5.6. We also
need a bound on ‖∇ψ(µπ,p)‖∞,1, the function inducing
the Bregman divergence, justifying our construction in
Equation (13). The result is stated in Proposition 5.7.

Lemma 5.6. For any policy sequence π ∈ (∆A)X×N ,
the estimation of the probability kernel for two consec-
utive episodes done by Greedy MD-CURL satisfies, for
all episodes t ∈ [T − 1], the following inequality

‖µπ,p̂
t+1

− µπ,p̂
t

‖∞,1 ≤
2N

t
.

Proposition 5.7. Under the same hypothesis as in
Theorem 5.4, let b be defined as in Equation (14).
Then, Greedy MD-CURL obtains, for τ = b

L
√
T

,

RpolicyT ≤ 2`Nb
√
T .

Proof. See Appendix D.5.

Remark 5.8. Appendix E shows that Greedy MD-
CURL also has sub-linear regret in T when both gn
and hn are unknown and the learner observes the tra-
jectory of state-action pairs that each agent follows.
Although its regret is not the best in the state of the
art, Greedy MD-CURL is a good option when explo-
ration is already induced by the environment.

Figure 1: [left] Initial agent distribution; [middle] Dis-
tribution induced by the uniform policy; [right] The
three targets.

6 Showcase experiments

In this section, we evaluate the performance of MD-
CURL and Greedy MD-CURL on the entropy maximi-
sation and multi-objectives problems, both introduced
by Geist et al. (2022). To test Greedy MD-CURL’s
ability to learn the unknown dynamics, we consider a
version with fixed, non-adversarial objective functions
and the same probability kernel for all n ∈ [N ]. Ap-
pendix F provides further experimental results.

6.1 Environments

We consider a model where the state space is a 11×11
four-room dimensional grid world with a single door
connecting adjacent rooms. At each step, the agent
can choose to stay still, go right, left, up or down,
provided that there are no walls in the way:

xn+1 = xn + an + εn, (15)

with an ∈ {(0, 0), (0, 1), (1, 0), (−1, 0), (0,−1)}. The
external noise εn represents a perturbation that pushes
the agent to a neighbor state with a certain probability.
We suppose the initial distribution is a Dirac at the
upper left corner of the grid as in Figure 1 [left].

Entropy maximisation At each step, fn(µπ,pn ) :=
〈ρπ,pn , log(ρπ,pn )〉, where ρπ,pn (x) :=

∑
a∈A µ

π,p
n (x, a).

Thus minimizing F :=
∑N
n=1 fn means maximizing

the entropy, so the optimal value is when the distri-
bution is uniform over the state space (obs.: contrary
to intuition, the uniform policy does not provide an
optimal solution, as can be seen in Figure 1, [middle]).

Multi-objectives The goal is for the distribution
to be concentrated on the three targets in Figure 1,
[right], by the final step N . We let fn(µπ,pn ) :=

−
∑3
k=1(1 − 〈ρπ,pn , ek〉)2, where ek ∈ R|X | is a vector

with zero everywhere and 1 in the element correspond-
ing to a target state. Note that the target may not be
reachable by any policy.
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Figure 2: Entropy maximisation: [left] MD-CURL dis-
tribution at N = 40; [right] Log regret.
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Figure 3: Multi-objectives: [left] MD-CURL distribu-
tion at N = 40; [right] Log regret.

6.2 Numerical experiments

For all experiments we consider N = 40. Figures 2
and 3 show at left the state distribution at N = 40
computed after 500 iterations of MD-CURL for each
setting, and at right its log regret per iteration com-
pared to that of OMD for MFG. The OMD algorithm
for MFGs is the state-of-the-art method for the prob-
lems addressed in this paper, as shown by Laurière
et al. (2022), but have no convergence results for dis-
crete iterations. Therefore, MD-CURL is a good alter-
native for achieving state-of-the-art performance, with
the advantage of having theoretical results. Note that
both algorithms converge similarly, we leave the anal-
ysis of their differences for future work.

We now examine Greedy MD-CURL for online CURL.
We add a noise εn that follows a categorical distri-
bution hn, with a 0.2 probability of going up and 0
for other directions. We suppose gn is known but hn
is unknown, and we take M = 10. Figure 4 com-
pares the log regret per iteration for Greedy MD-
CURL (blue), MD-CURL with known noise dynam-
ics (green), and MD-CURL with unknown noise dy-
namics, where the learner never learns the noise dis-
tribution, i.e. p̂tn(·|x, a) = δgn(x,a,0) for all (x, a) (red).
We see that Greedy MD-CURL quickly matches MD-
CURL with known noise dynamics, and that never
learning the noise is sub-optimal. We do not compare
Greedy MD-CURL to other algorithms in the litera-
ture as none is well-suited to our scenario, and the ones
that could be adapted use UCRL techniques making
them computationally expensive or intractable.

Finally, Greedy MD-CURL achieves sub-linear regret

100 101 102

10−4

10−3

10−2

10−1

Iteration

Entropy maximisation

Greedy MD-CURL
MD-CURL unknown noise
MD-CURL known dynamics

100 101 102

100.2

100.3

100.4

100.5

Iteration

Multi-objectives

Greedy MD-CURL
MD-CURL unknown noise
MD-CURL known dynamics

Figure 4: Log regret per iteration, N = 40: [left] En-
tropy maximisation; [right] Multi-objectives.

even with unknown dynamics (see Appendix E). Fig-
ure 5 shows how it learns the full dynamics for both the
entropy maximization problem (right) and the multi-
objective problem with 0.2 probability of being per-
turbed in any reachable neighboring state (left). It
exploits the fact that maximizing entropy and pertur-
bations with high probability favors exploration.

100 101 102

10−3

10−2

10−1

Iteration

Entropy maximisation

Greedy MD-CURL unknown g
MD-CURL known dynamics

100 101 102

100.3

100.4

Iteration

Multi-objectives with central noise

Greedy MD-CURL unknown g
MD-CURL known dynamics

Figure 5: Log regret for Greedy MD-CURL with un-
known gn and hn: [left] Entropy maximisation; [right]
Multi-objectives.

7 Conclusion and future works

In this paper we analyzed two versions of the CURL
problem in episodic MDPs with finite state and action
spaces. For the offline optimization problem, where
the dynamics gn and hn are known, we proposed an
algorithm based on mirror descent converging with
a rate of O

(
1/
√
K
)

for K iterations. For the online
learning extension with adversarial costs, we proposed
an algorithm with a simple closed-form solution, and
regret of O

(√
T log(T )

)
when gn is known but hn is un-

known. Also, we showed that for this specific dynamic,
we can improve the bounds of existing work and pay
the number of states only in a term proportional to√

log(|X |).

A future direction is to investigate if we can achieve
optimal regrets for variants of Greedy MD-CURL un-
der more general assumptions about the available dy-
namics information. For example, by considering the
case where gn is a parametric function with unknown
parameters, rather than being completely known.
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A Equivalence between policies and distributions in Mµ0

Proposition A.1. Let µ0 ∈ ∆X×A. The application π 7→ µπ is a bijection from (∆A)X×N to Mµ0
.

Proof. Consider a fixed initial state-action distribution µ0 ∈ ∆X×A. Let µ ∈ Mµ0
and define ρ = (ρn)0≤n≤N

such that for all x ∈ X , ρn(x) =
∑
a µn(x, a) (the associated state distribution). First, let us deal with the case

where ρn(x) 6= 0. Define a policy sequence π ∈ (∆A)X×N such that πn(a|x) = µn(x,a)
ρn(x) for all (x, a) ∈ X ×A. We

want to show that µπ = µ for this policy π. We reason by induction. For n = 0, µπ0 = µ0 by definition. Suppose
µπn = µn, thus for n+ 1 and for all (x′, a′) ∈ X ×A

µπn+1(x′, a′) =
∑
x,a

pn+1(x′|x, a)µπn(x, a)πn+1(a′|x′)

=
∑
x,a

pn+1(x′|x, a)µn(x, a)
µn+1(x′, a′)

ρn+1(x′)

=
∑
a

µn+1(x′, a)
µn+1(x′, a′)

ρn+1(x′)

= ρn+1(x′)
µn+1(x′, a′)

ρn+1(x′)

= µn+1(x′, a′),

where the first equality comes from Equation (4), the second equality comes from the induction assumption and
the way we defined the strategy π, and the third comes from the assumption that µ ∈Mµ0

.

In the case ρn(x) = 0, we therefore have µn(x, a) = 0 for all a ∈ A, so any choice of πn(a|x) would work. Because
we want to make sure that there is a unique mapping from each π to µπ we agree to always set πn(a|x) = 1

|A| in

this case, where |A| is the number of possible actions.

B Proofs of Section 4: algorithm 2 scheme and convergence rate

By abuse of notation, for any probability measure η ∈ ∆E whatever the finite space E on which it is defined we
introduce the neg-entropy function, with the convention 0 log(0) = 0,

φ(η) :=
∑
x∈E

η(x) log η(x), (16)

to which we associate the Bregman divergence D, also known as the KL divergence, such that for any pair
(η, ν) ∈ ∆E ×∆E ,

D(η, ν) := φ(η)− φ(ν)− 〈∇φ(ν), η − ν〉.

Let ρn denote the marginal probability distribution on X associated with µn i.e., for all x ∈ X

ρn(x) :=
∑
a∈A

µn(x, a) .

Observe that to any µ = (µn)1≤n≤N ∈ Mµ0 one can associate a unique probability mass function on ∆(X×A)N

denoted by µ1:N such that µ1:N is generated by the strategy π = (πn)n∈[N ] associated with µ which is determined
by

πn(a|x) =
µn(x, a)

ρn(x)
,

when ρn(x) 6= 0, otherwise we fix an arbitrary strategy πn(a|x) = 1
|A| .

Before proving Theorems 4.1 and 4.2 we state and prove a lemma which is key to proving both theorems.
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Lemma B.1. For any µ ∈Mµ0 and µ′ ∈M∗µ0
, with associated probability mass functions µ1:N , µ

′
1:N ∈ ∆(X×A)N

generated by π, π′ respectively with the same initial state-action distribution, i.e. µ0 = µ′0, we have

D(µ1:N , µ
′
1:N ) = Γ(µ, µ′) =

N∑
n=1

D(µn, µ
′
n)−

N∑
n=1

D(ρn, ρ
′
n), (17)

where Γ(µ, µ′) :=
∑N
n=1 E(x,a)∼µn(·)

[
log

(
πn(a|x)
π′n(a|x)

)]
.

Proof. For each n ∈ [N ], let us define a transition matrix Pπn for all x, x′ ∈ X and a, a′ ∈ A,

Pπn(x′, a′|x, a) := pn(x′|x, a)πn(a′|x′).

Given Definition 4, for any randomized policy the state-action distributions evolve according to linear dynamics

µn(x′, a′) = 〈µn−1(·), Pπn(x′, a′|·)〉.

Any randomized policy π induces a probability mass function µ1:N that is Markovian:

µ1:N (~y) = µ0(y0)Pπ1(y1|y0) . . . PπN (yN |yN−1), (18)

where ~y represents the elements of (X × A)N+1 such that yi = (xi, ai) for all 0 ≤ i ≤ N . Note that µn(yn) is
the marginal probability mass function.

Consider µ, µ′ ∈ Mµ0
the state-action distribution sequences induced by π, π′ respectively (i.e, µ = µπ and

µ′ = µπ
′
). Thus, computing the relative entropy between the probability mass functions µ1:N , µ

′
1:N gives

D(µ1:N , µ
′
1:N ) =

∑
~y

µ1:N (~y) log

(
µ1:N (~y)

µ′1:N (~y)

)

=
∑

y0,...,yN

µ1:N (~y) log

(
µ0(y0)Pπ1(y1|y0) . . . PπN (yN |yN−1)

µ′0(y0)Pπ
′
1(y1|y0) . . . Pπ

′
N (yN |yN−1)

)

=
∑

y0,...,yN

µ1:N (~y)

N∑
i=1

log

(
Pπi(yi|yi−1)

Pπ
′
i(yi|yi−1)

)
.

Where

N∑
i=1

log

(
Pπi(yi|yi−1)

Pπ
′
i(yi|yi−1)

)
=

N∑
i=1

log

(
pi(xi|xi−1, ai−1)πi(ai|xi)
pi(xi|xi−1, ai−1)π′i(ai|xi)

)

=

N∑
i=1

log

(
πi(ai|xi)
π′i(ai|xi)

)
.

Thus,

D(µ1:N , µ
′
1:N ) =

∑
~y

µ1:N (~y)

N∑
i=1

log

(
πi(ai|xi)
π′i(ai|xi)

)

=
∑
~y

µ0(y0)Pπ1(y1|y0) . . . PπN (yN |yN−1)

N∑
i=1

log

(
πi(ai|xi)
π′i(ai|xi)

)

=

N∑
i=1

∑
x∈X

∑
a∈A

µi(x, a) log

(
πi(a|x)

π′i(a|x)

)
.
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Where for the last equality we used that∑
y0,...,yi−1

µ0(y0)Pπ1(y1|y0) . . . Pπi(yi|yi−1) =
∑
yi

µi(yi)

and for a fixed yi, ∑
yi+1,...,yN

Pπi+1(yi+1|yi) . . . PπN (yN |yN−1) = 1.

This proves the first equality of the lemma. We now prove the second. For this, we recall that Proposition A.1
gives a unique relation between a state-action distribution sequence µ ∈ Mµ0

and the policy sequence π ∈
(∆A)X×N inducing it by taking for all 1 ≤ i ≤ N , (x, a) ∈ X ×A,

πi(a|x) =
µi(x, a)

ρi(x)
,

where ρ is the marginal on the states of µ. Using this relation, we have then that

D(µ1:N , µ
′
1:N ) =

N∑
i=1

∑
x∈X

∑
a∈A

µi(x, a) log

(
πi(a|x)

π′i(a|x)

)

=

N∑
i=1

∑
x∈X

∑
a∈A

µi(x, a) log

(
µi(a|x)

ρi(x)

ρ′i(x)

µ′i(a|x)

)

=

N∑
i=1

∑
x∈X

∑
a∈A

µi(x, a) log

(
µi(a|x)

µ′i(a|x)

)
−

N∑
i=1

∑
x∈X

∑
a∈A

µi(x, a) log

(
ρi(x)

ρ′i(x)

)

=

N∑
i=1

∑
x∈X

∑
a∈A

µi(x, a) log

(
µi(a|x)

µ′i(a|x)

)
−

N∑
i=1

∑
x∈X

ρi(x) log

(
ρi(x)

ρ′i(x)

)

=

N∑
i=1

D(µi, µ
′
i)−

N∑
i=1

D(ρi, ρ
′
i)

which concludes the proof.

B.1 Proof of Theorem 4.1: formulation of Algorithm 2

Theorem. Let k ≥ 0. The solution of Problem (8) is µk+1 = µπ
k+1

, where for all n ∈ [N ], and (x, a) ∈ X ×A,

πk+1
n (a|x) :=

πkn(a|x) exp
(
τkQ̃

k
n(x, a)

)
∑
a′∈A π

k
n(a′|x) exp

(
τkQ̃kn(x, a′)

) ,
where Q̃ is a regularized Q-function satisfying the following recursion

Q̃kN (x, a) = −∇fN (µkN )(x, a)

Q̃kn(x, a) = max
πn+1∈(∆A)X

{
−∇fn(µkn)(x, a)+

∑
x′

pn+1(x′|x, a)
∑
a′

πn+1(a′|x′)
[
− 1

τk
log

(
πn+1(a′|x′)
πkn+1(a′|x′)

)
+ Q̃kn+1(x′, a′)

]}
.

Proof. At each iteration we seek to find µk+1 a minimizer of

min
µπ∈Mµ0

{
〈∇F (µk), µπ〉+

1

τk

N∑
n=1

E(x,a)∼µn(·)

[
log

(
πn(a|x)

πkn(a|x)

)]}
(19)
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where recall that 〈∇F (µk), µπ〉 :=
∑N
n=1〈∇fn(µkn), µπn〉. We further use that rn(xn, an, µn) := −∇fn(µn)(xn, an).

Now, we use the optimality principle to solve this optimization problem with an algorithm backwards in time. Re-
member that the initial distribution µ0 is always fixed. The equivalence between solving a minimization problem
on sequences of state-action distributions inMµ0 and on sequences of policies in (∆A)X×N (see Proposition A.1),
allows us to reformulate Problem (19) on Mµ0

into a problem on (∆A)X×N , thus

(19) = max
π∈(∆A)X×N

{ N∑
n=0

∑
x,a

µπn(x, a)rn(x, a, µkn)

− 1

τk

N∑
n=1

∑
x,a

µπn−1(x, a)
∑
x′,a′

pn(x′|x, a)πn(a′|x′) log

(
πn(a′|x′)
πkn(a′|x′)

)}

= max
π∈(∆A)X×N

{ N∑
n=0

∑
x,a

µπn(x, a)

[
rn(x, a, µkn)

− 1

τk

∑
x′,a′

pn+1(x′|x, a)πn+1(a′|x′) log

(
πn+1(a′|x′)
πkn+1(a′|x′)

)]}

= max
π∈(∆A)X×N

{
Eπ
[
rN (xN , aN , µ

k
N ) +

N−1∑
n=0

rn(xn, an, µ
k
n)

− 1

τk

∑
x′,a′

pn+1(x′|xn, an)πn+1(a′|x′) log

(
πn+1(a′|x′)
πkn+1(a′|x′)

)]}
.

Let us define a regularized version of the state-action value function that we denote by Q̃k, such that for all
i ∈ [N ], (x, a) ∈ X ×A,

Q̃ki (x, a) = max
πi+1:N∈(∆A)X×(N−i)

Eπ
[
rN (xN , aN , µ

k
N ) +

N−1∑
n=i

{
rn(xn, an, µ

k
n)

− 1

τk

∑
x′,a′

pn+1(x′|xn, an)πn+1(a′|x′) log

(
πn+1(a′|x′)
πkn+1(a′|x′)

)}∣∣∣∣(xi, ai) = (x, a)

]
,

(20)

where πi+1:N = {πi+1, . . . , πN}.

First, note that E(x,a)∼µ0(·)[Q̃
k
0(x, a)] = (19). Moreover, the optimality principle states that this regularized

state-action value function satisfies the following recursion

Q̃N (x, a) = rN (x, a, µkN )

Q̃i(x, a) = max
πi+1∈(∆A)X

{
ri(x, a, µ

k
i )+

∑
x′

pi+1(x′|x, a)
∑
a′

πi+1(a′|x′)

[
− 1

τk
log

(
πi+1(a′|x′)
πki+1(a′|x′)

)
+ Q̃i+1(x′, a′)

]}
.

Thus, to solve (19) we compute backwards in time, i.e. for i = N − 1, . . . , 0, for all x ∈ X ,

πk+1
i+1 (·|x) ∈ arg max

π(·|x)∈∆A

{〈
π(·|x), Q̃ki+1(x, ·)

〉
− 1

τk
D
(
π(·|x), πki+1(·|x)

)}
,

where D is the KL divergence.

The solution of this optimisation problem for each time step i can be found by writing the associated Lagrangian
function L. Let λ be the Lagrangian multiplier associated with the simplex constraint. For simplicity, let
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πx := π(·|x), πkx := πki+1(·|x) and Q̃kx := Q̃ki+1(x, ·). Thus,

L(πx, λ) = 〈πx, Q̃kx〉 −
1

τk
D(πx, π

k
x)− λ

(∑
a∈A

πx(a)− 1

)
.

Taking the gradient of the Lagrangian with respect to πx(a) for each a ∈ A gives

∂L(πx, λ)

∂πx(a)
= Q̃kx(a)− 1

τk
log

(
πx(a)

πkx(a)

)
− 1

τk
− λ,

and thus

∂L(πx, λ)

∂πx(a)
= 0 =⇒ πx(a) = πkx(a) exp

(
τkQ̃

k
x(a)− 1− τkλ

)
.

Applying the simplex constraint,
∑
a∈A πx(a) = 1, we find the value of the Lagrangian multipler λ, and we get

for all a ∈ A

πx(a) =
πkx(a) exp

(
τkQ̃

k
x(a)

)
∑
a′∈A π

k
x(a′) exp

(
τkQ̃kx(a′)

)
,

which proves the theorem.

B.2 Proof of Proposition 4.3

Proposition. Let µ ∈ Mµ0 with marginal given by ρ ∈ (∆X )N . The divergence Γ is a Bregman divergence
induced by the function

ψ(µ) :=

N∑
n=1

φ(µn)−
N∑
n=1

φ(ρn).

Also, ψ is 1-strongly convex with respect to the ‖ · ‖∞,1 norm.

Proof. Lemma B.1 states that for any µ ∈ Mµ0
and µ′ ∈ M∗µ0

, induced by π, π′ respectively as in Equation 4,
with the same initial state-action distribution, i.e. µ0 = µ′0, we have

Γ(µ, µ′) :=

N∑
n=1

E(x,a)∼µn(·)

[
log

(
πn(a′|x′)
πkn(a′|x′)

)]
=

N∑
n=1

D(µ′n, µn)−
N∑
n=1

D(ρ′n, ρn).

Recall that φ is the negentropy and that D is the Bregman divergence induced by the negentropy. Define the
function ψ : (∆X×A)N → R such that for any µ ∈ (∆X×A)N

ψ(µ) :=

N∑
n=1

φ(µn)−
N∑
n=1

φ(ρn).

To show Γ is a Bregman divergence induced by ψ we need to show that for any µ, µ′ ∈ (∆X×A)N ,

ψ(µ)− ψ(µ′)− 〈∇ψ(µ′), µ− µ′〉 = Γ(µ, µ′).

For that, first recall that the marginal ρ is such that for each 1 ≤ n ≤ N , and for all x ∈ X , ρn(x) =∑
a∈A µn(x, a). Thus,

ψ(µ) =
∑
n

[∑
x,a

µn(x, a) log(µn(x, a))−
∑
x

ρn(x) log(ρn(x))

]

=
∑
n

∑
x,a

µn(x, a) log

(
µn(x, a)∑
a′ µn(x, a′)

)
.

(21)
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Computing the first order partial derivative of ψ with respect to µn(x, a) for any (x, a) ∈ X ×A and 1 ≤ n ≤ N ,
we get

∂ψ

∂µn(x, a)
(µ) = log

(
µn(x, a)∑
a′ µn(x, a′)

)
+ µn(x, a)

1

µn(x, a)
−
∑
a′

µn(x, a′)
1∑

a′ µn(x, a′)

= log

(
µn(x, a)∑
a′ µn(x, a′)

)
= log

(
µn(x, a)

ρn(x)

)
.

Hence, as φ(µn) = 〈µn, log(µn)〉 and φ(ρn) = 〈ρn, log(ρn)〉, and πn = µn/ρn,

ψ(µ)− ψ(µ′)− 〈∇ψ(µ′), µ− µ′〉 =

N∑
n=1

[
φ(µn)− φ(ρn)−

(
φ(µ′n)− φ(ρ′n)−

〈
µn − µ′n, log(µn)− log(ρn)

〉)]
=

N∑
n=1

[
φ(µn)− φ(ρn)− µn log(π′n)

]
=

N∑
n=1

[
µn
(

log(πn)− log(π′n)
)]

= Γ(µ, µ′).

Now we just need to show that ψ is strongly convex. For that, we apply the following convexity property (Boyd
and Vandenberghe, 2004): ψ is 1-strongly convex with respect to a norm ‖·‖ if and only if for all µ, µ′ ∈ (∆X×A)N ,
〈∇ψ(µ)−∇ψ(µ′), µ− µ′〉 ≥ ‖µ− µ′‖2. Indeed,

〈∇ψ(µ)−∇ψ(µ′), µ− µ′〉 =
∑
n

∑
x,a

[
∂ψ

∂µn(x, a)
(µ)− ∂ψ

∂µn(x, a)
(µ′)

] (
µn(x, a)− µ′n(x, a)

)
=
∑
n

∑
x,a

[
log

(
µn(x, a)

ρn(x)

)
− log

(
µ′n(x, a)

ρ′n(x)

)] (
µn(x, a)− µ′n(x, a)

)
(a)
=
∑
n

D(µn, µ
′
n) +D(µn, µ

′
n)−D(ρn, ρ

′
n)−D(ρ′n, ρn)

(b)
= Γ(µ, µ′) + Γ(µ′, µ), (22)

where (a) comes from the definition of the KL divergence D and (b) comes from the definition of Γ.

It remains to find a norm that lower bound the right-hand side. By Lemma B.1,

Γ(µ, µ′) =

N∑
n=1

D(µn, µ
′
n)−

N∑
n=1

D(ρn, ρ
′
n) = D(µ1:N , µ

′
1:N )

≥ 2‖µ1:N − µ1:N‖2TV =
1

2
‖µ1:N − µ′1:N‖21,

the last inequality being a consequence of Pinsker’s inequality. The norm ‖ · ‖TV stands for the total variation
norm. Let y represent an element of (X ×A)N+1 such that yi ∈ X ×A for all 0 ≤ i ≤ N . Observe that

‖µ1:N − µ′1:N‖1 =
∑

y∈(X×A)N+1

|µ1:N (y)− µ′1:N (y)|

≥
∑

yn∈X×A

∣∣∣∣ ∑
ys∈X×A , s 6=n

(
µ1:N (y)− µ′1:N (y)

)∣∣∣∣
=

∑
yn∈X×A

|µn(yn)− µ′n(yn)|, for all n ∈ {0, · · · , N}.

Thus,

‖µ1:N − µ′1:N‖1 ≥ ‖µ− µ′‖∞,1
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which implies that

Γ(µ, µ′) ≥ 1

2
‖µ− µ′‖2∞,1. (23)

Finally, plugging back into Equation (22) shows that ψ is 1-strongly convex with respect to the norm ‖ · ‖∞,1.

B.3 Complements of the proof of Theorem 4.2

Lemma B.2. Let fn : ∆X×A → R be convex and `-Lipschitz with respect to the norm ‖ · ‖1 for all n ∈ [N ]. If

F : (∆X×A)N → R is defined for all µ := (µn)n∈[N ] ∈ (∆X×A)N as F (µ) :=
∑N
n=1 fn(µn), then F is also convex

and L-Lipschitz with respect to the norm ‖ · ‖∞,1 for L = `N .

Proof. Convexity: F is convex as the sum of convex functions.

Lipschitz: Let µ, µ′ ∈ (∆X×A)N . As fn is Lipschitz with respect to ‖ · ‖1 with constant `, then |fn(µn) −
fn(µ′n)| ≤ `‖µn − µn‖1 for all 1 ≤ n ≤ N . Therefore,

|F (µ)− F (µ′)| =
∣∣∣∣ N∑
n=1

fn(µn)− fn(µ′n)

∣∣∣∣ ≤ N∑
n=1

|fn(µn)− fn(µ′n)|

≤ `
N∑
n=1

‖µn − µ′n‖1 ≤ `N‖µ− µ′‖∞,1.

C Proofs of Subsection 5.1: concentration results

C.1 Proof of Lemma 5.1

Lemma. Let γ > 0. For any 0 < δ < 1, and for any function Λ : X → R such that |Λ(x′)| ≤ √γ/2 for all
x′ ∈ X , (

pn − p̂tn
)(

Λ
)
(x, a) ≤

√
γ

2M t
n

log

(
N |X ||A|T

δ

)
holds with probability 1− δ simultaneously for all (x, a) ∈ X ×A, steps n ∈ [N ], and episodes t ∈ [T ].

Proof. Let γ > 0. Recall that, for all n ∈ [N ], and for all (x, a) ∈ X × A, pn(x|x, a) := P
(
gn(x, a, εn) = x

)
and

p̂tn(x|x, a) = 1
Mt
n

∑Mt
n

s=1 δgn(x,a,εsn) where M t
n is the number of times we observe step n until the start of episode

t, and εsn is the s-th noise observed at step n. Note that M t
n is not random. Therefore,

(
pn− p̂tn

)
(Λ)(x, a) :=

∑
x′∈X

(
pn(x′|x, a)− p̂tn(x′|x, a)

)
Λ(x′) = Eεn∼hn(·)

[
Λ
(
gn(x, a, εn)

)]
− 1

M t
n

Mt
n∑

s=1

Λ
(
gn(x, a, εsn)

)
.

From the hypothesis on the bound of Λ, we have that almost surely Λ
(
gn(x, a, εsi )

)
∈ [−√γ/2,√γ/2] for all

s ∈ M t
n, therefore, applying Hoeffding’s inequality to the sequence of random variables

(
Λ
(
gn(x, a, εsi )

))
s∈[Mt

n]

yields, for all ξ > 0,

P
((
pn − p̂tn

)
(Λ)(x, a) ≥ ξ

)
≤ exp

(
−2ξ2M t

n

γ

)
. (24)

Applying the union bound we then get that simultaneously for all (x, a) ∈ X × A, steps n ∈ [N ] and episodes
t ∈ [T ], (

pn − p̂tn
)
(Λ)(x, a) ≤

√
γ

2M t
n

log

(
N |X ||A|T

δ

)
holds with probability 1− δ for any 0 < δ < 1.
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C.2 Proof of Lemma 5.2

Lemma. For any vector v ∈ R|X |×|A|, for any strategy π and for all n ∈ [N ],

〈v, µπ,pn − µπ,p̂
t

n 〉 =

n∑
i=1

∑
y∈X×A

µπ,p̂
t

i−1 (y)
(
pi − p̂ti

)
(Λi,n,πv )(y),

where Λi,n,πv : X → R is a function depending on v, i, n and π defined in Equation (25). Also, if ‖v‖∞ :=
sup(x,a)∈X×A |v(x, a)| ≤ V , then ‖Λi,n,πv ‖∞ ≤ V .

Proof. For y ∈ X ×A, we denote by v(y) the element y of vector v.

For all n ∈ [N ], for all y := (x, a) ∈ X ×A and y′ := (x′, a′) ∈ X ×A, let

Kn(y, y′) := pn(x|x′, a′)πn(a|x),

K̂t
n(y, y′) := p̂tn(x|x′, a′)πn(a|x).

For η a vector over X ×A, we define for all y ∈ X ×A and y0 ∈ X ×A the following notations

ηK1:n(y) :=
∑

y0∈X×A
. . .

∑
yn−1∈X×A

η(y0)K1(y0, y1) . . .Kn(y, yn−1)

η(y0)K1:n(y) :=
∑

y1∈X×A
. . .

∑
yn−1∈X×A

η(y0)K1(y0, y1) . . .Kn(y, yn−1).

We can then rewrite the definition of a state-action distribution satisfying the Markovian dynamics and in-
duced by a policy π stated in Equation (4) as µπ,pn = µ0K1:n, and µπ,p̂

t

n = µ0K̂
t
1:n. With the convention that

Kn+1:n := Id is the identity operator for all n, then

µπ,pn − µπ,p̂
t

n = µ0K1:n − µ0K̂
t
1:n

= (µ0K1:n − µ0K̂
t
1K2:n) + (µ0K̂

t
1K2:n − µ0K̂

t
1:2K3:n) + . . .+ (µ0K̂

t
1:n−1Kn − µ0K̂

t
1:n)

=

n∑
i=1

µπ,p̂
t

i−1

(
Ki − K̂t

i

)
Ki+1:n.

Note that, for all y ∈ X ×A, and all i ∈ {0, . . . , n},

µπ,p̂
t

i−1

(
Ki − K̂t

i

)
Ki+1:n(y) =

∑
yi−1

µπ,p̂
t

i−1 (yi−1)
∑
yi

(
Ki(yi−1, yi)− K̂t

i (yi−1, yi)
)
Ki+1:n(y)

=
∑
yi−1

µπ,p̂
t

i−1 (yi−1)
∑
xi

(
pi(xi|yi−1)− p̂ti(xi|yi−1)

)∑
ai

πi(ai|xi)Ki+1:n(y).

Hence,

〈v, µπ,pn − µπ,p̂
t

n 〉 =
∑
y

v(y)

n∑
i=1

µπ,p̂
t

i−1

(
Ki − K̂t

i

)
Ki+1:n(y)

=

n∑
i=1

∑
yi−1∈X×A

µπ,p̂
t

i−1 (yi−1)
∑
xi∈X

(
pi(xi|yi−1)− p̂ti(xi|yi−1)

) ∑
ai∈A

πi(ai|xi)
∑

y∈X×A
Ki+1:n(y)v(y)

=

n∑
i=1

∑
yi−1∈X×A

µπ,p̂
t

i−1 (yi−1)
∑
xi∈X

(
pi(xi|yi−1)− p̂ti(xi|yi−1)

)
Λi,n,πv (xi)

:=

n∑
i=1

∑
yi−1∈X×A

µπ,p̂
t

i−1 (yi−1)
(
pi − p̂ti

)
(Λi,n,πv )(yi−1)
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where we define the function Λi,n,πv : X → R for any v ∈ RX×A as

Λi,n,πv (x) :=
∑
a∈A

πi(a|x)
∑

y∈X×A
Ki+1:n(y)v(y). (25)

If ‖v‖∞ ≤ V , then for all x ∈ X ,

|Λi,n,πv (x)| ≤
∑
a∈A

πi
(
a|x
) ∑
y′∈X×A

Ki+1:n(y′)|v(y′)|

≤ V
∑
a∈A

πi
(
a|x
) ∑
y′∈X×A

Ki+1:n(y′)

= V.

Therefore, ‖Λi,n,πv ‖∞ ≤ V .

C.3 Proof of Proposition 5.5: upper bound on RMDP
T

Proposition. We consider an episodic MDP with finite state space X , finite action space A, episodes of length
N , and probability kernel p := (pn)n∈[N ]. We let F t :=

∑N
n=1 f

t
n convex with f tn `-Lipschitz with respect to the

norm ‖ · ‖1 for all n ∈ [N ], t ∈ [T ]. Then, with probability 1− δ, Greedy MD-CURL obtains,

RMDP
T

(
(πt)t∈[T ]

)
≤ `N2

√
2T

M
log

(
N |X ||A|T

δ

)
.

The exact same result being also valid for RMDP
T

(
π∗
)
.

Proof. The proof steps are the same for both terms, hence we show only the steps for RMDP
T

(
(πt)t∈[T ]

)
. Using

the convexity of F t we obtain

RMDP
T

(
(πt)t∈[T ]

)
≤

T∑
t=1

〈∇F t(µπ
t,p), µπ

t,p − µπ
t,p̂t〉 =

T∑
t=1

N∑
n=1

〈∇f tn(µπ
t,p), µπ

t,p
n − µπ

t,p̂t

n 〉.

To bound the inner product for each n, we first use the result of Lemma 5.2 to obtain that

〈∇f tn(µπ
t,p), µπ

t,p
n − µπ

t,p̂t

n 〉 =

n∑
i=1

∑
y∈X×A

µπ,p̂
t

i−1 (y)
(
pi − p̂ti

)(
Λi,n,π

t

∇ftn(µπt,p)

)
(y).

As f tn is `-Lipschitz with respect to the norm ‖ · ‖1 for all n and t, then for all state-action distribution µn ∈
∆X×A, ‖∇f tn(µn)‖∞ := sup(x,a) |∇f tn(µn)(x, a)| ≤ `. Hence, from the second result of Lemma 5.2 we have∥∥Λi,n,π

t

∇ftn(µπt,p)

∥∥
∞ ≤ `. Therefore, all the conditions of Lemma 5.1 are satisfied with γ = 4`2, meaning that

T∑
t=1

N∑
n=1

〈∇f tn(µn), µπ
t,p
n − µπ

t,p̂t

n 〉 =

T∑
t=1

N∑
n=1

n−1∑
i=1

∑
y∈X×A

µπ
t,p̂t

i−1 (y)
(
pi − p̂ti

)(
Λi,n,π

t

∇ftn(µπt,p)

)
(y)

≤
T∑
t=1

N2`

√
2

Mt
log

(
N |X ||A|T

δ

)

≤ N2`

√
2T

M
log

(
N |X ||A|T

δ

)
holds with probability 1− δ, where we use that in Greedy MD-CURL, M t

n = M(t− 1) for all n ∈ [N ].
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D Proofs of Theorem 5.4: upper bound on RT

D.1 Auxiliary result: L1 bound between distributions induced by the same policy but different
probability kernels

The bound of Theorem 5.4 depends on the auxiliary lemma bellow stating that the L1 deviation of two state-
action distributions induced by the same policies but different probability kernels is bounded by the L1 difference
between the probability kernels.

Lemma D.1. For any strategy π ∈ (∆A)X×N , for any two probability kernels p = (pn)n∈[N ] and q = (qn)n∈[N ]

such that pn, qn : X ×A×X → [0, 1], and for all n ∈ [N ],

‖µπ,pn − µπ,qn ‖1 ≤
n−1∑
i=0

∑
x,a

µπ,pi (x, a)‖pi+1(·|x, a)− qi+1(·|x, a)‖1.

Proof. From the definition of a state-action distribution sequence induced by a policy π in a probability kernel
p in Equation (4), we have that for all (x, a) ∈ X ×A and n ∈ [N ],

µπ,pn (x, a) =
∑
x′,a′

µπ,pn−1(x′, a′)pn(x|x′, a′)πn(a|x).

Thus,

‖µπ,pn − µπ,qn ‖1 =
∑
x,a

∣∣µπ,pn (x, a)− µπ,qn (x, a)
∣∣

=
∑
x,a

∑
x′,a′

∣∣µπ,pn−1(x′, a′)pn(x|x′, a′)− µπ,qn−1(x′, a′)qn(x|x′, a′)
∣∣πn(a|x)

=
∑
x

∑
x′,a′

∣∣µπ,pn−1(x′, a′)pn(x|x′, a′)− µπ,qn−1(x′, a′)qn(x|x′, a′)
∣∣

=
∑
x

∑
x′,a′

∣∣µπ,pn−1(x′, a′)pn(x|x′, a′)− µπ,pn−1(x′, a′)qn(x|x′, a′)

+ µπ,pn−1(x′, a′)qn(x|x′, a′)− µπ,qn−1(x′, a′)qn(x|x′, a′)
∣∣

≤
∑
x′,a′

µπ,pn−1(x′, a′)‖pn(·|x′, a′)− qn(·|x′, a′)‖1 +
∑
x′,a′

∣∣µπ,pn−1(x′, a′)− µπ,qn−1(x′, a′)
∣∣

=
∑
x′,a′

µπ,pn−1(x′, a′)‖pn(·|x′, a′)− qn(·|x′, a′)‖1 + ‖µπ,pn−1 − µ
π,q
n−1‖1.

Since for n = 0, ‖µπ,p0 − µπ,q0 ‖1 = 0, by induction we get that

‖µπ,pn − µπ,qn ‖1 ≤
n−1∑
i=0

∑
x′,a′

µπ,pi (x′, a′)‖pi+1(·|x′, a′)− qi+1(·|x′, a′)‖1.

D.2 Auxiliary result: upper bound on −ψ

Lemma D.2 shows that the function −ψ, where ψ is the function that induces the Bregman divergence Γ according
to Proposition 4.3, is upper bounded. The definition of ψ is recalled in the lemma.

Lemma D.2. Let φ be the neg-entropy function defined in Equation (16). Let ψ : (∆X×A)N → R such that for
all µ := (µn)n∈[N ] ∈ (∆X×A)N , where we let ρ := (ρn)n∈[N ] ∈ (∆X )N be the associated sequence of marginals,

ψ(µ) :=

N∑
n=1

φ(µn)−
N∑
n=1

φ(ρn).

Then, supµ∈(∆X×A)N −ψ(µ) ≤ N log(|A|).
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Proof. For µ ∈ (∆X×A)N and for Lagrangian multipliers λn ∈ R associated to the constraints∑
(x,a)∈X×A µn(x, a) = 1 for all n ∈ [N ], consider the Lagrangian given by

L(µ, λ) = ψ(µ) +
∑
n

λn

(
1−

∑
x,a

µn(x, a)

)
.

For every n ∈ [N ], and (x, a) ∈ X ×A,

∂L(µ, λ)

∂µn(x, a)
= log

(
µn(x, a)∑
a′ µn(x, a′)

)
− λn = 0,

thus
µn(x, a)∑
a′ µn(x, a′)

= exp(λn).

To satisfy the constraint for each n, we need∑
x,a

µn(x, a) =
∑
x,a

exp (λn)
∑
a′

µn(x, a′) = exp (λn)|A| = 1.

Using the decomposition of ψ proved in Equation (21), we get

−ψ(µ) =
∑
n

∑
x,a

µn(x, a) log

(∑
a′ µn(x, a′)

µn(x, a)

)
≤
∑
n

∑
x,a

µn(x, a) log(|A|) = N log(|A|).

D.3 Proof of Lemma 5.6

Lemma. For any policy sequence π, the estimation of the probability kernel for two consecutive episodes done
by Greedy MD-CURL satisfies, for all episodes t ∈ [T − 1], the following inequality

‖µπ,p̂
t+1

− µπ,p̂
t

‖∞,1 ≤
2N

t
.

Proof. For all (x, a, x′) ∈ X ×A×X , and for all i ∈ [N ],

‖p̂t+1
i (·|x, a)− p̂ti(·|x, a)‖1 =

∑
x′∈X

|p̂t+1
i (x′|x, a)− p̂ti(x′|x, a)|

=
∑
x′∈X

∣∣∣∣ 1

Mt

( M∑
j=1

δgi(x,a,εj,ti )(x
′) +M(t− 1)p̂ti(x

′|x, a)

)
− p̂ti(x′|x, a)

∣∣∣∣
=

1

Mt

∑
x′∈X

∣∣∣∣ M∑
j=1

δgi(x,a,εj,ti )(x
′)− p̂ti(x′|x, a)

∣∣∣∣ ≤ 2

t
.

(26)

Therefore, using the result of Lemma D.1 with p̂ti and p̂t+1
i ,

‖µπ,p̂
t+1

− µπ,p̂
t

‖∞,1 = sup
n∈[N ]

‖µπ,p̂
t+1

n − µπ,p̂
t

n ‖1

≤ sup
n∈[N ]

n−1∑
i=0

∑
x,a

µπ,p̂
t

i (x, a)‖p̂t+1
i (·|x, a)− p̂ti(·|x, a)‖1

≤ 2N

t
.
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D.4 Auxiliary result: bound between distributions induced by πt and π̃t

Lemma D.3. For all episodes t ∈ [T ], where πt is the strategy calculated using Greedy MD-CURL, π̃t =
(1 − αt)πt + αt

|A| , and p̂t, p̂t+1 are two consecutive estimates of the probability kernel by Greedy MD-CURL, we

have

‖µπ
t,p̂t − µπ̃

t,p̂t+1

‖∞,1 ≤ sup
n∈[N ]

{ n−1∑
i=1

∑
x,a

µπ
t,p̂t

i (x, a)‖p̂ti+1(·|x, a)− p̂t+1
i+1(·|x, a)‖1 + 2nαt

}
.

Proof. Using similar arguments as in Lemma D.1, we get that for all n ∈ [N ],

‖µπ
t,p̂t

n − µπ̃
t,p̂t+1

n ‖1 =
∑
x,a

∣∣µπt,p̂tn (x, a)− µπ̃
t,p̂t+1

n (x, a)
∣∣

≤
∑
x,a

∑
x′,a′

∣∣∣∣µπt,p̂tn−1 (x′, a′)p̂tn(x|x′, a′)πtn(a|x)− µπ̃
t,p̂t+1

n−1 (x′, a′)p̂t+1
n (x|x′, a′)

(
(1− αt)πtn(a|x) + αt

1

|A|

)∣∣∣∣
≤
∑
x,a

∑
x′,a′

∣∣µπt,p̂tn−1 (x′, a′)p̂tn(x|x′, a′)− µπ̃
t,p̂t+1

n−1 (x′, a′)p̂t+1
n (x|x′, a′)

∣∣πtn(a|x)

+ αt
∑
x,a

∑
x′,a′

µπ̃
t,p̂t+1

n−1 (x′, a′)p̂t+1
n (x|x′, a′)

∣∣∣∣πtn(a|x)− 1

|A|

∣∣∣∣
≤
∑
x

∑
x′,a′

∣∣µπt,p̂tn−1 (x′, a′)p̂tn(x|x′, a′)− µπ
t,p̂t

n−1 (x′, a′)p̂t+1
n (x|x′, a′)

+ µπ
t,p̂t

n−1 (x′, a′)p̂t+1
n (x|x′, a′)− µπ̃

t,p̂t+1

n−1 (x′, a′)p̂t+1
n (x|x′, a′)

∣∣+ 2αt

≤
∑
x′,a′

µπ
t,p̂t

n−1 (x′, a′)‖p̂tn(·|x′, a′)− p̂t+1
n (·|x′, a′)‖1 +

∑
x′,a′

∣∣µπt,p̂tn−1 (x′, a′)− µπ̃
t,p̂t+1

n−1 (x′, a′)
∣∣+ 2αt

≤
∑
x′,a′

µπ
t,p̂t

n−1 (x′, a′)‖p̂tn(·|x′, a′)− p̂t+1
n (·|x′, a′)‖1 + ‖µπ

t,p̂t

n−1 − µ
π̃t,p̂t+1

n−1 ‖1 + 2αt

≤
n−1∑
i=0

∑
x,a

µπ
t,p̂t

i (x, a)‖p̂ti+1(·|x, a)− p̂t+1
i+1(·|x, a)‖1 + 2nαt,

where for the last inequality we use that µπ
t,p̂t

0 = µπ̃
t,p̂t+1

0 . To finish we just take the sup over n ∈ [N ].

D.5 Proof of Proposition 5.7: upper bound on RpolicyT

Proposition. Consider an episodic MDP with finite state space X , finite action space A, episodes of length
N , and probability kernel p := (pn)n∈[N ]. Let F t :=

∑N
n=1 f

t
n convex with f tn `-Lipschitz with respect to the

norm ‖ · ‖1 for all n ∈ [N ], t ∈ [T ]. Let b be defined as in Equation (14). Then, Greedy MD-CURL obtains, for
τ = b

L
√
T

,
RpolicyT ≤ 2`Nb

√
T .

Proof. Using the convexity of F t,

RpolicyT =

T∑
t=1

F t(µπ
t,p̂t)− F t(µπ

∗,p̂t+1

) ≤
T∑
t=1

〈lt, µπ
t,p̂t − µπ

∗,p̂t+1

〉

where lt := ∇F t(µπt,t) to shorten notation, and we also use the notation introduced in the main paper µt := µπ
t,p̂t

and µ̃t := µπ̃
t,p̂t , for all t ∈ [T ]. We begin by examining Problem (12):

µt+1 ∈ arg min
µ∈Mt+1

µ0

{τ〈lt, µ〉+ Γ(µ, µ̃t)}.

Since F t is a convex function andMt+1
µ0

is a convex set, the optimality conditions imply that for all νt+1 ∈Mt+1
µ0

,

〈τ lt +∇ψ(µt+1)−∇ψ(µ̃t), νt+1 − µt+1〉 ≥ 0.
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Recall that ψ is defined in Proposition 4.3 as the function inducing the Bregaman divergence Γ. Re-arranging
the terms and using the three points inequality for Bregman divergences (Bubeck, 2015) we get that,

τ〈lt, µt+1 − νt+1〉 ≤ 〈∇ψ(µt+1)−∇ψ(µ̃t), νt+1 − µt+1〉 = Γ(νt+1, µ̃t)− Γ(νt+1, µt+1)− Γ(µt+1, µ̃t).

This is in particular valid for νt+1 := µπ
∗,p̂t+1

. Therefore, by adding and subtracting τ〈lt, µt〉 on the left-hand
side,

τ〈lt, µt+1 − νt+1〉+ τ〈lt, µt〉 − τ〈lt, µt〉 ≤ Γ(νt+1, µ̃t)− Γ(νt+1, µt+1)− Γ(µt+1, µ̃t)

⇒ τ〈lt, µt − νt+1〉 ≤ τ〈lt, µt − µt+1〉+ Γ(νt+1, µ̃t)− Γ(νt+1, µt+1)− Γ(µt+1, µ̃t).

Then, by summing over t ∈ [T ], and by taking νt+1 := µπ
∗,p̂t+1

, we obtain

RpolicyT ≤ 1

τ

T∑
t=1

[
τ〈lt, µt − µt+1〉 − Γ(µt+1, µ̃t)

]
︸ ︷︷ ︸

A

+
1

τ

T∑
t=1

[
Γ(νt+1, µ̃t)− Γ(νt+1, µt+1)

]
︸ ︷︷ ︸

B

.
(27)

The term A appears due to our lack of knowledge of F t at the beginning of episode t for all episodes. To remedy
this, we use Young’s inequality and the strong convexity of Γ. Note that if we were to consider the case where
all F t are known in advance, we would not have to deal with the A term. As for the term B, in the classic OMD
proof (Shalev-Shwartz, 2012) where the set of constraints is fixed the sum of the difference between the Bregman
divergences telescopes (as we would with a fixed ν). However, since we are considering time-varying constraint
sets, this does not happen in our case. We now proceed to find an upper bound for each term.

Step 1: upper bound on B We begin by analyzing the second term of the sum in Equation (27). Recall

that νt := µπ
∗,p̂t for all t ∈ [T ]. In order to make the Bregman divergence terms telescope we add and subtract

Γ(νt, µt)− Γ(νt, µ̃t), obtaining

T∑
t=1

Γ(νt+1, µ̃t)−Γ(νt+1, µt+1) =

T∑
t=1

Γ(νt+1, µ̃t)− Γ(νt, µ̃t)︸ ︷︷ ︸
(i)

+

T∑
t=1

Γ(νt, µ̃t)− Γ(νt, µt)︸ ︷︷ ︸
(ii)

+

T∑
t=1

Γ(νt, µt)− Γ(νt+1, µt+1)︸ ︷︷ ︸
(iii)

.

We now analyze each term. Using the definition of a Bregman divergence induced by ψ we get that

(i) =

T∑
t=1

ψ(νt+1)− ψ(µ̃t)− 〈∇ψ(µ̃t), νt+1 − µ̃t〉 − ψ(νt) + ψ(µ̃t) + 〈∇ψ(µ̃t), νt − µ̃t〉

=

T∑
t=1

ψ(νt+1)− ψ(νt) +

T∑
t=1

〈∇ψ(µ̃t), νt − νt+1〉

≤ −ψ(ν1) +

T∑
t=1

‖∇ψ(µ̃t)‖1,∞‖νt − νt+1‖∞,1,

where in the last inequality we used that the first term telescopes and we apply Holder’s inequality to the second
term. Recall that for v := (vn)n∈[N ] such that vn ∈ RX×A, we defined ‖v‖∞,1 := supn∈[N ] ‖vn‖1. We now also
define ‖ζ‖1,∞ := supv{|〈ζ, v〉|, ‖v‖∞,1 ≤ 1} = supn∈[N ] ‖ζn‖1 as the respective dual norm.

With our choice of Bregman divergence, and given the definition of π̃ in Equation (13), for each n ∈ [N ], (x, a) ∈
X ×A, |∇ψ(µ̃t)(n, x, a)| = | log(π̃tn(a|x))| ≤ log(|A|/αt). Plugging this result with the result of Lemma 5.6 into
the bound of (i) we obtain that

(i) ≤ −ψ(ν1) +

T∑
t=1

N log

(
|A|
αt

)
‖µπ

∗,p̂t − µπ
∗,p̂t+1

‖∞,1 ≤ −ψ(ν1) + 2N2
T∑
t=1

log

(
|A|
αt

)
1

t
.
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As for the second term, using our definition of Γ, we obtain that

(ii) =

T∑
t=1

∑
n,x,a

µπ
∗,p̂t

n (x, a) log

(
π∗n(a|x)

π̃tn(a|x)

)
−
∑
n,x,a

µπ
∗,p̂t

n (x, a) log

(
π∗n(a|x)

πtn(a|x)

)

=

T∑
t=1

∑
n,x,a

µπ
∗,p̂t

n (x, a) log

(
πtn(a|x)

π̃tn(a|x)

)

=

T∑
t=1

∑
n,x,a

µπ
∗,p̂t

n (x, a) log

(
πtn(a|x)

(1− αt)πtn(a|x) + α/|A|

)

≤ N
T∑
t=1

(− log(1− αt)) ≤ 2N

T∑
t=1

αt,

where the last inequality is valid if 0 ≤ αt ≤ 0.5.

It is easy to see that the third term telescopes, therefore, as −Γ(νT+1, µT+1) ≤ 0 as a Bregman divergence is
always positive,

(iii) ≤ Γ(ν1, µ1).

Before adding back the three terms, note that, for µ1 initialized such that∇ψ(µ1) = 0, we have Γ(ν1, µ1)−ψ(ν1) =
−ψ(µ1). Furthermore, from Lemma D.2, −ψ(µ1) ≤ N log(|A|). Therefore,

Γ(ν1, µ1)− ψ(ν1) ≤ N log(|A|). (28)

Summing over our bounds and using the Inequality (28), we get that B is upper bounded as

1

τ

T∑
t=1

[
Γ(νt+1, µ̃t)−Γ(νt+1, µt+1)

]
≤ 1

τ

[
(i)+(ii)+(iii)

]
≤ N

τ
log(|A|)+

2N2

τ

T∑
t=1

log

(
|A|
αt

)
1

t
+

2N

τ

T∑
t=1

αt. (29)

Step 2: Upper bound on A It remains to delimit the first term of the bound in RpolicyT in Equation (27)
given by

A =
1

τ

[ T∑
t=1

τ〈lt, µt − µt+1〉 − Γ(µt+1, µ̃t)

]
, (30)

representing what we pay for not knowing the loss function in advance. For that we use Young’s inequality (Beck
and Teboulle, 2003).

Recall that Young’s inequality states that for any σ > 0, for any dual norms,

〈a, b〉 ≤ 1

2σ
‖a‖2 +

σ

2
‖b‖2∗.

Therefore, for any σ > 0 to be optimized later, and for each episode t ∈ [T ],

τ〈lt, µt − µt+1〉 − Γ(µt+1, µ̃t) ≤
τ2‖lt‖21,∞

2σ
+
σ

2
‖µt − µt+1‖2∞,1 − Γ(µt+1, µ̃t), (31)

where recall that for v := (vn)n∈[N ] such that vn ∈ RX×A, we defined ‖v‖∞,1 := supn∈[N ] ‖vn‖1, and we let
‖ζ‖1,∞ := supv{|〈ζ, v〉|, ‖v‖∞,1 ≤ 1} = supn∈[N ] ‖ζn‖1 as the respective dual norm.

From Lemma B.1 and inequality (23) stating the strong convexity of ψ, we have that for all t ∈ [T ]

Γ(µt+1, µ̃t) = D(µt+1
1:N , µ

π̃t,p̂t+1

1:N ) ≥ 1

2
‖µt+1 − µπ̃

t,p̂t+1

‖2∞,1 (32)

where recall that µ1:N is the joint state-action distribution while that µ := (µn)n∈[N ] is the sequence of state-
action distributions.
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Using that for any vectors a, b, c ∈ Rd, and that for any norm ‖ · ‖, ‖a− b‖2 ≤ 2
(
‖a− c‖2 + ‖b− c‖2

)
, we then

have by Equation (32)

1

4
‖µt − µt+1‖2∞,1 − Γ(µt+1, µ̃t) ≤ 1

4
‖µt − µt+1‖2∞,1 −

1

2
‖µπ̃

t,p̂t+1

− µt+1‖2∞,1

≤ 1

2

(
‖µt − µπ̃

t,p̂t+1

‖2∞,1 + ‖µπ̃
t,p̂t+1

− µt+1‖2∞,1
)
− 1

2
‖µπ̃

t,p̂t+1

− µt+1‖2∞,1

=
1

2
‖µt − µπ̃

t,p̂t+1

‖2∞,1.

(33)

To bound ‖µt − µπ̃t,p̂t+1‖2∞,1 we first use Lemma D.3 which gives

‖µt − µπ̃
t,p̂t+1

‖∞,1 ≤
N∑
n=1

∑
x,a

µti(x, a)‖p̂ti+1(·|x, a)− p̂t+1
i+1(·|x, a)‖1 + 2Nαt.

Then, by Equation (26), ‖p̂ti+1(·|x, a)− p̂t+1
i+1(·|x, a)‖1 ≤ 2/t for all t ∈ [T ], therefore

‖µt − µπ̃
t,p̂t+1

‖2∞,1 ≤
(

2N

t
+ 2Nαt

)2

.

Therefore, plugging into Equation (31) with σ = 1/2 yields,

τ〈lt, µt − µt+1〉 − Γ(µt+1, µ̃t) ≤ τ2‖lt‖21,∞ +
1

2

(
2N

t
+ 2Nαt

)2

.

Summing over t ∈ [T ], and ‖lt‖1,∞ ≤ L := lN as showed in Lemma B.2 then entails:

A ≤ τL2T +
1

2τ

T∑
t=1

(
2N

t
+ 2Nαt

)2

. (34)

Conclusion Finally, by replacing the final bounds of Equations (29) and (34), we obtain

RpolicyT ≤ A+B ≤ τTL2 +
2N2

τ

T∑
t=1

(
1

t
+ αt

)2

+
N

τ
log(|A|) +

2N2

τ

T∑
t=1

log

(
|A|
αt

)
1

t
+

2N

τ

T∑
t=1

αt.

Let

b :=

(
2N2

[ T∑
t=1

(
1

t
+ αt

)2

+

T∑
t=1

log

(
|A|
αt

)
1

t

]
+ 2N

T∑
t=1

αt +N log(|A|)
) 1

2

.

Optimising over τ = b
L
√
T

,

RpolicyT ≤ 2Lb
√
T = 2lNb

√
T ,

concluding the proof.

In particular, if αt = 1
T for all t ∈ [T ], we have RpolicyT ≤

√
T log(T ).

E Bounds with unknown g

Now suppose that gn and hn in the model of Equation (3) are unknown. In this case, we have no information
about the probability kernel, and the exploration/exploitation dilemma arises.

In order to learn the complete probability kernel, we need to modify the learning model slightly. Let us suppose
that, at each episode t the learner maintains the number of visit counts to each episode (x, a) at time step n,
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denoted N t
n(x, a), and the number of times this event is followed by a transition to a state x′, denoted M t

n(x′|x, a),
that is

M t
n(x′|x, a) =

t∑
s=1

1{xsn+1=x′,xsn=x,asn=a}

N t
n(x, a) =

t∑
s=1

1{xsn=x,asn=a}.

To ease notations, we take M = 1 in this section. We define p̂t, at each (x, a) and time step n+ 1 by

p̂tn+1(x′|x, a) =
M t
n(x′|x, a)

max{1, N t
n(x, a)}

. (35)

The following lemma ensures the true probability kernel p lies at a certain distance from this estimation of p̂t

with high probability.

Lemma E.1 (Jaksch et al. (2008); Neu et al. (2012)). For any 0 < δ < 1,

‖pn(·|x, a)− p̂tn(·|x, a)‖1 ≤

√√√√4|X | log
(
|X ||A|NT

δ

)
max {1, N t

n(x, a)}

holds, with a probability of at least 1 − δ, for simultaneously all (x, a) ∈ X × A, all n ∈ [N ], and all episodes
t ∈ [T ].

Recall that the regret RT is decomposed as RT := RMDP
T

(
(πt)t∈[T ])

)
+RpolicyT +RMDP

T

(
π∗
)
, and we treat each

term separately. The regret bound for RpolicyT follows the same procedure as in Proposition 5.7. However, the
bound on the terms of RMDP

T are different, as we must now ensure that we visit all necessary state-action pairs
(x, a) sufficiently often. This also means that the bound for RMDP

T

(
(πt)t∈[T ])

)
is different from the bound of

RMDP
T

(
π∗
)
. For bounding both terms related to RMDP

T we use a similar approach as in UC-O-REPS (Rosenberg
and Mansour, 2019).

Lemma E.2. For 0 < δ < 1,

sup
n∈[N ]

T∑
t=1

n−1∑
i=0

∑
x,a

µπ
t,p
i (x, a)‖pi+1(·|x, a)− p̂ti+1(·|x, a)‖1

≤ (
√

2 + 1)N |X |

√
4|A|T log

(
T |X ||A|N

δ

)
+ 2N |X |

√
2T log

(
N

δ

)
with probability 1− 2δ.

Proof. Using Lemma 19 from Jaksch et al. (2008), we have that

T∑
t=1

1{xtn=x,atn=a}

N t
n(x, a)

≤ (
√

2 + 1)
√
NT
n (x, a),

and by Jensen’s inequality, ∑
x,a

T∑
t=1

1{xtn=x,atn=a}

N t
n(x, a)

≤ (
√

2 + 1)
∑
x,a

√
|X ||A|T . (36)

Let (xtn, a
t
n)n∈[N ] be the trajectory made by policy πt for all t ∈ [T ]. Therefore,

n−1∑
i=0

∑
x,a

µπ
t,p
i (x, a)‖pi+1(·|x, a)− p̂ti+1(·|x, a)‖1 (37)

≤
n−1∑
i=0

‖pi+1(·|xti, ati)− p̂ti+1(·|xti, ati)‖1 +

n−1∑
i=0

∑
x,a

(
µπ

t,p
i (x, a)− 1{xti=a,ati=a}

)
‖pi+1(·|x, a)− p̂ti+1(·|x, a)‖1
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By Lemma E.1, with probability at least 1− δ, simultaneously for all i ∈ [N ] we have

T∑
t=1

‖pi+1(·|xti, ati)− p̂ti+1(·|xti, ati)‖1 ≤
T∑
t=1

√√√√√4|X | log

(
T |X ||A|N

δ

)
max {1, N t

i (x
t
i, a

t
i)}

≤
∑
x,a

T∑
t=1

1{xti=x,ati=a}

√√√√√4|X | log

(
T |X ||A|N

δ

)
max {1, N t

i (x, a)}

≤ (
√

2 + 1)

√
4|X |2|A|T log

(
T |X ||A|N

δ

)
, (38)

where, for the last inequality, we use the result of Equation (36).

As for the second term, note that for all i ∈ [N ] and x ∈ X ,(∑
a

(
µπ

t,p
i (x, a)− 1{xti=x,ati=a}

))
forms a martingale difference with respect to the trajectory (xs0, a

s
0, . . . , x

s
N , a

s
N )s∈[T ] (the expectation of the term

conditional on the past trajectory is zero). Therefore, by Azuma-Hoeffding inequality,

P
[ T∑
t=1

∑
a

(
µπ

t,p
i (x, a)− 1{xti=x,ati=a}

)
≥ ε
]
≤ exp

(
−2ε2

4T

)
.

Taking the union bound over i ∈ [N ], we get that with probability 1 − δ, simultaneously for all i ∈ [N ], and
considering that ‖pi+1(·|x, a)− pti+1(·|x, a)‖1 ≤ 2,

T∑
t=1

∑
x,a

(
µπ

t,p
i (x, a)− 1xti=x,ati=a

)
‖pi+1(·|x, a)− p̂ti+1(·|x, a)‖1 ≤ 2|X |

√
2T log

(
N

δ

)
. (39)

Plugging the bounds on Equation (38) and (39) into Equation (37), we get that with probability 1− 2δ,

sup
n∈[N ]

T∑
t=1

n−1∑
i=0

∑
x,a

µπ
t,p
i ‖pi+1(·|x, a)− p̂ti+1(·|x, a)‖1

≤ sup
n∈[N ]

n−1∑
i=0

[
(
√

2 + 1)

√
4|X |2|A|T log

(
T |X ||A|N

δ

)
+ 2|X |

√
2T log

(
N

δ

)]

≤ (
√

2 + 1)N |X |

√
4|A|T log

(
T |X ||A|N

δ

)
+ 2N |X |

√
2T log

(
N

δ

)
.

The result of Lemma E.2 allows us to state the following proposition bounding the term RMDP
T

(
(πt)t∈[T ]

)
:

Proposition E.3. We consider an episodic MDP with finite state space X , finite action space A, episodes of
length N , and probability kernel p := (pn)n∈[N ]. We let F t :=

∑N
n=1 f

t
n convex with f tn `-Lipschitz with respect to

the norm ‖ · ‖1 for all n ∈ [N ], t ∈ [T ]. We consider the probability estimation per iteration as in Equation (35).
Then, with probability 1− δ, Greedy MD-CURL obtains,

RMDP
T

(
(πt)t∈[T ]

)
≤ (
√

2 + 1)`N2|X |

√
4|A|T log

(
T |X ||A|N

δ

)
+ 2`N2|X |

√
2T log

(
N

δ

)
.
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Proof. Recall that, given the convexity of F t and by applying Holder’s inequality using that if f tn are `-Lipschitz
with respect to ‖ · ‖1 then F is L-Lipschitz with respect to ‖ · ‖∞,1 for L = `N (see Lemma B.2), we obtain that

RMDP
T

(
(πt)t∈[T ]

)
≤

T∑
t=1

〈∇F t(µπ
t,p), µπ

t,p − µπ
t,p̂t〉

≤
T∑
t=1

‖∇F t(µπ
t,p)‖∗ sup

n∈[N ]

‖µπ
t,p
n − µπ

t,p̂t

n ‖1

≤ L sup
n∈[N ]

T∑
t=1

‖µπ
t,p
n − µπ

t,p̂t

n ‖1.

The result then follows from the application of Lemma D.1 and Lemma E.2.

To complete the bound on the regret RT , we need to bound RMDP
T

(
π∗
)
. For this, we need Lemma E.4,

which states that the Greedy MD-CURL algorithm always computes policies that are lower bounded if
−∇f tn(x, a)(µn) ∈ [0, 1] for all (x, a) ∈ X × A, all µn ∈ ∆X×A, n ∈ [N ] and t ∈ [T ]. Proposition E.5 states the
bound for RMDP

T

(
π∗
)
.

Lemma E.4. Let (πt)t∈[T ] be the sequence of policies obtained after computing T episodes of Greedy MD-CURL

with αt ∈ (0, 1/2) and objective functions F t =
∑N
n=1 f

t
n such that −∇f tn(µn)(x, a) ∈ [0, 1]. Consequently, there

is ξ ∈ (0, 1) such that for all (x, a) ∈ X ×A, for all n ∈ [N ], and for all episodes t ∈ [T ], πtn(a|x) ≥ ξ.

Proof. At each episode t, we compute πt+1 := MD-CURL(1, π̃t\πt, F t, p̂t+1, µ0, τ), where π̃t = (1−αt)πt+αt 1
|A| ,

and the other parameters are defined in Algorithm 3.

From its definition, we can see that π̃tn(a|x) ≥ αt
|A| . The closed form solution of one iteration of MD-CURL with

the given parameters gives

πt+1
n (a|x) =

π̃tn(a|x) exp
(
τQ̃tn(x, a)

)∑
a′∈A π̃

t
n(a′|x) exp

(
τQ̃tn(x, a′)

) ,
where Q̃tn(x, a) is defined in Equation (10) with −∇f tn(x, a)(µtn) and π̃t at the place of πk. As −∇f tn(x, a)(µtn) ∈
[0, 1], we have 1 ≤ exp

(
τQ̃tn(x, a′)

)
≤ exp(τ(N−n)). Therefore, we have πt+1

n (a|x) ≥ αt
|A| exp(τ(N−n)) for all steps

n ∈ [N ] and (x, a).

Taking ξ := mint∈[T ],n∈[N ]
αt

|A| exp(τ(N−n)) = 1
|A| exp(τN) mint∈[T ] αt, we then have for all (x, a) ∈ X × A, for all

n ∈ [N ], and for all episodes t ∈ [T ], πtn(a|x) ≥ ξ.

Proposition E.5. We consider an episodic MDP with finite state space X , finite action space A, episodes of
length N , and probability kernel p := (pn)n∈[N ]. We let F t :=

∑N
n=1 f

t
n convex with f tn `-Lipschitz with respect

to the norm ‖ · ‖1 for all n ∈ [N ], t ∈ [T ]. We let ξ be the lower bound of πtn(a|x) for all n, t, (x, a) defined as
in Lemma E.4. We consider the probability estimation per iteration as in Equation (35). Then, with probability
1− 2δ, Greedy MD-CURL obtains,

RMDP
T

(
π∗
)
≤ 1

ξN

[
(
√

2 + 1)`N2|X |

√
4|A|T log

(
T |X ||A|N

δ

)
+ 2`N2|X |

√
2T log

(
N

δ

)]
.

Proof. Recall that, given the convexity of F t and by applying Holder’s inequality using that if f tn are `-Lipschitz
with respect to ‖ · ‖1 then F is L-Lipschitz with respect to ‖ · ‖∞,1 for L = `N (see Lemma B.2), we obtain that

RMDP
T

(
π∗
)
≤

T∑
t=1

〈∇F t(µπ
∗,p̂t), µπ

∗,p̂t − µπ
∗,p〉

≤
T∑
t=1

‖∇F t(µπ
t,p)‖∗ sup

n∈[N ]

‖µπ
∗,p̂t

n − µπ
∗,p
n ‖1

≤ L sup
n∈[N ]

T∑
t=1

‖µπ
∗,p̂t

n − µπ
∗,p
n ‖1.
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As πtn(a|x) ≥ ξ for all n ∈ [N ], t ∈ [T ] and (x, a) ∈ X × A, we get
µπ
∗,p
n (x,a)

µπ
t,p
n (x,a)

≤ 1
ξn . This can be demonstrated

recursively: suppose it’s true for n, then for n+ 1, by definition

µπ
t,p
n+1(x, a) =

∑
x′,a′

µπ
t,p
n (x′, a′)pn+1(x|x′, a′)πtn+1(a|x)

≤
∑
x′,a′

ξnµπ
∗,p
n (x′, a′)pn+1(x|x′, a′)π∗n+1(a|x)ξ

= µπ
∗,p
n+1(x, a)ξn+1.

Using Lemma D.1, and Proposition E.3, we get

sup
n∈[N ]

T∑
t=1

‖µπ
∗,p̂t

n − µπ
∗,p
n ‖1 ≤ sup

n∈[N ]

T∑
t=1

n−1∑
i=0

∑
x,a

µπ
∗,p
i (x, a)‖pi+1(·|x, a)− pti+1(·|x, a)‖1

≤ sup
n∈[N ]

T∑
t=1

n−1∑
i=0

1

ξi

∑
x,a

µπ
t,p
i (x, a)‖pi+1(·|x, a)− pti+1(·|x, a)‖1

≤ sup
n∈[N ]

n−1∑
i=0

1

ξi

[
(
√

2 + 1)

√
4|X |2|A|T log

(
T |X ||A|N

δ

)
+ 2|X |

√
2T log

(
N

δ

)]

≤ N

ξN

[
(
√

2 + 1)

√
4|X |2|A|T log

(
T |X ||A|N

δ

)
+ 2|X |

√
2T log

(
N

δ

)]
where the third inequality is obtained by following the same steps of the proof from Lemma E.2.

Conclusion: bounding RT We join the propositions E.3 and E.5 bounding RMDP
T

(
(πt)t∈[T ]

)
and RMDP

T

(
π∗
)

when playing Greedy MD-CURL with gn and hn unknown, and Proposition 5.7 bounding RpolicyT which remains
general regardless of prior knowledge of gn and hn.

Here, we show regret in terms of the number of episodes T and do not worry about other constant terms. We
use . to denote an inequality up to constant or logarithmic terms independent of T . To simplify, we take
αt = α for all t ∈ [T ]. Therefore, α and τ are the parameters to be optimized. We hypothesize that α < 1,
Tα ≥ log

(
1
α

)
log(T ), and τ ≤ 1

N . We will later verify when the optimized α and τ satisfy these conditions.

From Proposition E.3, we have

RMDP
T

(
(πt)t∈[T ]

)
.
√
T log(T ).

From Proposition 5.7,

RpolicyT . τT +
T

τ
α2 +

1

τ
log

(
1

α

)
log(T ) +

T

τ
α . τT +

T

τ
α.

From Proposition E.5, we have

RMDP
T

(
π∗
)
. ξ−N

√
T log(T ) . α−N

√
T log(T ),

where ξ−1 =

(
α

|A| exp(τN)

)
. α−1.

Therefore,

RT = RMDP
T

(
(πt)t∈[T ]

)
+RpolicyT +RMDP

T

(
π∗
)
. τT +

T

τ
α+ α−N

√
T log(T ).

We first optimize over τ . For τ = α
1
2 , then

RT . α
1
2T + α−N

√
T log(T ).
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Then, we optimize over α. For α = T−
1

2N+1 ,

RT . T
4N+1
4N+2 .

If T > 1, then the conditions α < 1 and Tα ≥ log
(

1
α

)
log(T ) are satisfied. For T ≥ N4N+2, then τ ≤ 1/N .

In a classic non-episodic online learning scenario, or in an episodic MDP with stationary probability kernels, we
would not incur the term on ξN but only ξ. This would reduce the final regret bound to O

(
T

5
6

)
for any T ≥ 1.

That is for example the case of the showcase experiments in Section 6 and Appendix F.

F Additional experiments

F.1 MD-CURL known probability kernel

We present the state distribution induced by the policies computed with MD-CURL in the offline optimization
scenario when both gn and hn are known for varying steps n and iterations k. The episode length is fixed
to N = 100 for all experiments. We illustrate the Entropy Maximization problem in Figure 6 and the Multi-
Objective problem in Figure 7, and show that MD-CURL achieves the main goal in both cases.

(a) n = 10, k = 10 (b) n = 40, k = 10 (c) n = 100, k = 10

(d) n = 10, k = 50 (e) n = 40, k = 50 (f) n = 100, k = 50

(g) n = 10, k = 500 (h) n = 40, k = 500 (i) n = 100, k = 500

Figure 6: State distribution of MD-CURL applied to Entropy Maximisation for steps n ∈ {10, 40, 100} and
iterations k ∈ {10, 50, 500}.
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(a) n = 10, k = 10 (b) n = 40, k = 10 (c) n = 100, k = 10

(d) n = 10, k = 50 (e) n = 40, k = 50 (f) n = 100, k = 50

(g) n = 10, k = 500 (h) n = 40, k = 500 (i) n = 100, k = 500

Figure 7: State distribution of MD-CURL applied to Multi-Objectives for steps n ∈ {10, 40, 100} and iterations
k ∈ {10, 50, 500}.

F.2 Greedy MD-CURL with completely unknown probability kernel

In this section, we present the state distribution induced by the policies computed with Greedy MD-CURL in
the online learning scenario. We assume that both gn and hn are unknown, and we estimate the probability
kernel p̂t using Equation (35) at each episode. We vary the steps n and episodes t, and fix the episode length to
N = 100 for all experiments.

We illustrate the Entropy Maximization problem in Figure 8 and the Multi-Objective problem in Figure 9 with a
central noise of a probability of 0.2. These results show that even when the full dynamics are unknown, Greedy
MD-CURL can still achieve the main goal.
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(a) n = 10, t = 10 (b) n = 40, t = 10 (c) n = 100, t = 10

(d) n = 10, t = 50 (e) n = 40, t = 50 (f) n = 100, t = 50

(g) n = 10, t = 500 (h) n = 40, t = 500 (i) n = 100, t = 500

Figure 8: State distribution of Greedy MD-CURL applied to Entropy Maximisation for steps n ∈ {10, 40, 100}
and episodes t ∈ {10, 50, 500}.
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(a) n = 10, t = 10 (b) n = 40, t = 10 (c) n = 100, t = 10

(d) n = 10, t = 50 (e) n = 40, t = 50 (f) n = 100, t = 50

(g) n = 10, t = 500 (h) n = 40, t = 500 (i) n = 100, t = 500

Figure 9: State distribution of Greedy MD-CURL applied to Multi-Objectives for steps n ∈ {10, 40, 100} and
episodes t ∈ {10, 50, 500}.
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