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Abstract

This paper elaborates on the effective field theory for the connectivity field previously in-
troduced in ([7]). We demonstrate that dynamic interactions among connectivities induce mod-
ifications in the background state. These modifications can be understood as the emergence
of interacting collective states above the background state. The emergence of such states is
contingent on both interactions and the shape of the static or quasi-static background, which
acts as a conditioning factor for potential emerging states.

1 Introduction

In this series of papers, we present a field-theoretic approach to model the dynamics of connectivity
within a system of interacting spiking neurons. To accomplish this, we have developed a two-
field model in Part 1 that describes the dynamics of both neural activity and the connectivities
between points in the thread. The first field, akin to the one introduced in ([5]), characterizes
the neural assembly, while the second field delineates the dynamics of connectivity between cells.
Both fields interact with themselves, describing interactions within the network, and with each
other, encapsulating the intricate interplay between neural activities and network connectivities.
This field-based description encompasses the collective and individual aspects of the system. The
two-field system is delineated by a field action functional that portrays the system’s interactions at
the microscopic level. This action functional comprehensively accounts for the system’s dynamics
as a whole.

This field-theoretic framework has enabled us to determine the effective action of the system,
as well as the associated background field, which represents the minimum of the effective action.
This background field characterizes the collective state of the system. The field framework allows
for the computation of shifting rates, i.e., neural activity, at each point within the system for a
given background state. It also serves as a suitable framework for deriving the propagation of
perturbations in neural activity from one point to another. As previously demonstrated in ([5]),
we established the existence of persistent nonlinear traveling waves along the thread by considering
the field action for neurons alone.

In ([6]), when considering the field for connectivity functions, our framework enabled us to de-
rive both the background fields for neural interactions and connectivities that minimize the action
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functional. These background fields represent the collective configurations of the system and deter-
mine the potential static equilibria for neural activities and connectivities. These equilibria serve
as the structural foundation of the system, governing fluctuations and the propagation of signals
within it. They are contingent upon internal parameters of the system and external stimuli. We
demonstrated that several background states and their associated connectivities are feasible, with
the thread primarily organized into groups of interconnected points. Based on these findings, we
qualitatively explored the mechanisms of emergence of collective states resulting from perturbations
or signals along the thread, as well as transitions between such states.

However, this study was limited to an examination at a static level. In ([7]), we provide dynamic
foundations for these transitions by considering effective actions within a specified background field.
Initially, recognizing that the timescale of connectivities is slower than that of individual cells, we
focused on the action related to the connectivity field. We elucidated how recurrent activations at
specific points can propagate across the thread, gradually altering the connectivity functions. For
oscillatory perturbations, oscillatory responses may exhibit interference phenomena. At points of
constructive interference, both the background state for connectivities and average connectivities
undergo modifications. These long-term alterations manifest as emerging states with enhanced
connectivities between certain points. These states are reflective of external activations and can
be regarded as records of such activations. They persist over time and can be reactivated by
external perturbations. Furthermore, the association of these emerging states is possible when
their activation occurs at proximate times. The resultant state is thus a composite of two states,
describable as a modification of an initial background state at several points. Activating one of the
two states reactivates their combination. Consequently, regardless of the cause of their activation,
these states with enhanced connectivity exhibit the characteristics of interacting partial neuronal
assemblies.

This effective formalism allows us to comprehend the system’s connectivity dynamics as mod-
ifications of the connectivity field induced by external perturbations. We interpret the system’s
fluctuations due to specific external perturbations as transitions between initial and final states of
this field. The results from ([6]), such as the emergence of combined structures and the reactivation
of one structure by another, occur within a coherent field description of the system of connectivities.
In this context, the system’s dynamics arise as a consequence of a fluctuating background state
influenced by external perturbations.

However, these results were obtained by exclusively working with the connectivities field and by
considering the dynamics of perturbations resulting from exogenous signals. We did not base our
findings on the interactions between the neuronal field and the connectivity field, thereby excluding
the internal dynamics of the system.

The present paper extends this approach by examining the system of connectivities for itself. By
replacing the individual cell field as an effective quantity dependent on connectivities, we described
the effective dynamics for the connectivity fields, with the integration of the cell field giving rise to
self-interactions for the connectivity field.

As a result, certain internal dynamics come into play, potentially altering the static background
state at specific points. These self-interactions, induced by perturbations, may initiate internal
patterns of connections between certain cells. Depending on internal parameters, we observe that
permanent shifts in connectivity background states may occur in certain regions of the thread while
leaving others unaffected. This effective theory can also be applied to describe the mechanisms of
connectivity reinforcement between several cells and the emergence of groups with altered connec-
tivities. These collective shifts can be understood as the emergence of additional structures whose
formation is contingent upon the background state.

This paper is organized as follows: In Section 2, we provide a field-theoretic description of the



spiking neuron system. Section 3 is dedicated to deriving the effective action for the system within
the background state outlined in ([6]). In Section 4, we calculate the modification of this background
field resulting from connectivity interactions. We establish the conditions for shifted states based
on the characteristics of the background. An alternative approximated approach is introduced
in Section 5, which will be well-suited for future developments involving large sets of interacting
collective states. In Section 6, we extend the approach to n types of different interacting fields.
Finally, in Section 7, we use the previous formalism to compute, as an example, the interactions
and dynamics between two connectivity states.

2 Field theoretic description of the system

Based on [1][2][3][4], we gave in ([6], resume in [7]) a statistical field formalism to describe both cells
and connectivities dynamics. This decription relies on two fields, ¥ for cells, and T" for connectivities.
The field action for the system is:
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In (1), we added a potential:
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that models the constraint about the number of active connections in the system.

3 Effective action for I' above the background and interactions
between connectivities

In this section, we leverage the findings from ([6]) and ([7]) to construct an effective action for
the connectivity field, denoted as T above its background. This is accomplished by expressing the
activity w (J, 0,2, |\IJ|2) of the background state in (1) as a function of the connectivity field. The

computation of w (J, 0, Z, |\IJ|2) was detailed in ([7]) and leads to the development of an interacting
effective action for the connectivity field I',.which includes self-interacting dynamics among the con-
nectivities. The resulting effective action will present some minima that modifies the connectivities
relative to the initial static background state derived in ([6]). These states represent emerging states
above the background. In this section, we examine these modifications in a quasi-static context.
Subsequently, a dynamic version of these modifications will be developed to establish an effective
description of assemblies interactions.

3.1 Replacing auxiliary variables by averages

To write the effective action for T (T, T,0, D) we start with a simplification by replacing, as in ([7])
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and the action considered is thus:
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3.2 Activities as functions of connectivities

At this stage, we take into account the dependency of w (9, Z, |\I/|2) in the connectivity field. Ac-
tually, in (9) activity w (J,G, Z, |\I/|2) is itself a functional of T’ (T, T,6,7, Z’) whose derivation was
given in ([7]). We decompose w (J,G,Z, |\IJ|2) as

w (J,e,z, |\11|2) = wo (Z) + bw (9, Z, |\If|2) (10)

where wq (Z) is the static background activity. The source-dependent part of activity dw (9, Z, |\I/|2)
is given by:
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To consider an internal dynamics of the system rather than an external-source driven perturbation
we replace the particular sources in (11):
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3.3 Decomposition of I" (T,T, 0,7, Z’) as background state plus fluctuation

Starting with (9), our aim is to obtain an effective action for fluctuations of I' around some quasi-
static background fld. For this purpose, we decompose the field into the background field and the
fluctuations:
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3.4 Activity induced by fluctuations AI' (T, T, 0,7, Z’)

Since our focus in this section is on the connectivity-induced change of activities, we introduce
the expression dw (9, Z, |\I/|2) for the part of dw (9, Z, |\I/|2) that depends on AT (T, T,0,7, Z’) and

AT (T, 1,0, 7, Z’). In other words:
5w (9, 7, |\1/|2) —bw (9, Z,|0? AT = At = 0) S dw (9, 7, |\1/|2)
The connectivity independent part of dw (9, Z, |\IJ|2) is written:
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We studied in the previous section the impact of this term dwy. Consequently, we incorporate this
contribution into the definition of wy and redefine:

wo + dwy — wo

This is consistent with our objective in this section: we aim to isolate the self-interaction of the
connectivity functions so that we can incorporate external fluctuations dwg in the definition of wy.
In conclusion, it is noteworthy that the variation éw (9, Z, |\I/|2) can be viewed as a series expan-

sion:

5w (9,2, |\1/|2) - / ’ (&u (9 Z’ |\IJ|2)) . ‘Ar (T,T,@,Zl,zg) ’
6‘AF (T,T,Q,Zl,Z{)

AT (T,1,0,2,2")=0

5(5w (9, Z,|\I/|2))

/ 6 |ar (1.7.,0, 21, 24) 25‘AF (. T,e,zl,zg)‘z

AT=0
~ 2
x ’AF (T, 7.0, 7, Z;)

+...

2 N
’AF (T, 7.0, Zs, Zg)

as in the second part of this work ([7]), but now, the series depend explicitely on the perturbations
in the connectivities.

3.5 Effective action for AI' (T,T,H, Z, Z’)

In this paragraph, we expand the action (9) using the averages values of T and T in the background
state, we show in appendix 1 that the fluctuation part of action (9) around the background state:

To (T, 7.0,7 Z’) T} (T, 70,7 Z’)
is then decomposed in three contributions:
Tl (T, 7.9, 2, Z’) =T (T, 7.9, 7, Z’) +8p+V (AL, ATY)
with:
TWo (Z) wo

Sy = AT (T, T.0,7, Z’) (vT (vT - (—;T n iT))) AT (T, 7.9, 7, Z’) (15)
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and where we defined:
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The first contribution:
Tl (T, 7.0, 7 Z’) =T, (T, 7.0,7, Z’)

translates the modifications in the background state dynamics due to fluctuations in the connec-
tivities. This can be neglected in first approximation. The second contribution S; computes the
free transition functions in the backgroundstate, i.e. the transitions due to internal fluctuations in
absence of interactions. The third contribution V (AT, AI'T) is an interaction term.
The term (15) is the free part of the effective action, while (16) includes the interaction terms
describing the self interaction of the connectivities system, through the fluctuations in activities.
We demonstrate in appendix 1 that the first term in (16) may be neglected and the second term

can be approximated using estimates of dw <9 - @, z', |\I/|2> provided in appendix 1 and 2 of

([7]). Therefore, we can alternatively use for interactions:
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or its continuous approximation:
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Ultimately, appendix 1 shows that the free action can be rewritten using the background state
equations, so that the effective actin for T’ (T, 1.0,2,7' ) becomes:
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3.6 Replacing dw (9, Z, \\11\2) in the effective action as a function of AT’ (T, T.0,7, Z’)

R 2
As seen from equation (13) dw (9, Z, |\I/|2) depends on T ‘1“ (T, 1,0, 7, Z’) . In a fluctuating state:
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the activities dw (9, Z, |\I/|2) are modified by AT’ (T, T.0,7, Z’) and in each operator T, the averages:
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(13) including higher order corrections evaluated at |Io|>. Then we sum over all the possible
modifications obtained by inserting at least at one point a factor:

we start with the expansion
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Using again estimations of appendix 1 and 2 of ([7]) for the operator ﬁ, we show that the

sum of these modifications is obtained by first considering the following contribution for any line
Z,7Z1,..., Zn of any number n of points:
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D

Then, we branch such series at some points (6x, Z), to produce a tree with an arbitrary number
of nodes. Each node can have an arbitrary number of branches originating from this point. The
contribution associated with such a tree is the product of the terms associated with each branch.
Finally, we sum over all possible branching points.



The contribution associated to this sum is thus:
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and the symbol ( o )) denotes the branching of lines at any points. The sum takes into acount
VAN
J J
all the possibility of branching lines.
Ultimately, we replace dw (G,Z, |\IJ|2) in (17) and (18) by:

STt ((2747)) )

given in (24).

3.7 Graphs expansion for the effective action

The interaction terms (25) terms allow to compute the transitions from one state (ATj(i) (Z J(»i), Z;(i))) .
’ isn

of n connections to an other (AT ( 7z Z( )))j<n.

The amplitudes are given by the sum over k of products of k vertices:
<(AT]@ (ZJ(i),Z;(i))) _ { / ATt (T, 7.0,7, Z’) (26)
ktn
< (vi (25 (0@ (21w ((alz - 2P+ EE2D) 4 (2= 2)V 20 2)) ) )
®) o) - g ) (7D )
(ST (o)) ar iz )} (o (0,27 )

The computation can be expressed in terms of graphs,as explained in appendix 1. Due to the
form of the propagators, some simplifications arise. We show that the sum of vertices can be
simplified and that the interaction term dw (9, Z, |\I/|2) in (15) writes recursively.

At the first order
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and recursively, the corrections are obtained order by order by replacing:

(1 ()
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T

3.8 Effective action at the first order in perturbation

The effective action for AT (T T,0,2,7' ) can be rewritten at the lower order in perturbation using
approximation (18):

S (AF ) (28)

= —ATT(T ( (v (vT P ke (T _ <T>) W (6, Z)|2)) AT (T, 7,0, 2, Z’)
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—V (AL, ATY)

with |¥ (7, 2')|* defined in (20) and:
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We close this section by considering the potential for connectivities:

U ({‘I‘ (.7,2.7'.c.D) ‘2})

This potential adds an additional term to (28). Assuming the variation AT (T, 1.0, Z, Z’) to be
orthogonal to T'g (T, 1.0.2,7',C, D), we write the effective potential:
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We assume a slowly increasing function of ||AL (Z, 2')||?, i.e. a function of the global activity at
each point (Z,2'):

U (T (2,2))| )
Uar (AT (2,2)1) = 1 /= TREATE ) |ar (2, 2)* (31)

To(2,27)

® (TT)

with:
IAT (7, 2| /‘Ar (T, 70,2, Z’)

where the coefficients satisfy:

oU (I (2.2')|1)

<<1 32
sk |0 (z, 2" 32)

T'o(2,2")

It allows to discard the potential term in the sequel, but it ensures that the norm at point (Z, 2’)
of AT (T, 7.9, 7, Z’):
IAT (2, ')

written ||AT|, is bounded by a maximum, representing a maximum in the shift in activity. We will
also assume that:

o (Ir(2,2)]1)
SIIT (2, 2|

(MU (I0(z.2)%)

- 5 > 0for k>2
srzor )

< 0 (33)

I'o(2,2")

so that U (HI‘(Z, Z’)HQ) has a minimum.
We will also assume that the global connectivity:

|AT|? = / ‘AF (T, 7.9, 2, Z’) ® (T, 7. 7 Z’)

. . —=2 . . .
is constrained to be closed to some value ||AT|". This corresponds to some overall modifications
corresponding to some external modification.

4 Application 1: Interactions and modifications of the background

The introduction of effective interactions among connectivities in (28) should modify the back-
ground state of the system. This section is dedicated to the computation and description of these
modifications. The modified states closely resemble fundamental modifications occurring above the
background state, which results from self-interactions.
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4.1 Equations for background field in interaction

The saddle point equation derived from (28) writes:
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. N2 0,012,802, 22,24
) /MT (120 2 20) ¥, (pD(e) if(zlio(zz)l {T (1= (1+ (we®)) T)lo} ZTAT;ZZ/)Z))

x A (TQ,TQ, 02, Zo, Zé) d (T2,T2, B2, Zo, Zé)

3 —11(1T.0.2,2") N2 )
va0.2.2.80) = [ |7 (1= (L4 {jus?)) 7) ATIALCL 2 200 o (1,120, 20, )
(T1,11,01,21,27) T
(38)
and:
o dUar (AT (2, 2))7)
o (ar (2, 2)|%) = - 0
S|IAT (2,2

o implements the potential described in the previous paragraph and oy implements the constraint
Given our assumptions (see (33)), « (HAF (Z, Z’)HQ) increases from zero to a maximum, then

decreases. We will write « for « (||AF (Z, Z’)||2) + ao and thus consider « > 0.

Operator O has a kernel given by (30):

A
O(Z,Z’,Zl):—| - |V91+

5 —

7' —7) (V% V3 200 (Z

Note that the kernel [T (1 - (1 + <|\I’r|2>) T) O} (T3,1;.0;.2;.2)) and {T (1 B (1 n <|‘1’r|2>) T)} (1.1,0,2,2")

(1.7.,0,2,2") (Ti.T3,0:,2:,2])
are computed with the average values of 7. As a consequence they do not depend on T and 7.
That’s why V1 (0,2, 2’,AT") and V2, (0, Z,2’, AT') do not depend on T and T. We will define:

V(0,27 AT =Vi (0, 2,7 ,AT) + V4 (0, Z,Z', AT) V3 (0, Z, Z', AT) (40)

12



4.2 Formal solutions

We solve (34) by the same method as in appendix 2 in ([6]). The detailled computations are given
in appendix 7. Starting by writing (34):

(v2 + (V) (VAT + Voag) + V (a)' AT + a) r (T, 70,2, z/) -0 (41)

with:
(AT)" = (AT, AT), (a0)"

I
—~
=

—
~—
—

o
N

[

I
—~

—_

(=)
~

and:
W (2)?
Two (Z)
W (2)[ he (wo (2))
wo (Z)
AT (2))?
wo (Z)

[Wo (Z') hp (wo (Z"))

vo= o0 (2)

+ pD

S =
The potential V; (Z, Z') isgiven by:

wiazy = (2RO ()

40(2,2") % JAT|?

AT|AT (01, 2, 2})

o T

) (42)

1

where:
z,Z'

pD (6) (1)1, (2

2027 - < T (- (1 () T)_10>

We solve equation (41) by shifting the variables:

AT+ Vpay — AT (43)
—V@)'y Woar+a — a

so that (41) writes:
(V2 + (V) AT + V(a)tAT—i-a) r (T,T,e,z, Z’) =0 (44)
Thisequation is solved by considering the Fourier transform of this equation:
(—k2 — (k) YV — iV (a)’ vk) I'(k0,2,2)=0 (45)

with solution:

(1-8)a

s
Z\ 2ou 2 2 2v
ranss) = (o) (4 (2)) 7 (o) ()
2 W 5 ”
— k v—u
X eXp <_i <a_5 arctan (@) + (1=d)a arctan (M)))
u % p v




where:

1

- v(u+v) v

N — ( %(1+ v(quv)) — ) )

We impose that a > 0 to ensure the solutions are well defined.
In the limit of large interactions, the solution to (34) is, up to some constant:

Ts (T,T,o,z,z/) T ‘”“/exp< % Nk — ik (AT— AT)>
ad ) ) (1-0)a
2u 2v
14 dk
with:
ar - (10 (46)
- (4o
ﬁ = < _(1—;)(71)—11/)(1 )
Vs

The estimation of the integral is presented in appendix 1. It uses the diagonalization of N = PDP~!.
It thus implies that I's (T, 1.0, 7, Z’) is given by:

~ o —8)a 1 I
Ts (T,T,@,Z,Z’) _ e+ /exp (—gktDk—ik (AT’—AT’)) x

(1-8)a

X (k1 cosz — kgsinac)aT (kl (cosx—i— v—u sin:v) + (U _ucosx —sinx) kg) o
s T

S

with:
AT - AT = P!(AT-AT)
D - A O P C?Sx —sinz
0 A sinx  cosx
1 s 1 1 1\ 2
N (1 + _U(u+v)') T L[ (1 + (u-l—v)) v s ?
* 2 2 (u+v)
1 4su
X = —5 arctan m

In the approximation given in the text, we have s << 1 so that x << 1 and the computations of
appendix 2 in ([6]) apply. We find for relatively large interaction V > 1:

14



Ts (T,T 0,7, Z’) (47)

N <v;u>“i“2u+lnexp( <<D; (A4T AT)))Q)

y {f[lD;n ((D—%Pt (A4T ~AT) i)

u v(u—0v)
where:
ad (1-90)a
h = —Dp2=—""
u v
1) 1)
pgl) = a__ 7pg1) Q—Fl
u v
0 1-46
) = a—+1,p§1):7( Jo
u v

Ultimately, equation (41) has an equivalent for T'f (T, 1.0,2,7' ), obtained by transposition:

(v2 — (YAT + Vpa)' (V) + V (a)’ AT + a) rf (T, 70,2, Z’) =0 (48)
that can be solved similarly:

ri(1.7,0,2.2') (49)

v p-tpt(aT - AT)) \’
~ _ S+t _
~ < S > 2 Hexp << 1 ))

X{— A Z(( t ))
i=1 i
,.) <<D % e )>> ( )‘H,—l Ap";‘j) <<D % e )> )

Viarn, Viar _
TViar), Var), | Ta u v(u—v)

Since AT and AT can be either positive or negative, to ensure the solutions to be integrable
over R, the parameters p; = %6,]92 = (= 5>a have have the form § + k and § + I respectively. This
implies some constraint on the background state as well as on the repartltlon of shift in connectivity
functions in the thread.

Note that equations (47) and (49) are defined up to a normalization factor at each point (Z, Z’),
written |ATs (Z, 2')||>. If this normalization factor is nul, the solutions are trivial at this point:

Is=TF=0

15



and no shift occurs. To find the normalization ||ATs(Z, Z')||?, we need to find at which condition
the state I'; (T, 1.0, Z, Z’) is a minimum of the action. Doing so, we need to compute the shift in

average connectivity induced by states I's (T, T,60,2,2' )
Note that, for V >> 1, solutions (47) and (49) further simplify:

exp (—
exp (—

T (T, 70,7, Z’)

ad (1-0)
IARNAAT
u v

ad (1-0)

NAARNAAT
- u v

and:

1

(AT-AT) N (AT—H)> /exp <—iktNk ik (AT_ﬁ)) ;l_k

™

==

(AT-AT) N~ (AT_ﬁ)>

N =

7.6, 7, Z’)

(
)

4.3 Equation for shift in connectivity functions

ad (1-0)
u v

™

1
—
2| <

<<
N

exp G (AT-AT) N~ (AT_ﬁ)) [ew <—%ktNk ik (AT_ﬁ)) o

b (1-0)
u v

We derive in appendix 1 the equations for the shifts in average connectivity at each point (Z,2’).
This shift is given by AT as defined in (46), plus additional contributions arising from the successive
change of variables. We find:

«

AT = vz (50)

Given our assumptions, the terms Vy and V are relatively large. Moreover, V, measures the
modification due to sources terms, and V the backreaction of the system on the sources.
4.4 Average shift
4.4.1 Equations for the average shift
To solve (50) we first compute the averages over space:
(AT) = (AT (2, 2)) (5, 20

<AT> - <AT(ZZ-, Z;)>

(2:2)

by averaging all quantities in (50) over space. Appendix 1 shows that these functions satify a
system of equations:

(AT) = — (51)
<AT> (1+ f(AT))
) h
<AT> - g<AT>+<AT>(1+f(AT>)



where the parameters are:

PR N
A, AT
S
f= 4
1 (1-0)(w—u)\ ,llAT|
9= ‘(5+ ww )A )

ho— _<(1_5)S(U_U)>A1|Zr||2 :<(1—5)S(U_u)>d

and the constants A, A;, Ay are defined by:

, AT
o (22 = A% jary? (52)
/ 7 / AT
Vi(z.2)) = 4 (ATYIATP, (i (2. 2) = 4,55 jary?
(T)
The appendix provides estimations for A and A; i = 1,2.
Equations (51) can be solved for <AT> as a function of (AT):
(aT) = (ar) " (53)
d
and (AT) satifies:
-\ 3 \ 2 d? f?
(AT) +(AT) - iy =" (54)
with:
AT = fAT

4.4.2 Several type of solutions

From equation (54) we find the conditions for the solutions. A particular case arises when ||AT||> >>
1. In such case: 22
_7'][ <0
(h+dg)

and equation (54) has a single negative root. Too many fluctuations in connectivities leads ulti-

mately to a lower shift in this variable. For |AT||* of order 1 there are three cases depending on
2 42
(h+dg) f

1. Lowered connectivity If:
d2
(h +dg)

equation (54) has a single negative root. We can check that given our assumption s << 1, this case

corresponds to:
<T <1 - <1 + <|\1/0|2> % ||AF||2> T) - o>

_ <<T <1 - (1 + <|\1/0|2> % |AF|2) T)l o>(T)T)9)Z7ZI)> >0

17
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We show in appendix 1, that this quantity computes, in the continuous approximation, the
opposite effect between output and input spikes in the connection process:

When this term is positive, the following inequality is satisfied in average:
_ !
wo ()6 (0, 2,10 > wo (2) b (9 _z2=21 4 |\I/|2)
C

It implies that incoming spikes are not matched by an equivalent amount of output spikes: points
7 and Z' decorrelate and the connectivity function is shifted to an lower value. Dynamically, the
variations in connectivity did not exhibit positive associations, leading to a decrease in connections.

2. System backreaction and multiple solutions If:

f2>0 i_dizf2>0
727 (h+dyg)

d2
(h + dg)
There are three different real roots. Two of them are negative, and one is postive. This case
corresponds to a mild modification. The variation in connectivities my induce a positive or negative
shift, due to the backreaction of the system, which tends to counteract any variation. Several
equilibrium shifts may result from the interactions.

3. Increased connectivity If:

4 2,
R — Y
7 hrdg)’ -

there is a single positive root. This corresponds to the case:

<T (1 - (1 + (%) % |AF|2) T>_l o> <0

which implies that the variations in connectivity induce a higher correlations between input and
output spikes. Points Z and Z’ bind and the connectivity function is shifted to a higher value.
However, this situation is not symetric with the first case.

The values of the shifts in case 1 and 3 are.

. d2f2 1)? 9
1|1 3 a2 1 ((h+dg) + ﬁ) 1
(AT) = AE + Tt dg) ton t \l Yyt (§> (55)
d2f? 1)? 9
1 5l d2f2 L1 ((h+dg) + ﬁ) e
fl\(+dg 27 4 27
() = 5%
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4.5 Solving equation (50) for AT (Z,Z') and AT (Z,Z')
We use (40) and (36), (37), (38), to write (50):

(0%

AT (Z,7)) = . 56
e (L+A“Zé>ATHAFH)AJQZZQ<AT>HAFW o
AT (2,7) = <% + = “)) Fz, Z/)A?T(f’ Z)8T) | ar)?
(1-9)(v—u)a
s (14 222Z0AT AT|?) 4, (2, 27) (AT) AT
with (AT) and <AT> given by (55). The coefficients involvd in (56) are:
pD (0) (T ) [Wo (Z')[?
F(Z,7) = <w0>(Z)O (57)
AT 1 (1.7,0,2,2")
Ay (2,2 = <T (1 - <1+ <|‘I’0|2> <1+ ﬁ) AL ) ) 0>
Vi (Z,Z' AT) (58)
-1
~ _k <AT>< F (%, 7) | T (1— (o) 57 (AT) A ) 0 >|AF|2
(1,7,0,2,2")

A1(2,2')(AT) AT

< T (1 = (1 + (%ol <A_TT> ||Ar||2> T) -

- A(2.7) <<M;>

Vi (Z,7',AT)

(T,T,e,z,z’)>

lAr?

and where the notation:

(101x))» (101%7)

for an operator with kernel O (X,Y) denotes [O (X,Y)dY and [O (Y, X)dY respectively.

4.6 Condition for existence of shifted state and associated shift
4.6.1 Condition for shifted state

The stability of a shifted state depends on the sign of the associated action in this state. For states
(47) and (49) the action is given by:

s (AF (T, 7.0,7, Z)) + Uar (||AF (Z, Z’)||2) (60)

where the first term is given by (28) and the potential by (31). A stable state is possible if (60) is
negative.
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Given (34), the action functional (60) reduces to:
s (ar (7.7,0,2.2')) +Uar (1A (2, 2')|) (61)
_ /APT (T,T,e, Z, z’) (Vi (0,2, 2',AT) (1 + Va (0, Z, Z', AT"))) AT) AT (T, 7,0, z’)

) sUar (AT (2,2 ,
+Uar (IIAF (Z, 7N )+/ (ao— A<SF|(AF Z2T )) |AL (z,2")|

Using computations similar to the previous paragraphs, we show in appendix 1 that this simplifies
ultimately:

s(ar(1.7,0,2,2')) = /UAF (1ar(z,2)?)

and the minimization of:

[var (jar z.2)7) (62)

yields:
|AT (2, 2')|* = | AT (Z, Z') |
This value determines the norm AT (Z, Z’) and, consequently, the values of the shifted connectivities.
Since the potential is negative at its minimum, this corresponds to a stable state.
However, a constraint has to be included to obtain admissible solutions for the states (47) and
(49). Since AT and AT can be both positive or negative, and the parabolic cylinder functions are
not bounded for a negative argument and non integer parameters, we impose:

ad (1-9)a

P1=—,p2=
u v

to belong to % + N. This allow to obtain integrable solutions AT’ (T, 1,.2,7 ) over R?, we have the

condition:
(a—l—(V%VO))(S’(l_(S) (Oé‘i‘(V%VO)) €1+N (63)

U v 2

The minimization of (62) under constraint (63) is computed in appendix 1. It yields the multiplier
o, the normalization factor |AL (Z, Z')||*> and the condition for a shifted state at (Z, Z’):

A < ku+lv 5
AT | sAIAT]
jarz 2 ~ B0 ajar iz 292, - n_/ (64)
Uk (IAT (2,292,

where ||AT (Z, Z")||%.. is the minimum of the potential Uar at (Z, Z’), and:

min

2 2 2
ANAT(Z, 20 = AT (2,20 — (IAT (2, 2) 5, )
A ku+lv B ku+lv ku+lv
1 _ sAJAT|? © g _ sAlar)? 1 _ sAJAC|?
(1) (T) (T)

are the deviations of these quantities from their averages over the entire space. Formula(64) shows

that due to the constraint, the existence of a shifted state depends on the full system, through the
|ar|?

overall norm “=--.
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The potential (62) for this value is equal to:

[uar (1ar z.2)) )
= [var(arz 2)12,)
2
A (%
, ) I AT 5 / 1_ SAIAT]
+§/UAF (||AF (Z,Z)||fnin) M - <HAF (sz)l\fmn> - p—"
Uke (1AL (2. 2)12,,)

Assuming a U shape form for the potential so that U (HAF (Z, Z’)anin) > 0, implies that states
with [|AT (Z, Z)||> > 0 exists if the quantity (65) is negative i.e.:

min min

A ku+lv 5 5

ArJ? (7 ) 2War (AT (2, 2]

B {jar @z 22, - — o)< |-— ( — ) (o)
ULr (AT (2,22 ULr (AT (2,22

Based on (66) and assuming by consistency that M - <||AF (Z,2))? > = 0, appendix 1 shows

min

that points for which:

|(wtv) = (utv)| < J —8Usr (IAT (2, 2)3n) U (IAT (2,291, (67)

have a shifted states, others present AT (Z,Z’) = 0. Appendix 1 also studies the case for which the
consistency is not satisfied, i.e.:

AT|?
w — (AT (2,2")[) # 0

4.6.2 Value of the shift

Ultimately, we obtain, the value for a:

a = ag—Uxrp (AT (Z,7))
ku + lv
_ sA|Ar|?
==

and as a consequence the shifts are:

o (ku + lv)
A1) =~ (1 - %) Ay <AT> | AT (1 + Az% ||AF||2) o
A\ 1 (1-9¢)(v—u) (AT) 2 ku + v <%S(U_U)>
(o) = (g + iy ) Ay har - SAIBTE 5, (AT |ATPP (1+ 48T [ATP)

)
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4.7 Dynamics for shifts

To conclude this section, we restore the time dependency in the point averages of the connectivity
shift AT (Z,Z’) and derive a propagation type equation for the perturbations in these variables.
Start with (50):

AT(Z2,7') = —% (69)
AT (z.7) = (e BN - B e
and expand this system around (AT) and <AT> by redefining:
(AT (Z,2") = (AT))|AT (2, 2)))? — AT (Z,2')
(AT(Z, 7' — <AT>) AT (2,2} = AT (2,7
and this expansion leads to':
AT (2,7)) = —/K2 (Z,Z’,Zl,Z{)AT(Zl,Z{)+/K1 (Z,2', 24, 2)) AT (24, Z}) (70)

AT (2,2

—/(CKO (Z,Z’,Zl,Z{)—i-/ng (Z,Z’,Zl,Z{)> AT (Z1, 7))
+c/K1 (2,7',2,,Z)) AT (21, Z})

whith kernels defined by:

(1,7,0,2,2")

|¥ . N1
Ko@2,5,5) = <><z<“>|>Ar§z 7P |71 (o (o)) 7) OLTl,Ta.,el,zbza) "

apD (6) (T') 1o (21)" {T (1= (1+ (wrP)) T)_lo}

wn (21) (1+ 228 | aT|?) (4, (A7) |ATI)” AT (2,292

v AN oy (1.7.,0,2,2")
! {T (1 - (1 + <|\IJF| >) T) LTl,Tl,OLZlei)

(1+ 222 jar) ) 1 (aT) |ar|? (AT (7,2

(T17T1=91-,Z1.,Z£)

(1.7,0,2,2")

K\ (2,Z2',7,,72}) = —k

K2 (27 Zlu 217 Z]{)

and constants:

d =
Operator O is local and is defined by:

_ A
o _lz2-2

Vo, +

z- 2)’ (V L Vi Vhw <Z>> (72)

!The integrals are implicitely over Ziand Z;.
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Kernels Ky (Z,7', 71, Z) and K5 (Z,Z', 7y, Z};) are both backward looking, so that we combine them
to define:
Koo (Z,2',70,7)) = cKo (2,7, 20, Z}) + dK, (Z, Z', Z1, Z})

and (70) writes:
AT (Z,2") = —/K2 (Z,Z’,Zl,zg)AT(Zl,Z{)+/K1 (Z,7', 21, Z)) AT (21, Z)) (73)
AT (2,7 = _/KQ2 (Z,Z’,Zl,Z{)AT(Zl,Z{)+c/K1 (Z,7',2,,Z)) AT (21, Z))

The various kernels define operators K;, K, and Ky 2. Both Ky and Ky » backward looking, and K;
forward looking. We write (73) as a system:

(14+ Ko)) AT — K ;AT = 0
~KopAT + (1+cK)AT = 0
and replace:
AT - (1 + CKl)_l KQQAT
to find the dynamics for connectivities:
((1+ K2) = Ko (14 cKa) ™ Koo ) AT =0 (74)

the kernel K, (1 + cK;)”" is forward-looking and:
Kl (1 + CKl)il K()’QAT
has the form:
/d(zz,zg) K1 (14 ek (22,23, 2, Z’)/KO_Q (2.2, 2., Z)) AT (Zy, Z,) d (Z1, Z})
Given (71), the first integral has the form:
d / —1 / / - / 5 S —1 > 1 /
[z [0+ i) (20 23,2.2) = [z 23)d (20 23) [Ka (4 cie) ] (202322, 2)
xG (24, 25,2,2')0 (2,2

where G (Z2, Z5,Z,7') is the kernel of the inverse operator of O. Writing:
C(2,2') = /d(ZQ,Zé)d (Z2:2) [Ka (1 K1) | (22, 28, 22, 23) G (22, 23, 2. 2)

Equation (74) reduces to:
(1+ K2 — COKg2) AT =0 (75)

y -1
As shown in appendix 1, the operator O can be moved on the left of T (1 - (1 + <|\I/p|2>) T) .Then

factoring:
(1,7,0,2,2")

Ky (Z, 7', 71, 7y) = Kn (Z,7") [(1 - (1 + <|‘I’F|2>> T)l] (ot za20)
and multiplying (75) by (1 - (1 + <|\pr|2>) T), we obtain the following equation for:
(1 - (1 + <|\1/p|2>) T)_l AT — AT
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(14 (= (1 (JwcP)) T+ Kol — CORo2T) ) AT =0

cpD (0) (T |Wo (21
fazzy ~ 0) (T) %0 (2] 0T+ da

2 2 N
wo (Z2)(T)|AT (Z,2"))| (14 2285 |ar)?)” 4 (AT )||AT| AT (2, 2

(07

2 ~
(1+ 2280 ar)?)” 4y (AT )| AT AT (2, 2/)]

Ky (2,2

Ultimately, we use that in the local approximation, the kernel 7' can be replaced by a differential
operator of the form:

z-2| (22" (V% .V
M=71—-m7 . Vo, + ) i 21—1—7'122021

and we obtain the differential equation:
(1 + (1’(2 - (1 + <|\1/p|2>) 5 (2,2)0~C1 (2,2 02) M) AT =0

The factors are defined as:

C1 (2,7 = da C(z,72")

2 N
(1+ 2257 Ary?)” 4y (AT ) AT|? AT (2, 27)

epD (0) (T') w0 (2')]?
Cy(2,7') = c(z,7")
wo (2) (T)|AT (2, 2')

This is a propagation equation, including fourth order corrections.

5 Application 1 continued: First approximation approach

In the perspective of developping an effective theory for large number of collective states, i.e.
groupes of connected cells, it is usefull te reconsider the modification in the background states in
the limit of relatively small interactions. This will simplify the computations, and provide some
hints about the emergence of collective states. The saddle points equations for the modifications
of the background become second order differential equations plus some potential. Condition of
existence, shift in connectivities as well as the form of the background states are easier to derive
compared to the previous section. This more convenient representations will allow in the fourth
paper of the series to develop the field theory for interactions of large number of such backgrounds.
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5.1 Equation for background state

We can consider the case s << 1 directly. Performing a change of variables along with a shift in
variables, we show in appendix 1 that (34) writes in first approximation:

2

X p(VO——/\AT)
| —o2v2 4+ D NEAT i ’
0= | ~oiVi+ oz | B0 (2. 20 AT+ —— Ar(1.1,6,2,2')  (77)
1 AT — AT\
e . ,
( o2V + <7WO 7 ) )AF (T,T,e, Z,Z)
p\\lfo Z,7") 1 (2)? , - )
0.7,7' \ATYAT —a | AT (T, 7,0, 2,7
< 2TW0(Z)+V(, ) ) ) a ( ) ) ) b )

with:

Vo(2,7) = (pD AT w02, (1= (1+ (uep)) 7)

AT |AT (04, Z1, Z))|
T

o

wo (2)

) (78)
V(0,2,72' \AT) =V (0, 2,7 ,AT) (1 + V, (0, Z, Z', AT'))

with V4 and V; given by (37) and (38) respectively. Operator O is defined by (72). Recall that «
implements the constraint ||AT|| = [|AT||. As in the previous paragraph « stands for:

ao+ U’ (|AF (Z, z/)|2) (79)

where «p is the Lagrange multiplier for the overall constraint, and U (AT (Z, Z')) is the potential.
However, it should be noted that here, we are considering the case of weak interactions. As a
consequence, we could omit any global contraint on |AT|| and set oy = 0. This will be discussed at
the end of the paragraph.

After diagonalization of the potential by a matrix P = w/1 w,2 , whose components are
wy Wy

given in the appendix, we show that this background state equation (77) becomes:

0 = sor o M (ap a2y ar (1.7.0.2.2') (80)
= —O'T T q [ I ) y YUy &y
2?2 wy .\ .
+(—odVh + 5 (AT’ AT, — /\—V> AT (T, 7,0, Z’)
o2 B

o (B W) AP(T:MZZ')
)\Jr A7 9 P ) b

where the coefficients are:

)\i:\/%(u2+v2)+s2iL—;v) (u—v)* 4 452
o (2)]?
TWQ(Z)
v o= p|0 (2,2
L A @)Ly
OJQ(Z) or
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and:

(ATO,ATO)z - Ao , Bloor (81)
orwo (Z) [Wo (2,2")|" AT 0f

The notation (X X! ) stands for the coordinates of any vector in the diagonal basis of the potential:
Nt N
(X’, X’) — p! (X, X)
Note that:
Ap+A=u+v
5.2 Solutions of (80)
5.2.1 Condition for non-trivial solutions

The operators:

A . . w 2
—02V2, + 2L (AT — AT, - 2V
( VT +4a; LW

2
(—U%VQT, + 2—; (AT’ — AT} - ;U—1V> )
2 B

and:

are positive and the saddle point equation (80) has a non trivial solution if:

2 2

wy  w; 9 o Ap AL

I 2 ) VA S S
u+v+()\++/\) 5 +a

that is, if:

u—+v w% w% 2
212 >
2 + <A+ + )\_ V et
This establishes the condition for a shift in connectivity functions at each point (Z, Z’). Considering
that u and v depend on the point, but V2 depends on the field AT" over the entire space, this condition
may not be achievable.

Specifically, for points such that:

u+v w% w% 2
L+ 2)v
B +</\++)\_ <«

then:
AT (T.7,6,2,2') =0
whereas, for points such that:
2

U+ v w% w3 9
5 +()\++/\)V a>0 (82)

there are several solutions to (196).
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5.2.2 Form of the solutions

Since the variables in (196) are separated, a solution is a product of solutions of:

A . w 2 1 .
_ 2 + 2
0= <—0TVT, =4 <AT’ AT — Iv) - (5 —|—p1) )\+> AT (T, 7.0, 2, z’)
and:
A . A . ,
0= <_a%v?f, o (AT AT - V) - (5 —|—p2) A | Ar (T, 7.0.2.2 )

with p1>0,p2>0 and :

2
p1A++p2A_=“;LU (A vy ;"QW)—a
+ —_

As a consequence, taking into account (193) and (194), Let 0 < 6 < p1A; +paA_, the solutions have

the form:
AT (T,T,Q,Z,Z’)
~ e (—E(AT AT) O (AT—AT))
0 ((ar-at) 70 (ar-aT) )0, (aT-aT), 255 (ar-aT)
AT (T,T,Q,Z,Z’)

where the variables are:

— AT — ATy — AT
AT-AT = < AT—ATE—ATi )
! /w1
AT -AT = < i?’ - i?g ~ %_;K ) =P~' (AT - AT)
with parameters:
ATO >~ - /\77-‘/0 3
Z) %o (2, 2")]
ATO ~ %

2 2
1 1 s°+u _ s(utw)
o— (7o Y ule V)= o oTop
0 1 0 1 _ s(utw) 52402
o op orog o2

T

(83)

(84)



The solutions ATl'sand Al“js are defined for a pair of points (Z,Z’). We can now describe the
potential modified background state globally. Given (82), these modifications of the system are
thus defined by considering the set:

2 2
W = {(z,z’),m (Z,Z) Ay +p2(Z,Z' )N = ““2”’ + <;”—1+;U—2) V2—a>0} (86)
+ -

and by associating to each function § (Z,2’) : W — [0,p(Z, Z')], the potential background state:
[]ATs.2 (T, 7.0, 2, Z’)
W
and:
; R
[Tt} ., (1.1.0.2,2")
w

At each point of W, the shift in connectivity AT is defined by (85).

5.3 Restrictions to integer values of p

However, since the variables AT and A7’ can be both positive or negative, solutions (83) are not
suitable for AT << 0 or AT << 0. It implies that we have to reduce the solutions to feasible ones.
This corresponds in first approximation, to impose p; and ps € N. It is equivalent to impose p € N
and § € N with p —§ > 0. We will see below that this approximation can be partially relaxed.

The solutions (83) become:

AT (T, 7.0,7, Z’) (87)

— exp <—% (AT - AT)' U (AT - AT)>

x H, ((AT’—AT’)2 T+ (AT’—AT’)2) H,_s ((AT'_AT’)2 opA- (AT’—AT/)Q)

2v2 22
and (84):
arf(1,7,0,2,2') (88)
- ((AT’—AT’)2 C;T\jg (AT’—AT/)Q) H, s <(AT’—AT')2 (;ng (AT’—AT/)Q)

where H, and H,_; are Hermite polynomials.
We conclude by considering an example of solutions of (196), and consider (Z, Z’) such that:

U+ v w% w% 2
L+ 2)vi-a=0
5 +<)\++/\_ «@

Taking into account (193) and (194), the background state for (196) is:

t
) 1 [ AT — AT} — 22y AT — AT} — 22y
AL (T,T,2,2') = —= R oM D R O Ay
(’ . ) eXp( 2<AT’—AT5——7;1V AT — AT)— 21y

Coming back to the initial variables and reintroducing o7 and o, it yields:

t
. 1 AT —ATy— ATy \ ~ [ AT — AT, — AT,
AT (T,7,2,2') = - . L) o A .
(’ 14 ) exP( 2<AT—AT0—AT1> <AT—AT0—AT1>) (89)
and for ATT (T, T2, Z’):
AT (T, T, 7, Z’) -1 (90a)
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5.4 Stability and condition for shifting state

The possibility for a shifted state, i.e. a state for which |AT'(Z, Z')|* > 0 depends on the value of
the action for this state. If the corresponding action is negative, the state AT’ (T, 1,2, Z’) is the

minimum of the system. Otherwise, the state AT’ (T, 1,2,7' ) = 0 is the background state at point
(Z,7).

In states (83) and (84) the value of (28) at (Z, Z’) is obtained by a change of variables given in
appendix 2. It yields:

Art(1,7,60,2,2') (029 (91)

o2 2
P (VO - O_—{AAT)
T

wo (Z)

1 _ ~ ~
+— | p|W0o (2, 2)] AT + AT (T,T,@,Z,Z’)

402
T

AN\ 2
1 AT — A\TAT .
2 !
( 02 V2, (77000 G ) ) AT (T,T,H,Z,Z)

p’\IIO Z Z/ |\IJ(Z)|2 - A /
* o () _U(|F(9,Z72)I ) AT (T,T,o,z,z)

and given the saddle point equation (see (77)), this reduces to:

Art (T, 7,0,2, Z’) (V(0,2,7',AT) AT — o) AT (T, 7,0,Z, Z’) (92)

ATy ;Uiv _ [ AT wp | w
(AT0>+P<W2V “\an )T TRV (93)

Using (85):

action (92) is equal to:

2

AT (T, 70,2, Z’) (U (|r 0, 2, Z’)|2) L AT+ (A— + T) V2 a> AT (T, 70,2, Z’)
- +

Using (196) and (86), the action at point (Z, Z’) reduces to:

/ <U (|r , 2, Z’)|2) + <A+ V24 ;"% V2> + (AT — a)) ’AF (T, 7 2, Z’)

= (U (IP 0,2, Z’)IQ) + (% +p1) A+ (% +p2> Ao+ ATy — (u+ v)) AT (2,2)?

“a(nt) (94)

and over the whole space:

S_/<U (|r(9,z,z/)|2) L AT, — “”) AT (7, 2")? (95)

As a consequence of (94), a state with |AT (Z, Z')|* # 0 exists and is stable, if at point (Z, Z’) where
(94) is minimum, condition:

u—+v
2

(W(Z.2') +v(Z,2') — ATy — U (|AF (2, Z’)|2) > (96)
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is realized. In such cases, the minimum is reached for p = 0, and the background state is given by
expressions (89) and (90a).
On the contrary, if
u—+v
2

(W (Z.2') +v(Z,2') — ATy — U (|AF (2, Z’)|2) <

then, |AT' (2, 2")> = 0.
The minimization of (94) is implemented under the constraint (82) with p = 0:

U+ v w% w% 9
0 = — +— |V =
5 +()\++/\ o (97)
utw w% w% 2 / (2
; +<I+A_ V2 —ao+ U (JAT (2,2))

Given that ATy in (94) depends on AT and thus on |AT(Z, Z')], we have to compute this
quantity to derive the shifted states minimizing (94).

5.5 Estimation of (AT), <AT>

To find AT, we first compute its average (AT) over all space. We use (52) to estimate (AT):
(AT)

Wiz.2y = Al (98)
Wi(z,2) = a(AT)IATE, (2,2 = 45 ar
Using (78) and (81) leads to:
ATy (2,7)) = %VO (99)
ATy (2,2") = —%VO

Taking the average over space of (93) yields the equation for the average shift:

2 2
(AT) =~ (ATp)+ <ﬂ + ﬂ> (V)
PNV
AT 2 w2 . AT
(=) A% AT + <;”—i + ;”—i> Ay (AT |ar)? <1 + Ay <<T>> |AF||2>
(aT) = (afy)+ (w;wl + wiwz) )
- +
1 (AT) 9 wiwy | wowh . 9 (AT) 9
SATy AT +< o)A (A7) ar)? (1+ 4. 7y AT
Combination of these equations yields <AT> as a function of (AT):
<AT> = A(AT) (100)
with: < , / >
w1 wy wWoWo
; SRS s\ LIATPY 1 AT
A= —<ﬁ+w_%> <I—<E>A ) A (101)
p) bW



At our oder of approximation, since s << (u,v), we have:

wiw) | wawh 1
A At

_ 1
2
and: )
i L AL
A~ UA T (102)
Equation (100) this leads to the following first approximation for (AT):
(z5)AlAar|?
- T
(AT) ~ 1 ——1 (7) . (103)
|[414| (52 + 32) AT Ay AT

Given that:
Ao AL/ T AL T max(u,v)
and using (102), formula (103) reduces to:

(1 — <%>AHA<;>H2) vmax (u, v) (T)
AT) ~ T — 1| —=~~
AT ( [ As| Allar|* o As | AT

Given our order of approximation this is positive, except if:

2
(1 — <u—SU>AH?;>H ) vmax (u,v)

[ As] AJAT

(I <1

In most case u < v, so that the dependency in the background parameters are of order:

_ oy 2
(AT) ~ wo (Z){T) <p‘% (z.2) > () (104)

pD (0) (T') [ o (2 kAy | AT 4

with: R
pD (0) (T 1o (2')]
A (2,7') = A1 (2.2")
wo (Z)
and: .
Ay <Z,Z'>=< Pz, 23) |7 (1= (o) Sl jare) o >
(1.7,0,2,2")
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5.6 Estimation of AT (Z,Z') and AT (Z,Z')
Using (57), (58), (59), we obtain AT (Z,Z') and AT (Z,Z'):

AT(Z,2") = ATy (Z,7')+ <ﬂ + ﬂ) v

2 2
s wy

w
= VG L+ 2\ Vi(1+V
U 0+</\_+)\+> 11+ V2)

. 1 / /
AT(2,7)) = —<Vo+ <w;iul + w;?) Vi (1+Va)

Given (101) and (103) writes:

v

_ (S)Alar|?

—_
|~
:|m

AT (2,7') = IAT(* (AT) (105)

sAo (Z,2") <w§ wg) A (2,2") A
N Nl 3 ~ 7J12 7J12
v (T) (ad) |\ (H+5))ar)

PRIV

wywy wgw’z) A (Z,2))
N w2 w2

A M (A \(H ) ar)?

|fl)
=
>
a3
=

I3
<

AT (2,7) = —AOU(Z:?) + (

o
—
!

3

IAT|* (AT)

With our approximations and using (102) this becomes:

AT (2,2 = A1 (AT)

N
N
e
N
N
=
>

(Z,2")
AT(2,2) = % <AT>
5.7 Minimization of (94)

The minimization of (94) with constraint (97) is thus:

wtv | 0h(AD(Z,2),(2,2))
2 SAT (Z,2)

U’ (|r ©, 2, z’)|2) F ATy — -0 (106)

and the constraint:

2 2

h(AT (2, 2'),(2,2')) = ”;”’ + (% + ;"—2> V2(2,2") — ap + U’ (|AF (2, z')|2) ~0 (107)
+ —

with:

V(2,2") = A\ (2,2 <AT> |AL||? <1 + Ay (2,2 % ||AF|2)

so that:
Oh(AT (Z,Z2"),(Z,2"))

SAT (Z,2)

—u” (|AF (z, Z’)|2)
Equation (106) allows to compute the Lagrange multiplier A:

i U (|AF (Z, Z’)|2)

v (I0(6,2.2)1) + ATy - 252
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while (97) yields the solution for |AT (Z, Z’)* as a function of ay:

AT (2,7, a0)|* = (U") " <— <u—2w + <f\u_§ * /\j) vizZ) _a0)>

This solution, written |AT (Z, Z’, ao)|?, is then used to compute aq:
/'AF (2,7, 00)* d(2,2') = ||AT|?

Once the solution |AT (Z, Z’, ag)|? is found, the action for the solution becomes:

u—+v

S=U (|I‘ , 2, Z’)|2) + <AT0 - ) IAT (2, 2')[2 (108)

and given (106), this writes:

Sh(AT(Z,2"),(Z,2"))
SAT (Z, 7))

S=U (|r , 7, z/)|2) U (|r , 2, z’)|2) IAT (2, Z')* — A IAT (Z, Z))[ (109)
i.e.

S

U (|r , 2, Z’)|2) —u (|r 0,2, Z’)|2) IAT (2,2 (110)

|AF(Z,Z’)|2 / NP U+ v
7 (ot . 207) <U (Ir 6, 2.2)°) + ATy - =5 )

Expression (110) yields the condition for shifted state. At points (Z, Z’) such that (110) is negative,
a shifted state exists.
Given (104), we have:

(ATh) <i> A2 arp

(T)
P

<
D<9>< ) o (2P kAsAfAT)t 2

1R

As a consequence, the most relevant parameter for emergence of some shifted connectivity due to

interactions is : )
utv ¥ (Z) : N2
= Vo (2,2
92 TWo (Z) + P ‘ 0 ( ) )‘
This is a decreasing function of background activity at point Z. Lower activity favors a switching

in connectivity.

6 Application 1, last: Extension to n interacting fields

The extension to a system of n interacting field (see ([6])) is straightforward. It amounts to replace:
(Z) —  Woi (Z)
ZI) —  Woj (Z/)
(m(e Z, |\112) = ow; (0,2,]9] )

l _ gl
Stw (9— 2= 7] Z’ |\11|2> - dw; (9— z=2 |,Z’,|\I/|2)
C

33



and:
Ty (2)] = Vo (2)?
Do (Z)* = [We; (2))[°
along with:
T = T

(7)1,

in the expressions for the activities and action functionals.

6.1 Effective action
The effective action for T’ (T, T7,0,2,7' ) is obtained directly by modifying (28) and (29):

s (AF (T,T,@,Z, Z’)) (111)
— Art (T, 7,0, Z’) (VT (VT + %@ W (0, Z)|2>> AT (T, 7,0, Z')
+ATT (T,7,0,2,2') Yy (Vi + 0 |[W0iy (2, 2)) (T = (T)) ) AT (T, 7,0, 2,2")
+V (AT, ATY)
V (AT, ATT) = AT (T, T.0,7, Z’) (112)
v, (ﬂD () g}(lj)m (z")? (wm 26 (9 B @Z I\PI2) oy (2) b (9727 w)))

« AT (T, 7,027, Z’)

whr: ) .
C(8) [¥oi (2)]* woi (Z) + D (6) T [Wo; (2')|” wo; (Z')
WQi(Z)

|\i/0ij (Z, Z/)‘Q =

6.2 Saddle point equation

The saddle point equation for the background state AT’ (Tij, Ti;,0,2, 7' ):

J (%]

Ai ~ ~ (%) 2
0 = (_a;i_v;,_ + <AT;j — ATy, — Zv> AT (T”,T”,H z, Z) (113)
T,

ij

)\2 2 ~
+ <—a§pijv?[i,‘ (AT’ ATy, — ;U—IV) ) AT (Tij,Tij,e, Z, Z')

UT

24 w% 2
“(utv+ A+v =V?) —a AF(TZJ,T”,G,ZZ)

where:

(u+v)
2

1
)\i:\/§(u2+v2)+s2:|: (u—v)? + 452
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2
|Woi (Z)]
TWoq (Z)
— 2
vo= p|W;(Z,2")

woq (Z) UTij

- ATV(UZ' Z ATlof’z
(ATOij;ATOij) ~ | — — 0*0 ( ) 55 )\OJ Y
or ’\Ifoij (Z, ZI)‘ T UTij

and (X ¢ ) are the coordinates of any vector in the diagonal basis of the potential:

(X’,X’)t — p! (X, X)

VI(Z,2) =V (2,21 + Vo (Z,2"))

where:
Vi(Z,2) = 4(2.2)(ATy) AT
AT
Vo(2,2) = Ay(2,2) BT | apy2
(Tij)
We also define: (AT)
Vo(Z,2") = Ao (2,2") Ty |AT?

with the various functions defined by:

Ao (2,2") = F(Z,2") <T (1 - (1 + <|x1u0|2> (1 + %) ||A1“||2> T) - o>

T <1 1wy D |Ar|2)1 0

(1.7,0,2,2")

Al (Z, Z/) ~ < F(ZQ,Zé)

(T,T,e,z,Z')>

and:

T (1 - (1 +{|%of) @ ||AF||2> T) 1 (T,T,G)Z7Z/)>

with the intermediate function defined by:

Ay (2,7 = <

pD (6) (T )1 (2]
wo (2)

F(Z,2") =
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6.2.1 Solutions of (113)

The solutions (83) become:
AT (T, 73,0, 7, Z’) (120)

= exp (—% (ATZJ—ATw)t U (AT”—ATZJ))

ity (a1, -aT)) 79 (aT,-AT)) ) i, ((AT-AT), 0= (aT-aT) )

and (84):

AT} (T, 7.0.7, Z’) (121)

. ((AT;j—AT;j)2 (;T\?g (AT;j—AT;j)2) Hy s ((AT;j—AT;j)2 ‘;T\ji (AT;j—AT;j)2>

where H, and H,_s; are Hermite polynomials and the variables are:

AT — AT ATy — (ATy) 122
- -\ ATy - <ATZ-]-> (122)
_, B _
AT;;—-AT;; = P '(AT;—AT;)
and the matrix U given by:
1 1 L
2 o o o ITIp
U_< (SF L>U< (;F L>_ _S(LFU) SQJEUQT
ot 97 oTop oG
The potential background field of the sytem are thus defined by:
[1ATsz.2 (T, 7.9, 2, Z’)
w
and:
[1Ar% 2, (T, 7.0, 2, Z’)
w
6.2.2 Estimation of (AT), <AT>
At each point of W, the shift in connectivity AT is defined by (122):
Al (Z, ZI) AQ (Z, Z/) ’U2>
188 = Wy Az e BT
. Ao (2,2') /. .
.. / f— ’ ..
AT (2,2)) Az 2 ATy)
wo (7) (Ty) oy (2,2
ij 0ij (£,
(ATy;) ~ . - <P I > (Tij) (123)
pD (6) (T ) 1W0 (21)” kAv | AT
A\ _ L jargt o
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where averages of structural parameters are:

(Ao (2,2")) = <pD ) gz;jo (Z/)|2> <T <1 - <1 + <|\1/0|2> (1 + %) |AF|2) T>_1 o> (125)

> (126)
> (127)

The possibility for a shifted state, i.e. a state for which |AI'(Z, Z’)|> > 0 depends on the value of
the action for this state. If the corresponding action is negative, the state AT’ (T, 1,2, Z’) is the

4 <Z,Z'>>z< P25 |7 (1= (o) B jar) o

along with the constant A;:

=

6.2.3 Stability and condition for shifting state

7 (1 1wy E0 ||Ar||2>1 0

minimum of the system. Otherwise, the state AT’ (T, 1,2,7' ) = 0 is the background state at point
(Z,727).
The condition of existence for the shift is:

S = U(|F(0,Z,Z’)|2)—U’ (|F(9,Z,Z’)|2)|AF(Z,Z’)|2 (128)

|AT (2, 2" , , u+v
- (IAF =z Z’)|2) (U (IP(@, Z,Z)P) + AT - — )

Expression (128) yields the condition for shifted state. At points (Z, Z’) such that (128) is negative,
a shifted state exists.
In our order of approximation ATy << “+% and:

_ %0 (2))

i

U+ v

Background activity wg; (Z) is lower with inhibitory interactions rather than without.

7 Application 2: Dynamics between 7' (Z,7') and T (7', Z)

We study the interactions between T (Z,Z’) and T (Z',Z), i.e. the connectivity in both direction,
by computing the transition function:

G (AT, (2,2"),AT, (2,2"),AT! (Z', Z) , ATy (Z', Z))

Neglecting the interaction, this is at the zeroth order given by a product of two transition function.
We use the large ¢ approximation, and we have:

G(AT; (Z2,2"), AT\ (Z,Z") , AT (Z',Z) ,ATy (Z', Z))
~ Go(AT;(Z,Z"), ATy (2,2, AT, (Z',Z) ,AT¢ (Z',Z)) Go (AT; (Z',Z) , AT (Z', Z))

This formula can be corrected by using the formula (140) for the interaction term:
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_ATt (T, 7.9, 2, Z’) x (129)

P (DO(T) 1002 (w2100 (0= 2L, 2 107) - an (2060 (0, 2,19P) ) )

wj (2)

XV AT (T, 7.0, Z’)

|z-2|
c

We then replace dw (6‘ - A |\I/|2) and dw (9, Z, |\IJ|2) using (140) at lowest order:

2

wo (Z)AT(Z’,Z)‘AF (9 o122 Z)
(T)

ar (o= 122 7)|
(T)

A
ow <9 — | |,Z’, |\IJ|2> ~
c

wo (Z')AT (Z,7")

Sw (9,2, |\11|2) ~

and (129) writes:

_Art (T, 0,7, Z')

2

! 2 !
wo (Z) AT (2", Z) ‘AF <9 ol2=7] Z)‘ wo (Z') AT (Z,2") | AT (9 - |Z_—CZ|,Z’>
>< —

(T) (T)

% AT (T, 7.9, 2, Z’)

— _Art (T, 7.0.27, Z’)

2
—b(2,2")AT (2,2

7l
2 <a(Z’,Z)AT(Z’,Z)‘AI‘ <9—2|Z Z|,Z>
&

_ 7l
AT <9_M72’>
c

)

% AT (T, 7.9, 2, Z’)

with:
, pD (6) (1) W0 (2)]
a(Z,2) = AL (130)
v pD (0) (1) [Wo (2" wo (2)
T (2T

The graphs that compute mutual interactions between T'(Z, Z') and T (Z’, Z) at the lowest order are
given by the squared interaction term averaged between an initial and a final 2- state that writes
in an expanded form:
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(ATy (2,2)), AT, (2, 2)| { AT (1.1.6,2.2) (131)

— 4 2
s (o 2221
C

2
—b(Z,2")VAT (Z,2")

_ /
Vi <a (Z',Z) AT (Z', Z) ‘AF (9 22 |,Z>
&

AT (T, 7.0,7, Z’)} {AFT (T, 7.0, 7, Z)

— / 2
AT (9 _ 2M7 Z’)
c

—b(2',2)AT (2,2')

_
AF(Q_MZ)
C

XV (a (Z,7')AT (Z,7')

AT (T, T,o,z’,z)}
|ATf (Zv Zl)vATf (Zlvz»

developping the square leads to three contributions that are computed in appendix 3.

Writing AT; for AT, (Z,Z"), AT} for AT, (Z’,Z) and similarly for AT, AT} we compute the
effect of some fluctuations in the connectivity, by assume that AT; = 0, so that we study the
impact of a deviation AT; # 0 on both final states AT; and AT;. Correction (131) adds to the
free transition function and leads to:

G (AT, (Z,Z"), AT\ (2,2, AT} (Z',Z) , AT (Z', Z)) (132)

= Go(AT,(Z,Z"),AT\ (2,2 , AT (Z',Z) , AT (Z', Z))

1 —tu e tu_e—tv ¢ _tu e—tu_—tv
——lar, - € ST AT; TiylaT, - | € ST AT;
1 —tu e tu_e—tv ¢ _tu e—tu_—tv
xexp | —3 ((ATf) - < 60 e )AT1> oL (t) ((ATf) - ( € e )AT1>
e 0 e

x (a(Z',Z) ATy —b(Z,2")AT!) (a (Z,Z") AT! — b(Z', Z) ATy)

X exp (—% (AT)) o~ (1) (AT} ))
1 e tu Si&—tuie—w ! e—tu Seftufeftv
uU—v -1 u—v
xexp | =5 ((AT’f) - ( 0 Js ) AT’1> ot (t) <(AT'j) — < 0 J ) AT&)

Go (AT, (2,2, AT\ (Z,Z") ,AT! (Z',Z) ,ATs (Z', Z))

— oo (-5 (AT 0 (AT

—tu geTtoem® ' —tu et e
XGXP(%((AT})—(% T Jam) o (lam - () )ATa))

Appendix 3, shows that the maximum of the correction (132) is obtained for:

with:
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with (AT]) a given value:

T [or (502008 e (55 255

As a consequence, the most likely configuration for the system is:

e_tu Seftu_eft'u
(ATy) o~ uv AT,
0 e
AT -~ et Seitz:zim AT/
( Tf) - O eft'u ( Tl)

which means that the connectivity fluctuations leads then the system from a state:
(AT;), (AT;) =0

to a state:
eftu Seitufeitv

(ATf)v(AT,lf):< 0 i )(AT{)

e

The fluctuation has propagated to (AT}) with the tendency to symetrize the connection from Z
to Z’ and Z’' to Z.

8 Conclusion

The use of effective theory to analyze fluctuations in the connectivity field above a background
state has enabled us to comprehend the emergence of specific collective states that interact with
one another. The concept of a state above the background state corresponds to additional activity
in comparison to an average, persistent baseline. This arises from a description in which individual
neurons may participate in various connected states, meaning that cells may exhibit different acti-
vation patterns. Furthermore, within this perspective, this implies that we should consider families
of collective states, taking into account the possibility of multiple activations or deactivations of
such states. Consequently, an effective field theory for emerging and interacting states should be
considered on its own. This is the objective of the fourth paper in this series, which aims to develop
such a formalism.

References

[1] Gosselin P, Lotz A Wambst M. A Path Integral Approach to Interacting Economic Systems
with Multiple Heterogeneous Agents. https://hal.archives-ouvertes.fr/hal-01549586v2 (2017).

[2] Gosselin P, Lotz A Wambst M. A path integral approach to business cycle models with large
number of agents. Journal of Economic Interaction and Coordination 15 (2020), 899-942.

[3] Gosselin P, Lotz A Wambst M. A statistical field approach to capital accumulation. Journal of
Economic Interaction and Coordination 16, pages 817-908 (2021).

[4] Gosselin P, Lotz A Wambst M. A Statistical Field Perspective on Capital Allocation and Ac-
cumulation. Preprint https://hal.archives-ouvertes.fr/hal-03659624 (2022).

40



[5] Gosselin P, Lotz A Wambst M. Statistical Field Theory and Networks of Spiking Neurons, arxiv
1 2009.14744

[6] Gosselin P, Lotz A. Statistical Field Theory and strctrs Dynamics I

[7] Gosselin P, Lotz A. Statistical Field Theory and strctrs Dynamics 1T

41



Appendix 1. Effective action for I' (T : T ,C, D): interactions

1.1 Effective action for connectivities
1.1.1 Full conributions

As explained in the text, the effective action for I’ (T, T,C, D) is written by replacing C and D with

their averages and disregarding the threshold term nH (6§ —T'). The result of these simplifications
is the action (9).

sr.rt) = rf (T,T,e,z, z’) <vT (vT - (-%TJr AT) W (0,Z)|2>) r (T,T,e,z, z’) (133)

41t (T, 7,9.7, Z’) (VT (VT - ﬁ ((h (2,7') — T) C )% (0, 2) he (o.) (9, Z, |q,|2))

J,0, 7, |u?
_ !
X —D(@)T‘\y (9— 12 Zl,Z’)
C

2hD (w (9— |Z_CZ/|,Z’,|\I/|2)>>>> r (T,T,@,Z,Z’)

We also use (10) to replace w (9, Z, |\I/|2) by wo (Z) + dw (Q,Z, |\IJ|2) where dw (9, Z, |\I/|2) is given
by (12) and (13):

dw (9, Z, |x1/|2)
T [|‘I’ (Z 9)|2 w0(97z)} -t
e [ (&0 =5

w0 (2) + ey 1Y (2.0 2]

Giv -
= / Tl1-[1+]9(Z0) - T (2,0,2:,6;)

X {|\1/(zi,9i)|2 %}

;/K(z,o,zi,@-) {|\1/(z, 0,)? W}d@.

As explained in the text, we decompose the fields I" and T'f as sums:
r (T, 7.0, 2, Z’) T, (TT 0.7, Z’) LAT (TT 9.7, Z’)
o' (1.7,0.2,2) = T§(1.7,0.2,2') + AT (T.7,0,2,2')

In the sequel, the expression dw (9, Z, |\I/|2) will stand for the part of dw (9, Z, |\I/|2) depending on
AT (T, A Z’) and ATI'f (T, T,0,7, Z’), while the constant part is written dwg. In other words:

dw (9, Z, |\11|2) o (9, Z, 0>, AT = AT = o) = w (9, Z, |\11|2)
and:
8o = Ow (9,2, W2, AT = At = o)

Moreover, the constant dwp will be now included in the background activity wy.
The second order expansion in AT’ (T, 1.0, 7, Z’) and AI'f (T, T,6,2, Z’) of action (133) around
the background state:
To (T, 7.0.2, Z’) T (T, 7.0, 2, Z’)
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writes:
52
8T, (T, T.0,7, Z’) 5T}, (T, 7.0,7, Z’)

S (0.11) = 5 (To, T) +/APT (1.7.0.2,2') Ar (1,7,0,2,2')

is decomposed in two parts. The first one, noted C;computes the ”free” transition functions in the
background state

1
Two (Z)

C, = AT (T, 7,0,Z, Z’) (vT (vT - (— T+ wiT) I (6, Z)|2)> AT (T, 70,2, 2’9134)
0

+ArT (1,7,6,2,2") (VT (vf = MOL(Z)
X ((h (2,2') - T) C(0) o (Z)]>wo (Z) — D (8) T'|Wo (2') wo (Z’)))) AT (T, 7,0, Z’)

The second term includes two perturbative contributions:

Coy =T} (T, 70,2, Z’) (135)

) (VT ((_5w EZ(Z;Z(,S|2)T+ Aow (9w§ |n11|2) T) v, (Z)|2)> Iy (T,T,e,z, Z,)

T} (1.7,0,2,2') x V; (

wo

% ((h (2,2") - ) C (0) |90 (2)]? 6w (97 Z, I‘I’IQ)

T
J— / A
—D(0)T |y (2" sw (9 _lz-z |,Z’, |\If|2>)> x I'o (T,T,H, Z, Z’)
(&
and:

Cyy = AT (T, 1,0,7, Z’) (136)

(o (e ) )
TWy Wy

_ATT (T, 7,6, 2, z’) X Vs <wOL(Z) ((h (2,2') — T) C(0) [T (2) 6w (9,2, |x1:|2)

% —D(O)T %o (2) 6w <9 _1z - 2% |x1:|2)>) AT (T, 70,2, Z’)
We use that in the background state:
To (T, 7.0.27, Z’) T} (T, 7.0, 2, Z’)
the following relations stand:

5w (6,2, |02 Aow (6, 2,19)
B (Two (2) ) T+ (wo ) <T> -

and:
(n(2,2) =) C(0)|%0 (2) w0 (2) = D () T %o (2')wo (2') = 0

As a consequence we have the following identities:

Sw (6, Z,|9)? Aow (6, Z,|0)? Sw (6, Z,|0)? Nw (6, 2,19%) ,
B Ewg(Z) )T+ (wg Ji - (mg(Z) )(T_T +%(T_<T>)

~
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and:

(h (2,7) - T) C (0) [0 (2)]? 6w (9, Z, |x1:|2) —DO)T ¥y (2)) bw <9 - @ Z', |\1/|2>
D

)T |Wo (2 <:‘;(é/)) dw (9,2, |x1:|2) — bW (9 - |Z_CZ/|,Z’, |\1/|2>)

These relations enable to rewrite the various contributions to the action. The first contribution C4
becomes:

Cy = AT (T, 7.9, 2, Z’) (137)

x (vT (vT + o (T_ <T>) |\P(9,Z)|2)) AT (T, 7,9, 2, z/)

TWo (Z)

AT (T, 7.9, 2, Z’) v, (VT + 0|0 (2,2) (T - <T>)) AT (T, 7.0, 2, Z’)

where: A
G0 (2.2 - (€O %0 () w0 (2) + D (O) T %0 (') wo (1))
0 ) - wo (Z)
The contribution Cy; is:
Cor = T} (T, 7.0,2, Z') (138)

« <vT <w§’EZ) <D 0) (1) [wo (2)* <w0 (Z) 6w (9— |Z_CZ/|,Z’, |\11|2> o (20w (6.2, |\If|2)>))>

T (TT 0.7, Z’)
While. Cs 2 writes:

ATt (T, 1,0,2, Z’) (139)

x (VT ((—&J(Tig;(;l) (T — (T)) + W (T— <T>)) W, (Z)|2)) AT (T, 7.0, 2, Z’)
+AT (1,7,0,2,7")
x (vT (% (D 0) (1) [wo (2)* (wo (2) b (e— 22 |\11|2> w0 (20w (6.2, |\If|2)>>)

C(0) 6w (6, Z,19]*) + D (0) bw 9—'2‘—CZ'|,Z',|W|2
p( ( ) s ( )>|wo<z>|2(f—<f>)|wo<z’>|2

+V5

% AT (T, 7.0.7, Z’)

1. 1.2 Several approximations for interaction terms

The contribution Cs; describes the modification of the background by the fluctuations. In first
approximation it can be neglected.

Moreover, while studying the internal dynamics of connectivities, the activities oscillations
Sw (9, Z, |\IJ|2) is proportional to (T'— (T)). As a consequence, the first and last terms in (139) can
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also be neglected for small oscillations. As a consequence, the interaction terms to be considered
reduce to:

Oz = AT (T, WA Z’) (140)
) - ,
XV (pD ) gi;jo il <w0 (Z) b (9 _ @ 7z, |\1/|2> —wo (Z') 6w (9, Z, |\IJ|2)>) AT (T, 7.9, 2, Z’)

In first approximation we can assume that in the fluctuation state AT (T, T,0,2,7' ), (T —(T)) =
(T - <T>) We approximate:

_ /
wo (Z) bw (9 =21, |\1/|2> ~wo (26w (6,2, 9]°)
C

~ ’ |Z_Z/| / Vzw (Z)
~ wO(Z)<(Z—Z)VZ— VG_(Z_Z)TE)Z)
1 / / |Z_Z/|2 / / VZinjwo (Z) 2
+3 ((Z ~2),(2' = 2),V Vs + =V - (2 - 2),(2 —Z)j%—(z)» dw (9,Z,|\11| )

Inserted in integrals, the first order odd term (Z' — Z)Vzwo (Z) cancel in first approximations.

Similarly the terms:
in sz wo (Z)

& =22 =8 =7

K3

(2" = 2)

and:
(ZI - Z)i (ZI - Z)j VZinj

also cancel for ¢ # j, and previous formula reduces to:
7l
wo (2) 6w (9 _ @ Z', |\1/|2> —wo (Z') 6w (9,2, |x1:|2) (141)

1z -7

~ wp(2) ((Z/—Z)VZ— Vo

1 Z -7 VZwo (Z
+—((Z’—Z)i(Z'—Z)ijinﬁ' - "2 _ Vzwol )>>5w(6‘,Z,|\I/|2)

2 2 wo (Z)
and we have the interaction term:

Oy = ATT (TT 0,7, Z’) (142)

R o ’r 2 2 2,
XV (wO’(’Z) <D(9) (T) [ (2) ((-'Z CZ|v9+L 22) (V%%_Lio FZ()Z)»(SW (9,z,|\1/|2)>>>

AT (T, 7.0,7, Z')

Note that the term (138) can also be written similarly, if we want to keep its contribution:

Cor = T} (T, 7.0,2, Z’) (143)
. (pp 0) @;fo () <_|z_cz|v9 N (c3+ % %OZ()Z)» b (0.2 W))

Ty (TT 0.7, Z’)
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1.2 Derivation of dw («9, Z, |\If\2) as a function of connectivities fluctuations
1.2.1 Compact formula for the first order

In a fluctuating state:
To (TT 0.7, Z’) + AT (TT 0.7, Z’)

the activities dw (9, Z, |\If|2) are modified by fluctuations AT’ (T, 1.0,7,7' ) Actually, the averages
connectivities in the background:

~ 2 ~
T(Z,7:,0) = (T) ‘ro (T, 70,7 Z’) ATdT

2:/T‘F (T,T,H,Z,Z’)

become:

2

(T) ’I‘O (T, 7.0, 2, Z’) - 1) ‘AF (T, 7.0, 2, Z’)

(T — (T") ’AP (T, 70,7, Z’) ’

T(szlae)

= T(Z,7.,0) | 1+

As a consequence, the activity equation defined by (2):

w H—M,Zl _
wl(0.2)=C (J(@)Jr%/T(Z,Zl,e) ( ‘ ) ’\If (9— M,Zl)
¢

w(0,2)

2 le) (144)

is modified by replacing the background value:

2
T (Z,Z1,0) ‘\p <9_ M,Zl)
c

with:
2

. 2
|, F-@a@yar (r.1.6.2.2) o (o- 2251 1)

T(szlvo)

. 2
Since we are interested in the self interactions of AT (T, T,0,Z, Zl), we will approximate ‘\I/ (9 - Lf”, Zl) ’

by its static value, so that in (2), we replace:

> (T - (T(Z)))‘AF (T,T,e, z, Zl)‘2
. T(Z, 7:.0)

A/
T (Z,Z1,0) ‘\1/ (9 - %,ZO o (21)[

Thus, at the first order, including the corrections to the activities due to the fluctuations AT (T, 1.0, 7, Zl)
leads to:

Swy (9,2, |x1:|2)

—1

T 2 wo(0,2)
Ty L (20 252

= /T 1= [ 14 [wpf* - d —— (2,6, Zi,6:)
wo (Z) + MW)T) [|‘1/F (Z,0)] O—gz—)}
x [I‘Ifr (%%)F%} d(Z;,0;) (145)
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where:

AT |AT?
— U (2.6) = <1+ #> )2

T

aTjarp (T (T @)|ar(1.17,6,2 Zl)‘2
T N T(Z,Z1,0)

and the formula has to inserted in formula for the interaction terms of the effective action (142) or
(143).

1.2.2 Series expansion of interaction terms

1.2.2.1 Expression for éw (9, Z, |\I/|2) More generally, we can expand dwy (9, Z, |\I/|2) in series.
The operator:

T

(1— (1+|\1/p|2) T)

arising in (145) has the following series expansion:

Zm@r (01, Z1)] m---ﬂ’r (On, Zn)| —anD
with the kernel (1—(+—|—)T) estimated previously (see ([7])):
i exp (—cly — o ((ch)® = Z — Z4)?
(:[%1-}-)];)(2, Zl,ll) >~ ( ( D ))H(Cll—|Z—Zl|) (146)

where the constant D depends on the average values of 7' in the background field. Then the
interaction term becomes:

Sw (9, Z, |\1/|2) (147)
= L 2 [ 2 T 2 wo (0, Z3)
= (1 i T) |[Ur (01, Z7)] (1 1) T) O (61, Z1)] (1 00 T) |Ur (Z;,0;)| —r
exp (—0(9 ) —a ((c 0 —0.)° |7 - zl|2))
B D
exp (—c (01 — 02) —a ((c (01 — 02))° — | Z1 — Zo*
X [Wr (61, Z1)|° p( ( D ))
exp (—c(0n —0;) —a((c(bn — Hi))Q —|Zn = ZZ-|2 wn (0 7.
[T (0n, Z0) ( ( = )) oy (&ﬁ»ﬁw
= GO-0,Z—-7) [H Ur (05, Z;)1 G (8; = 0,41, Z; — Zj+1)} G (0 — 0:, Zn — Z:) [r (Z:,05)* 5020 (/0;12, 2)

2
Keeping only the fluctuations corrections % |W (Z;,6,))” inthe series yields the interaction
terms:

GO—-61,Z—7) W (05, Z,)]° G (0; — 041, Z; — Zj41)|  (148)

11 AT AT (6;, Z;, Z41)|*
T

W 9n7Zn
xG (en—l - ena Zn—l - Zn) |\I]O (Zn7 6n)|2 %
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where:

exp (—C (0 —0j41) —« ((C (0 — 0541))" — | Z; — Zj+1|2))
D

GO =051, 2 — Zj1a) = (149)

The insertion of corrections of the same type amounts to branch such series at some (6, Z;) and
leads to sum of terms of the form:

(») (»)
Zl;[ z@) ) c(6-0",2-2") (150)

AT‘AF( 2P 7®)

- a+1)‘ ‘\If(95.”,2;”))}2(;(9;?)—9§i1, (v _ Zj(i)l)

2 Wo (95p)7Z£p))

e (97(110) — 0Pz Z(p)) ‘\I/F ( 7 (®) 9(1)))‘ =

Zl;[ Z(p) o) ((Z;p)’9§p)))

where the sign ( o )) denotes the branching of lines at any points. The sum takes into acount
z\P) ¢'P
J J

all the possibility of branching lines.

1.2.2.Inserting dw (9,Z,|\I/|2) in the effective action Once the series for dw (9,Z,|\I/|2) ob-
tained, it can be inserted in the interaction terms (143) and (142):

T (T, 7.0,7, Z’) (151)

o I (e e o))
(ZE[ Z(p) ) ((Z§p>9§p>))>)>> x Tg (T,T,o,z, Z’)

AT (T, 7.9, 7, Z’) (152)

(oo (s (o (52 522 (o -
(Zl;[ Z(p) ) ((Z§p>9§p>))>))> x AT (T,T,e, Z, Z’)

1.2.3 Graphs expansion

1.2.3.1 Vertices expansion and amplitudes In formula (152), we replace the term:

(S0 (o)
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by the sum of vertices:

> 1;[ (Zj(p):;p))v ((Zj(p>7 ej(p)))

defined in (150).
These terms allow to compute the transitions from one state (AT]@ (Z J(»i), Z]/.(i))) . of n con-
js<n

nections to an other (AT ( A Z( ))) -
j<n

The amplitudes given by products of k vertices:

<(AT<” (Z( ’Z;‘(i)))jgn { / ATt (T, 7.0,7, Z’) (153)

XV (woL(Z)D 0) <T> W (7)) <<a Z — 2, + @) —(Z' - Z)V zwo (z>>

S 00 (@00))) ar (rr0z2)) (on (20.27),_)

1.2.3.2 Amplitudes computation The calculus of:

(o (20.2), [T ((200) (a0 (. 27) )

for a given [V ( (Z](-p ). ot ))) is obtained by wick theorem. [[V ((Z§p ),0§p ))) is represented as

]
before by branched lines, with inserted points along the lines, corresponding to the:

AT |ar (AT, 600, 2 ZJQI)‘Q

The n external lines <(AT(1 ( AL Z’ (Z)))

, are contracted with n conjugate fields A"t (T, T,0,7, Z’),

j<n

and the

(ATJ.(f) (Z;f), Zj’-(f))) _ > are contracted with n of the AT (T, T,6,2, Z’).
j<n

The remaining fields in (153) are then contracted to produce internal lines joining the external
vertices. The contracted vertices produce all possible graphs with others internal vertices. Once
a graph is drawn, some vertices may remain disconnected from the graph. These vertices can be
removed, since their contributions are cancelled while normalizing the Green function by dividing
by the partition function. We impose that the external vertices in (153) are part of the set of
contracted vertices.

The graph produced may include some internal loops: due to the branching points, some edges
may start from the same initial point, and end at the same final point. However we will see that
the contributions of such graphs can be neglected.

The quantity associated to a graph is obtained by associating to each internal vertex a factor
AT‘AF(AT.G(.”),Z(.I’).Z(,”)

T

’“)’ and a propagator to each internal line. A propagator is associated to each

external line, with a given initial value ATj(i) (Zj(i),Z;-(i)) or final value ATj(f ) (Z;:f ),Z;(f )). The
vertices are connected by the lines in the developpement of:

11 ()

() o(P)
b (27

A factor G (9 -0 7 - pr)) is associated to each of these line.
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1.2.3.3 Simplifications Some simplifications arise.
First, as for the activities graphs, the loop produced by contracting the fields along different
lines is negligible. Actually, considering two lines and contracting two fields:

(srlor (amap (a1 22)) (arfor (s o) (2,22

— ATAT'AT (AT, o), (Z<.P> g+1))AFT (AT’ (9 P’) (z“"’ zj@l))

J

AT (AT, o), (ZJ(P),Z;.{?l)) AT (AT/, (9§_p>) (Z<P> Z§ﬁ>1) )

implies that: (Z;p ), Z;’J’r)l) (Z 2 Zj(ﬁ)l) and 95-” ) = (9§-p ))/. This implies that the loop sums over
the set of doublet of lines with the same length. The measure of this set is nul, and the loops can
be neglected.

As a consequence, the sum of graphs is computed for tree graphs.

Second, if the graph is computed with some perturbation arising at some ”far in the past”-
points, and if we assume that the fluctuations AT (AT, 0,(Z,Z")) cancel before this perturbations,
the graphs to consider are trees made of branched lines joining some initial modifications.

For these graphs:
2
the internal factors AT ’AF AT, 6; ®) (z® 7 (p) ’ are contracted and yield a factor (AT
y (aa?. (27, 23)) i AT)sr(a (0.2

where this symbol denotes the average of AT in the state defined by the field AT' at the point

)

2) The termlnal points of the graphs are contracted with the perturbations and between them-
selves through propagators.

These conditions allows also to rewrite the interaction terms in the following form. Each line
n (148):

G0 —61,Z—2) @ (05, Z))[° G (0; — 0;11,Z; — Zj11) | (154)

11 AT |AT (05, Z;, Zj1)|?
T

(UO (9717 Z’n,)
XG (onfl - 977,7 anl - Zn) |\I/O (Zn7 9n)|2 T
and these terms can be summed to produce a factor:

T AT |AT (61, Z1, Z1)|?

(- (e Qury)r) 7

(jorf?) = (1+ 570 )

As a consequence, the analysis of the fluctuations in activities applies, so that we can replace the
sum of graph by:

with:

fTAT(z,e)exp( A+ [A(X, 0wyt (J,0, 2) ALALOLZLZ0E g x 9)) DA
Jexp (=S (A)) DA

Sw™? (9,2, |\1/|2) -
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and the action for the auxiliary field S (A) is obtained by replacing |¥ (¢, Z)|* with <|\pr|2>:

|z —zW)|
-

S(A) = /A(z,o)(1—<|\pr|2>T)AT(Z,e)d(z,e)_/A(z,e)T(9 ,Z,Z<1>,w0—1+T“AT>

< AT <Z(1),9— w

c

) dzdzMap

As the derivation of (10) we can approximate the saddle point equation by

AT|AF(‘91-,Z1-,Z1)|2}
T

T
(- (- (erl)T) [

wo (Z) + (17(1+<|FAF\P1~|2>)T)

T(Z,Z’,w+TAT) B P

[AT|AF(91=Z17Z1)|2}
T

This allows to solve the saddle point equation at the zeroth order:

[ (- (o () ) @z

then at the first order:

(155)

AT |AT (61, Zy1, Z1)|?
- do,

-1

AT\AF(el,Zl,znq
T

(o T Bt — G R = | 7| (2.0.2.4156)
/ < > wo (Z2) + (1—(1+<\T‘I’r\2))T) {AT\AFW;Zl,Zﬂ\ }

AT |AT (04, Z1, Z1)|
T

2
= Z/K(Zaeazlﬁl){AT|AF(917Zl,Zl)| }d91

X

db,

T

The next orders,of approximation for K (Z,0, Z;,6;) have been detailed in ([7]).
1.2.3.4 Approximation of interaction terms In the effective action (152), the term:
_ !/
o (2)0 (0 - 22 20197 —an (20 (0. 219

(2PN (-2 (Vi Vi (2) :
~ ( V4 Vit e Az 5w(9,Z,|\IJ|)

can be approximated which implies that we can go further in the computation of (142). Given
(147), (149) and (150), we have in first approximation:

s (0. 207) - /z exp (—c(0—00) = a (0 - 007 =12 = Z1P)) o (61, 20) |¥p (20, 00) i,

D A2

2
Since we are interested in the fluctuations AT, we can replace “0(91"Z1)|1;I;F(Z1’91)| by:

wo (01, Z1) AT |AT)?
TA2
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Thus we can write:

((Z—Z’)V |Z 21

)m A |\11| (157)

=)

/Z,O exp (—c 0—61)—« ((CD(9 - 91)) —1Z - Zl|2)) wo (01, Zjlw)AéT |AF|2

= ((Z -2z~

dZ,d6,

Expression (157) includes implicitely an heaviside function H ((c 0—6.))° —|Z2—-2 |2). As a con-
sequence, this becomes:

<(z ~zyv, - - qu) ow (0.2, 19F%)
/Z,o ((Z e, 1z _c ZI|V9) exp (—0(9 —0)—« ((C (0 — 91))2 —1Z - Zl|2)) wo (01, Z1) AT|AF|2dZ1d91

D TA2
Z.,0 z 7
—/ ((Z— Z')Vz, — | |V01)

exp (—0(9 —01) —a ((C (0 — 91)) -1z - Z1|2)) wo (01, Z1) AT |AF|2
D TA?

X ledel

and this is equal to:
Z -7
<(Z _ vy -] - |v9) Sw (9,2, |\IJ|2)

) /Z,e exp (—e(0—01) —a ((c(0—01) =12 - 7)) ((Z—Z’)V |Z—CZ’|V91> wo (61,2 AT|ATP

D o TA?
Similarly, we find:

1 zZ-7'7
= ((z’ ~2),(Z - 2),V2,Vz, + %vg) Sw (9, Z, |\If|2)

) %/Z,Oexp(—0(9—91)—a((c(@—@l))Q—|Z—Z1|2)) <((Z/_Z)2)v2Zl Z— 7 %1)

D

wo (01, Z1) AT |AT?
TA2
Thus, the action of:

<_|Z— Zlg, 2 =2 <V2Z L Vi Viw <Z>>>
c 2

consists in inserting the operator:

dZ,db6,

zZ-7 7' —7)?
| . |v9+( )

1 2 Zy

<(Z - Z/) vZ1 -

on the source term. Using then the general form for dw (9, Z, |\IJ|2):

01, 21) AT |AT (61, Z1, Z3) [
5w(9,z,|\1/|2)—/K(Z,o,zl,el){“’()( L 2) 1|“A2 (01,21, 21| }
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AT|AT(91.21.21)|2
T

where the notation corresponds to inserting a factor at each end of the tree

graph expansion of K (Z,0,7,61) (see (156) and (157)), we can replace:

g _ g1 72 2 2 7

2 c? wo (Z)
B _ , wo (91,Z1)AT|AF (elazlazl)lz
= /K(Zazvovzlael){ TA2
with:
K(Zu Z/aea Zluel) = K(Z797 Z1791)0(27 Z/7Z1)
and where:
Z-7|0  (Z-2'c, 1Z-2F, (Z-2)Viu(2)
O(Zu ZI7Z1) = - c v91 + 2 le + 202 v‘91 - 2

This generalization is the consequence of the expansion (146) arising in (156) and (157). The
convolution of kernels:

exp (_C(9 —6)—a ((c 0 —0))%—|Z - Z1|2))
D

allow to recursively move the operator O (Z, 7', Z;) to the right of the kernel K (7,0, Z,6,).
While integrating over Z’ we can assume that the first order term cancels, so that the interaction
terms are:

T (T, 70,7, Z’) (158)

(st ot s gt

Ty (T, 7.0.7, Z’)

+Art (T, 7.0,7, Z’)

N2
A e L L e 1))

% AT (T, 7.0, Z’)

or, if we neglect the background displacement:

Art (T, 7,0, Z’) (159)

N2
A e L e L e 1))

% AT (T, 7.0.27, Z’)

At the lowest order approximation (155), this writes in a compact operatorial form:

AT (T, 7,0, Z’) (160)

V. <w0fgz) <D O (T) 1o (2P T (1= (1+ (jwe?)) 7) ))

« AT (T, 7.0.7, Z’)

AT |AT (61, Z1, Z))|?

© TA?
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Appendix 2. Application: Background states for connectivity field
in interaction

2.1 Solving for the Background field
We solve equation (34) by the same method as in appendix 2. Starting by writing (34):

(v2 + (V) (VAT + Voag) + V (a)' AT + a) r (T, 7.9, 2, Z’) -0 (161)
with:
(AT) = (AT,AT)
(a0)" = (0,1)
(@' = (1,0)
(i)
and:
T (2))?
Two(Z)
_ W0 (2)]° he (wo (2)) [Wo (2')]* hp (wo (Z"))
vo= e wo (Z) b wo (Z)
L A @P
wo (Z)

AT |AT (61, 21, Z))?
T

0

o (w (0) (1) 100 (2 (- (1= ) )

wo (Z)

|

AT +~y Vay — AT (162)
—V(@)'y Woag+a — «

shifting variable:

equation (41) writes:
(V2 + (V) AT + V (a)' AT + a) r (T, 7,0,Z, Z’) -0 (163)
This is solved by considering the Fourier transform of this equation:
(—k2 — (k) YV — iV (a)' Vk) I'(k0,2,2)=0 (164)
and writing the solution:
I'(k,0,2,2Z") =exp (—%ktNk) (k0,22

where the matrix N satisifies:
—k? + (k)" YNk =0

o4



with solution:

i) o
N = < u v(u+v) v(;ﬂrv) )
_v(u+v) v

This factorization yields the equation for I' (k, 6, Z, Z'):
((— (k) y — iV (a)t) Vi + a) ['(k0,2,2)=0 (165)

that is:
((— (k+iv (7)) a)t7> Vi + a) ['(k.0,2.2")=0 (166)

The solution is similar to appendix 2, shifting:

iV
k—>k+z’V(7t)_la:k+< by ) —K

0 S

and defining:

k/ — Ptk/
We find:
A ’ A/O‘T‘s A/w
Ik 60,2,2)=k"k
where k; and k» are the component of k:
. i
BMo— ok =k
1 1 1+ "
[ iV S SR N L
S S v

Due to the presence of the gaussian factor exp (—1k‘Nk) we aim at expanding around ki — 0, so
that we write:

v ad v (1-6)a v ad v (1-%)a
u _ v « 1—-8)a u _ v
<k1+l—> <k1+” uk2+i—> L <__¢k1> <——i<k1+v “k2>)
U S v U v S

and ultimately the solution of (45) is:

1 %4 v e

1-9)a u — v
Ts(k,0,7,7) = i%+ exp (——ktNk) (- —ikl) (- —q (k:l 47 “k2)>
2 U v s
ad 1—d)a

o (o) (e (0)) (o) +(0))
X exp <—i <a_5 arctan <k17u> _(d-9a arctan (W)))

In the limit of relatively large interactions V > 1, the last exponential becomes:

o1 () 52 (227225
— e <—i (%5 (’LVU) _a —Ua)a ((k1 + ;T“kz)v>>>
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and up to a constant, the solution to (34) is:

Ts (T, 70,7 Z’)

= 1

ad
2\ 2w 2 2 2v
jsp S /exp (—%ktNk—ik (AT—AT)) <k$ + (K) ) <<k1 +2 _“k2> + (K) )
u S v

where:

T —(T)
AT = <_(1—;)?v—u)a )
Vs

The estimation of the integral uses the diagonalization of N = PDP~!. This is done in appendix

2, we find:
0 A

1 52 1 1 52
u (1 + 'U(u-l—v)) + v u (1 + 'U(u-l—v)) -
Ay = 5 + >

and the eigenvalues:

=

<
+
S
4
—
= »
+
4
S~—
~_
[\v]

The matrix P is orthogonal:
p_ ( c.osx —sinz )
sinz  cosx

and z satifies: )
S

~oluto) 4su
tan 2z = U(ujv) = -
%(H‘L(SM))_% v? —u? + s?
2
so that:
1 4su
r = —— arctan

V2 — w2+ s2

It thus implies that I's (T, 1.0, 7, Z’) is given by:

~ 1 _
T (T, 7.0.2, Z’) — /exp <—§ktDk — ik (AT’ — AT’)> x

v\ 2\ 2
X <(k1 cosz — kysinz)® + <—> )
U
v—u . V—Uu . 2 V\? o dk
X ki [ cosx + sinx | + cosr —sinx | ko | +( — —
s s U 2

AT - AT = P' (AT-AT)

>

with:
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In the approximation given in the text, we have s << 1 so that x << 1 and the computations of
appendix 2 apply. We rewrite I's (T, T.0,2,7' ) in this approximation:

T (T, 7,027, Z’)

1 t . / 2 v ?
~ exp —§k Dk — ikAT (k1 —xka)” + [ —
U
9 9 (1-6)a
X((k1(1+xv—u)+(v—u_x)kz) +(K)) Tk
S S U 2

ad

1 AN
/exp <—§ktDk - ikAT’> (k% + <—) )
u

(1-6)a

2 2 2v
() (B)) T (e ) (1 OB s )
i u vk + () VS (k) + (5)) 2T

u

g

1

(1-8)a as -8
_ o 1 v 2\ 2u sV 2 2v
- (=t /exp ——k'Dk — kAT | | k3 + | — k3 4+ | ———
s 2 u (v—u)u
045 kgkl (1 - 5) « Sklkg dk
S e rawrard | R reern 5| 5
U k24 (L - 2 sV
P+ (%) k5 + ((vfu)u)
(1-8)a N
— v 1
~ <” “> /exp <——ktDk—z'kAT’) <k§+ <K> ) x
s 2 U
)\ Usda
2v
1- 1 dk
(v—u)u v(v—u) K2+ ((vi‘;)u) u k2 4 (Y) T

In the approximation given in the text, we have s << 1 and the computations of appendix 2 apply.
We find:

T (T, 70,27, Z’)

o) 2 D-ipt (AT - AT
~ — 2ut! -
< . > Eexp g

2 ((Dbp (AT—H')
X il;[leiz 4
1 N 1 .
2 D 2P (AT-AT 2 D 2Pt (AT-AT
51_11Dpd)<< (a )>> Sa(1—5),U1Dp<i><< G )))
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where:

ad (1-90)a
p1 = —p2=
u
) 1-6
NON &_17pg1):( )a+1
u v
) 1-6
i = ——+Lé”=( o,
v
and:
v
m = —
u
sV
myg = -—
2 (v—u)u

and the function E;” are "massive” parabolic cylinder function defined by the integral representa-
tion, up to some irrelevant constant:

2p+1 2

b
Dy () = F exp (—gpi) exp (%) / (:102 + mz) 2 exp (—2k2 + 2ixk) dk

2.2 Equation for shift in connectivity functions

Given (46), the shift AT is solution of:

(67

M(27) =~y (167)
AP (z,7) = -LZOl-ua ‘V‘?Z(Z‘) ue
however, taking into account (43), we replace:
AT — AT+ 'Wa (168)

a = a-V(a)'y Wag

The first equation amounts to replace AT (Z,Z") by AT (Z,Z') — v~ Vpag. Given that:
_s\
—1 0
V — uv
Y 0Q0 < %Vo )

_ S
—V@wlwmzvﬂw

and:

the shift equation writes:

(0%

M) = vz (169)

Given our assumptions, the terms Vy and V are relatively large. Moreover, V measures the
modification due to sources terms, and V the backreaction of the system on the sources.
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2.2.1 Average shift

To solve (169) we first compute the averages:

(AT)

<AT (Ziv ZZ{)>(Z¢7Z{-)

<AT> - <AT(Z1-,Z{)>

(2:2)

by averaging all quantities in (169). We start with:

pD (6) <T> W (7)) AT’AI‘ (Tl,z”l,(al,zl,zg)’2

Vo (2,2) = w0 (2) 7(1- (1+<|‘I’F|2>)TA)71 © T

(170)
In (170), we replace the integrated functions by their average in state AT'. To do so we write:

. 2
/ATHM (ThT;@l’Zl’Zl)H 11702, 2) = S jary? (a7
so that:
I NE 2]\ (0T.6.2.2")
e - Sy )
~ F(2,7) A (Z,Z’)%IAFIQ
with:
rz - OG0T (173)

@ 1 (1.7,0,2,2")
A0 (2,7") = <T (1 - (1 + <|\1/0|2> (1 + %) ||AF|2) T) 0>

and where the notation:
(10x))» ([01%)

for an operator with kernel O (X,Y) denotes [O (X,Y)dY and [O (Y, X)dY respectively.

The corrections depending on V; and V5 arising in (50) are computed similarly.

First, given the formal solutions, as well as the form of the operators V; and Vs, the kernel
intervening in the integrals do not dpend on T, and 7,. The quantities:

[ AU (12 T2,62,20,2) 93, AT (T, .60, 20, 23) d (T )
can be computed, and given the formal solutions, they are proportional to the shift <AT (Za, Z§)>.

Given that solutions for the background field are approximatively gaussian functions, the propor-
tionality is of negative sign. Performing the integration over the variables (TZ,Tl) and using (171)
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we thus replace:

Vi(0,2,.Z', AT) (174)

= —k/ATO (Z2, Z3) (pD (9) <T2> Wo (Z3)[ [T (1 _ (1 + <|‘I’F|2>) T)ﬂ O} (TQ,TQ,GQ,ZQ,Zé))

wo (Z2) (1.17.,6,2,2")

< |AT (0, Zs, Z5)|* d (02, Z2, Z5)

with £ > 0 and: )
|AT (92722,Z§)H2 :/’AP (T2,T2792722,Z§)‘ d(T%Tz)

R -1 (1,7,0,2,2") ATw (. 7!
va0.2.2.80 = [ |7 (1= (L+ (luel)) )| 22T v 00, 21,2 d 0. 20,20
(11, 11,01,21,27)
(175)
We replace the quantities multiplied by the squared field by their average over (Z;, Z!), so that
using:

AT ||AT (21, Z})| i (AT) 2
| =z 2 = St
we have:
Vi(Z,7',AT) (176)
~ —k <AT> < F(Zs,Z) | T (1 - <|x1:0|2> @ |AF||2) 0 > |AD|?
(1,7,0,2,2")
= A (2,2 <AT> |AT)?
(AT) S REAERANIN
Vo (Z,7',AT) = < T (1 - (1 + <|x1:0|2> = ||AF||2> T) > <T>> |AD|]> (177)
— (2.2

Then, taking the average of equation (50) yields the defining equation for (AT), <AT>:

«

(AT) =~ - i g g (178)
A <AT> |AT| (1 + Ay 5L ||AT )
(1-8)(v—uw)
) 1 (=8 (w=—u)\ (AT) (U=
AT ~ A Al'|l” — «
(a) (o ) A e A (A7) AT (1+ A2 52 AT
with:
A = (F(Z,Z")Ay(Z,2))
A = (A(2,7)
Ay = (A2(2,7"))



Let define the parameters:

;o= AQI?;;I2
g = —<%+(1‘5L£”‘“)>A”?;>|2
P _<(1—5)S(v—u)>Al|ZF”2:<(1—5)S(v_u)>d

to rewrite the system:

(AT) = . (179)
<AT> (1+ f(AT))
(AT) = g(AT)+— i
(AT) (14 f(aT))
which can be solved for <AT> as a function of (AT):
(af) = (am) " +dd~" (180)
and (AT) satifies:
3 2 2
[(AT)” + (AT) —m_o
ie. N L 2
(AT) +(AT) - iy =" (181)
with:

AT = fAT

From equation (181) we find the conditions for the solutions.

|AT||* >> 1. In such case:
d2f2

<0
(h+dg)

A particular case arises when

and equation (181) has a single negative root. Too many fluctuations in connectivities leads ulti-
mately to a lower shift in this variable. The solutions are studied in the text.

2.2.2 Solving equation (50) for AT (Z,7') and AT (Z,Z')
We use (172) and (173), (176), (177), to write(50):

(182)

laT)?

AT (2,7 = - «
%7 (1 e ||A1“H2) A (2,2 <AT> |AT|?
AP (2,7) = - (§ L0l FEL) A 0 2) (8T)

(1-9)(v—u)a

s (14 2EZIET AT |P) 4, (,27) (AT) T P
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2.2.3 Condition for shifted state and constraint.

For states (47) and (49) the action is:
s (AI‘ (T, 7.0,7, Z’)) + Uar (||AF (2, Z’)||2)
where the first term is given by (28) and the potential by (31). Given (34), this reduces to:
s(ar(1.7,6,2.2')) +Uar (I1AT (2, 2)*) (183)
- /APT (T,T,e, Z, Z’) (Vi (0,2,2',AT) (1 + Va (0, Z, Z', AT))) AT) AT (T, 7,0, Z’)

SUar (|AT (2, 2))|)?
+Uar (lIAI‘ (Z, Z')||2) —l—/ (ao— A<5F|(AI‘ Z2)T )) |AT (2, 2|

By the same computation as previous paragraph:

/AFT (T, 7.0,7, z’) (Vi (8,2,2',AT) (1 + Vi (8, Z, Z', AT))) AT) AT (T, 7,027, Z’)

/ Art (T, 7,0, Z') V (0,2, 7', AT) ATAT (T, 70,2, Z’)

~ ’ T ! <AT>
= a(2,2)(at) |ar? (1+ 42 (2,2 52 jar ) a)
Using (182):
AT (Z,7') = — @ 184
2 (1+ 2222081 AP?) 4, (2, 21) (AT ) AT e

and given that:
oUsr (I1ar (2, 2')|)

o = + o
S|IAT (2, 7)) ’

formula (183) becomes:
s(ar(1.7,0,2.2')) = /UAF (1arz, 2

and the minimization of:

[var (jar z.2)?)

yields ||AL (2, 2")||>.
However, a constraint has to be included. Actually, since AT and AT can be both positive or

negative, we impose:
ad (1-d)a

P1r=—p2=
u

to belong to % + N. This allow to obtain integrable solutions AT’ (T, 1,.2,7 ) over R?, we have the

condition:
0+ (VSW))d (1-6) (a+ (VasWo)) _ 1

- +N
U ’ v €2+
k
ViVO = u__a
uv 1)
s vl
Vel = 15 ¢
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1) 1-6
ku
5 =
ku + lv
lv
1-6 =
ku + lv

VEVy = ku+lv—a
uv

Rewrite the constraint as:
S
V—Vo — (ku+1lv—a)
uv

Then use that;

A
Viz.2) = AT (Z,2")
S (1=8)(v—u)AT (2,2’
Wiy - AT(ZZ)+ IAT(22)
0\4, - 1 (1=96)(v—u)
and (180):
A\ (1=8)(—u) (1 (1=8@-u)) [AL]
<AT> = (A7) < s \w + uv A (T)
yields:
Vel — o  sAT(Z,Z")—(1=10)(v—u)AT (Z,2')
0T AT (2,20 1, 0=00—u
AT (2,2’
B SiATEZ,Z’? —(1=8@w—-u)  asA|AT|
- a 1 0=00=u) ST

v uv

constraint to add to the potentil:

_A <asA|AI‘||2

T + (ku+1lv — a))

mnmez:

/UAF (HAF (Z, Z/)HQ) = A <% + (ku+ v — a))

and replace a by:
oUar (IIAT (2, 2')F)

S ||AT (2, 2")|*

g —

We thus find:

sUar (IAT (7,29 A<52UM (1ar (z,z1)17) <1 sA||AF||2>O

SIAT (z,2)F T 82 |ar(z,2)|? (T)

and the constraint:

sUar (||ar(z2)|*) 2
(040 - (SHAF(Z-,Z,)IF SAHAFH

oUar (AT (2, 2'))

+ ku + v — (ao—

(T) s|Ar (2, 2|
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that leads to:
5UAF(||AF(Z,Z’)H2)
_ s|arz.z)|>
~ 2uar(lAT(2,2))?) ( B sA||AF||2)
82||AT(Z,2")||? (T)

and:

oUsr (I1AT (2, 2')|) b+ 1o
—t = > +ag (185)
ST (2,2)] 1 — sAlATIE

2 —1 ku 4+ lv
|AT (Z, Z")||” = (Uxr) (—mﬁ-ao)
(T)

AT|? ku+ lv
U/ || ~ =
ar < Vol | salarp T
T
ku + lv |AT|?
~( )+ Ul
ao <1 B SAQ%FHQ > +Var ( Vol

the minimum of Uar (||AF(Z, Z’)||2). We expand (185) around

and o obtained by average:

However, denote ||AT (Z, 2"

min

IAT (2, Z')|1%
larz2) |2, : :
mr( P Mase 1 (AT (2.2 ~ |20 (2,212, e
= — ao
§||AT (2, 2")|]? _ sAJAT|?
IAT (2, 27)] 1 - Al
which leads to:
ku + lv
~—apar + o0 = Ve (AT (2. 205 ) (1A (2 207 - AT (2.205,,) - (136)
(T)

Moreover, since:

IATE _ (jar(z,217)

we find:

" <%>+< (HAF(Z Z)Hmm)> (IA‘EI <||AF(Z Z)Ilmm>> (187)
-

and the equation (186) for ||AL (Z, Z)||* writes:

ku+ v AT
A (m) & (1ar 2, 2)12,,) (nAr 2.2y PO A jarz Z>||mm> (188)
==
with:

ku 4+ lv ku + lv ku 4+ lv

A T AATIZ = 2 2

1— SA||AT]| 1— SA||AT]| 1— sA||AT|
(T) (T) (T)

AJAT(Z, 2k = AT (2,2, — (IAT (2, 2) 2, )
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We find:

ku+lv
2 <1_SAAF2 )
AT (2.2)| = A AT (2.2, + LA e (189)
UL (IAT (2, 220

min

By consistency, we may assume that:

AL

= = (IA0 (2,23 (190)

so that:

ku + lv 2 2 2
-A (W) = UL (AT (2, 2)lnn) (IAT (2, 21 = AT (2, 2) o)
R

This implies that, at lowest order:

IAL (2.2 = AT (2.2 Py~ —— A |
Ur (IAT (2,2 5,)  \1— 2437
and the action for the field is:
/ Uar (AT (2,2')) (191)

9 AT||? 9 1 ku + lv
UL (18T (2, 2)115,)  \1 - 2205

[ var (1arz.2)1,)
[

2
ku+lv
1 7 "2 N2 A<1_SA|1%>F“2>
4y Uk (180 @ 20) | 15 - (1ar 2.2)12,,) - 2
UL (IAT (2,29 3n)

min

1

2

min

Assuming a U shape form for the potential so that UX. (HAF Z, ZN
with ||AL (Z, 2)|]> > 0 exists if:

) > 0, implies that state

2
A ku+lv 5
, . , AT , (1_sAAr
a1 3 1) | B (i ) | <o
AT ’

min

ie.:

AT >
IR {jar@.z)2,,) -

<T) min

ku-+lv
A <1%§ ) 2UAr (||AF (z.2")2 )
< J—

UZr (IAT (2,230 ULr (AT (2,230

min min
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Expression (191) is minimal for: (k,!) minimizing:

ku+lv
|Ar|® 2 3 <1—““““2 )
= = {IAr (2,2 ) - — e
UL (IAT (2, 2) )

Under the consitency assumption (190), this reduces to minimize:

A ku+lv 5
1—% N A (ku + lv)

Uke (18T (Z 2012, ) | (1 - =28 vz, (1ar (2, 29)12,,) )

Using that:
A (ku+v) = (ku+ lv) — ((ku + lv))

The minimal configuration for k =1 = 1 at every point (Z, Z’), for which:

Aku+lv) == ((u+v) — (u+v))

1
2

As a consequence, the points such that:

00~ fu+ o)l </ -s0sr (AT (2, 2)12,,) Uke (1AT (2, 2) )

have a shifted states, while others present AI' (Z,2’) = 0.

If:
AT 2
B (jarz 2012,,) # 0
two cases are possible.
2

If % - <HAF (Z, Z’)anin> >0, the minimum may be reached for k and I # 1 at some points
mainly if u > (u) and v > (v). Points such that v < (u) and v < (v) are rather driven towards no
shift AT (Z,2') = 0.

2
But if % — <||AF (z, Z’)||fnin> < 0, the minimum may be reached for k and [ # 1 at some

points mainly if v < (u) and v < (v). For other points, most often, no shift occurs.

2.2.4 Values of and averages shifts

Using (187), we have:

ku + v 2 |AT|? 5
o = ao—U’Ap<Ar<z,Z’>>:<71_sAM”z>+<%(|Ar<z,z’>|mm)>(—V —~(IAT (2, 2)})
(1)

> AD|)? 2 1 ku + lv
~Uhr (1802, 21, + S~ (lar @ 2912, - — o
UL (1AL (2. 29)]1,,) - \1—22kaf

min (T)
ku + v

— sAJAT?
1 - =7
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and as a consequence the shifts are:

o a (ku + lv)
A1) =~ (1 - %) Ay <AT> AT (1 + Az% ||AF||2) He2)
A\ 1 (1-=9¢)(v—u) (AT) 2 ku + v <%S(U_U)>
(a7) = -+ ) Ay 1an - AT 3, (A7) JATE (1+ 455 1ATIF)

2.3 First approximation approach
2.3.1 Change of variable

We perform the following change of variables plus shift that yields the approximate states?:

K (w(02.102) [ 2,2 (7 ())") + 234 (2 - (1))

2 2
40w (9,2, | )

X exp (— (- -2 (7-{7)) @ - ) ) Ar (1.1,0,2,2')

(193)

AF(T,T,H,Z,Z’) S exp

2
dopTw

) <w (6. 2.19P) [ (2. 27)* (7 - <T>)2) + 2% (T (1))

2 2
402w (9,2, 0| )

. (((Tiﬂ)z — 2\ (T - <T>) (T — <T>)) ) ATt (T,T, 6.7 Z’)

40%7'&1

(194)

AT (T, 7.9, 2, Z’) S exp

with:
AT |AT (61, Z1, Z))?

o T

o (w (0) (1) 100 (2 (- (1 () )

wo (Z)

and (34) writes:

o2, 2
/ (Vo — ZAAT W (Z)F)
T

_ _ 272 L T NP ~ ~ ,
0= UTVT+4U% p|Wo (2,27 AT + ) AF(T,T,e,Z,Z)
N 2
1 [ AT = \rAT A

_ 272 2 !
+ ( HVE T L7 ( V@) ) )AP (T,T,@,Z,Z)

%0 (2.2 | ¥ (2) , : ,
_ < - ) TV 0.2,7, AT AT | AT (T, T,o,z,z) (195)

2These changes of variables are similar to those defined in ([7]). More about the associated approximations and
their validity can be found in this work.
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Doing so, the change of variable misses a term:

O'QA)\AT . o AAT' ~
s N _vo. T /
Vs T AT (T, T,H,Z,Z) Vi AT (T,T,H,Z,Z)
where:
ar = AT
or
and: .
A= AT
o

2
. . . . O =
are normalized variables. Given our assumption that —-I << 1, the error can be neglected.

2
or

8.0.1 2.3.2 Diagonalization

The potential:

o2 2
0 (vo AT (Z)F) o 2
o3 wo (2) o Two (Z)

writes in term of the normalized variables (with (AT’ AT ) — (AT, AT)):

. . AT — AT,
( AT — ATy AT — ATy )U( NP AT )
— ATy
where:
Wy (2)°
Two(Z)
v o= p|% (2,2
RPN 2104
wo(Z) or
ATO ~ - /\T7% )
orwo (Z) |¥o (Z,2")|
ATO ~ —ATOU—T
)\7’ O'T
and:

u?+s2  —(u+v)s

UZ(—(u—i—U)s v? + 52 )

under the assumption that Z—ZT << 1.

T
Performing the diagonalization of U = PDP~! with:
p_ < co.s:v sinx )
—Smx COSxT
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and setting:

D cosx —sinx u?+s2  —(u+v)s cosx  sinx
sinrx  cosx —(utv)s v2P+s2 —sinz cosz

we obtain:
o= )= )
with:
/\i:%(uQ—i—vz)—i— zi(“';v) ( —v)2+482
and:

)

These relations lead to replace in (195):

2 2
AT = i AT + wo AT = (2L 4 22y
A A+

! /
AT = w| AT + whAT = (w1w1 N wzwz) v

A Ay
AT = (w@ wéig) AT

where AT are the coordinates in the diagonal basis that satisfies the relation: (

As a consequence, the background state equations becomes:

0 = <—UTVZT, + j— (a7 - M};)2> ar (1.7,0,2,2")
T

+ (—a%vip, + A—; (AT — AT}) 2) ( ’)
or

(u—l—v—i—V(wlAT +w2AT)) (T, ,9,2,2')

)\ w: ~
2 + 2
<—O’TVT, o7 (AT’ AT} — I V> ) T T.0, 7, Z’)

+ <—a§pv?p, n 2—; (AT’ — AT} - %V) ) AT (T, 7.0,7, Z’)
2 N

o (Pl Wiy AF(TTHZZ’)
)\Jr A7 bl B B |
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where we defined:

AT\ _ por [ AT

AT} | ATy
Appendix 3 Example of application: dynamics between 7T (Z,7')
and T (7', 7)

We study the interactions between T (Z,Z’) and T (Z',Z), i.e. the connectivity in both direction,
by computing the transition function:

G (AT (Z2,2"), AT\ (Z,Z") , AT (Z',Z) ,ATy (Z', Z))

At the zeroth order in perturbation, that is, neglecting the interaction, the transition function is
given by a product of two ”free” transition functions:

G (AT, (2,2, ATy (2,Z'), AT} (Z', Z) , ATy (Z', Z))
~ Gy (AT, (2,2'), AT (Z,Z') AT, (Z', Z) , AT (Z', Z)) Go (AT, (2!, Z) , ATy (Z', Z))

These transitions where computed in ([7]). Defining T— (T) to be the vector with components:
(1= 7= (7))

the transition between T— (T) and T'— (T) during a time ¢, written Go (T— (T),T'— (T), t), is given
by:

= @n) " (Det(o (1) *
/ 0.71 t /
cexp (= (- () - 21 0 (= (1) T (- m) - e ) - () )
where the matrices M (t) and o (t) are defined by:
M . e_tu Seftuieftv
( ) - 0 eftv
w—v)2 e —2tu e—tlutv) —2tv - c—tlutv) =2ty
1—e—2tu e u(v(ujgv)_< T T & M ) o0 u+v)—<2 o v )
u w—0)2 U—v
o(t) = — e—t(u+$}) 6)72tv
s v(u+v) 7(2 utv T v ) 1_e—2tv

In the large ¢ approximation, the transition can be approximated by:

Nl

Go (T— (1), T'—(T)) = (2m)" (Det (0 (20)))"
exp (=3 (T (1) o~ (50) (T ()

(198)

with:

2

1 s s
= + —
a(oo>=( NG )
v(u+v) v
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As explained in the text the graphs that compute mutual interactions between T (Z, Z’') and T (Z’, Z)
at the lowest order are given by the squared interaction term averaged between an initial and a
final 2- state that writes in an expanded form:

(ATy(2,2)) AT, (2, 2)|{ AT (1.7.6,2,2) (199)

J— / 2
AT (9—M,Z’) )

c

2
—b(2,2")AT(Z,7")

7l
Vi <a(Z’,Z)AT(Z’,Z)‘AF(9—2|Z Z|,Z>

C

AT (T, 7.0,7, Z')}

2

{AFT (T, T.0,7 Z) Vs <a (Z,2') AT (2,2

_ o
ar (o~ 2221 7)
c

_ !
AI‘<0—2|Z Z',Z’)
C

—b(Z',2)AT (2,2

2
) AT (T, 7.0,7 Z)} ATy (Z,2"), ATy (2", Z))

Developping the square leads to three contributions to (199). Each of them is derived independently:
2)

7l
AF<9—2|Z Z|,Z’)
C

<ATZ (szl) aATZ (Z/aZ)|

c

7l
{AFT (T,T,H,Z,Z') Vs (a(zljz)AT(Z,z) ’AF (9_2|Z Z |,Z>

AT (T,T,e, Z, Z’)}

x {AFT (T, T,e,z’,z) Vs <a (Z,2') AT (2,2

2)
AT (T,T,e, Z’,Z)}
ATy (2,2"), ATy (Z', Z))
— G(AT(2,2'),ATy(2,2)))a(Z2', Z) ATy (2, Z) V3G (AT, (2, Z') , AT} (Z, Z'))
xG (AT, (Z',2) ATy (Z', Z)) a (2, Z') ATy (2, Z') V3G (AT (2, Z) , ATy (Z', Z))
o
AT (9 _ M7 Z’)
C

)
AT (TT 9,7, Z’) }2 ATy (Z,2), ATy (2", Z))
— G(AT(2,2'),ATy (2,2")b(Z', 2) ATy (Z', Z)V+G (AT, (2, 2'), ATy (2, Z'))
xG (AT, (Z',2), ATy (2, 2))b(2, Z') ATy (2, Z') V+G (AT, (Z', Z) , ATy (Z', Z))

(AT, (Z,2'),AT; (2, 7)) {APT (T, 7,0, z/)

v (b(Z, Z'YAT (Z,2')
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and:
—2(AT;(2,7'),AT; (Z, Z)|

!
{APT (T, 7,0, Z') Vs <a (Z',Z)AT (2, Z) ‘AP (9 |Z Z]

!
AT (9 _ M />
C
~ 2
AT (T, 7.0.7, Z’)} ATy (2,2, ATy (2, 2))

= G(AT(2,7'), AT\ (Z,Z2")b(Z', Z) ATy (Z', Z)V +G (AT, (2, Z") , ATy (2, Z"))
XG (AT, (Z',Z), ATy (2, 2))b(Z,Z') AT (Z, Z') V3G (AT (Z', Z) , AT (2, 2)) + (Z  Z')

) A Z’)}

) AT (T, 7.9, 2, Z’)}

x {APT (T, 70,7, Z’) Vs (b(Z, Z'VAT (2,7')

Gathering all contribution leads to the contribution of (199) to the transition function:
= G(AT(Z,2'),ATy (2,2) (a(Z', Z) ATy (Z, Z) — b(Z, Z') ATy (2, Z')) VG (AT, (2, Z') , ATy (2, Z'))
xXG (AT (Z',2) , ATy (Z',Z)) (a ( INAT(Z2,2")—b(Z',Z) ATV (Z', Z2)) VG (AT (Z',Z) , ATy (Z', Z))
Using the formula (197) for the transition functions leads to the correction to the free amplitude:
AG (AT (2,7, AT\ (2,2'), AT, (Z', Z) , ATy (2, Z))
= exp (—% (ATy — M (1) (AT,)) 0™ (1) (ATy — M (1) (AT»))

conp (5 (AT)) = M (0 AT 0 (0 (AT)) — M (9 ATy))
x (a(Z',Z) AT, — b(Z,2'Y AT)) (a(Z, Z') AT! — b(Z', Z) AT})
cexp (=3 (AT = M (0 (AT) o~ (0 (AT} - M (1) (7))

X exp (—% ((AT}) — M (t) AT’l)t o~ (t) ((AT}) — M (t) AT’1)>

where AT; stands for AT; (Z,2'), AT, for AT; (Z',Z) and similarly for AT, AT].
To compute the effect of some fluctuations in the connectivity, we assume that AT; = 0, so that

we study the impact of a deviation AT; # 0 on both final states AT; and AT’. This correction
modifies the free transition function by the contribution:

G (AT, (2,2'), ATy (2,2, AT, (Z', Z) , ATy (Z', Z)) (200)
= Go(AT(2,2"),ATy(Z,Z"),AT! (Z', Z), AT} (Z', Z))

+exp (3 (AT = M (0 (AT)) o~ (0 (A1 - 31 (1) (AT)
X exp (—% ((AT;) — M (1) ATy) o (£) (AT;) — M (1) AT1)>
« (a(Z,2) ATy —b(Z,2') AT!) (a(Z, Z') AT, — b (Z', Z) AT})
~3 (AT 07 () (AT

(

( 1
X exp —5

(ATy

X exp

(AT}) = M (t) AT)) o= (1) ((AT)) — M (t) ATQ))

72



with:
Go (AT, (Z,7'), ATy (Z,7) , AT} (Z', Z) , AT} (2, Z))
— oo (-5 (AT o 0 (AT
X exp (—% ((AT}) — M (t) AT;) o1 (1) ((AT)) — M (t) AT’1)>

The maximum of the correction (200) is obtained for:

(ATy)

R

—tu eftu_eftu
M (t) AT = < ¢ ST ) AT,
—tu —tv
(AT)) ~ AT,AT, = < e s )AT’
)= 1 1= 1

and the transition function becomes for these values:

G (AT, (2,2), ATy (Z,2)) AT/ (Z',Z) . ATy (7', Z)) (201)
= (14 (a(Z,2)ATy —b(Z,Z")ATY) (a(Z,2") AT] — b(Z', Z) AT})) exp <—% (AT’l)t o 1 (t) (AT&))
The correction:
(a(Z,2) ATy —b(Z,Z')AT)) (a(Z,2') AT, — b(Z', Z) ATy)

in (201) is positive and maximal for a value:

(ATY) € {inf <ZE?’,ZZ/))’ Z((Z,ZZ/D P <ZE?/,ZZ/))’ Z(é:,ZZ’;)]

that is, given (130) for (ATY) satisfying:

mme o (557 ) oo (35725

As a consequence, the most likely configuration for the system is given by the following final values:

—tu_ —tv
eftu Se e
0 e ATy
(&

eftu Seftu_eft'u
0 e (ATY)

1

(ATy)

(ATY)

1

as claimed in the text.
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