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On Strong Zero-Dispersion Asymptotics for Benjamin-Ono Soliton Ensembles

Elliot Blackstone∗ , Louise Gassot† , and Peter D. Miller‡

To the memory of Igor Krichever, for the enduring legacy of his scientific influence.

Abstract. A soliton ensemble is a particular kind of approximation of the solution of an initial-value problem for
an integrable equation by a reflectionless potential that is well adapted to singular asymptotics like the
small-dispersion limit. We show how soliton ensembles for the Benjamin-Ono equation can be ana-
lyzed in this limit via the construction of local approximations that capture highly oscillatory features
of the solution and hence provide more information than weak convergence results that are easier to
obtain. These local approximations are deduced from the distributions of eigenvalues of two related
matrices, one Hermitian and another non-Hermitian. We perform careful numerical experiments to
deduce the asymptotic behavior of the eigenvalues of these matrices in the small-dispersion limit, and
formulate conjectures reflecting our observations. Then we apply the conjectures to construct the local
approximations of slowly varying profiles and rapidly oscillating profiles as well. We show that the
latter profiles are consistent with the predictions of Whitham modulation theory as originally devel-
oped for the Benjamin-Ono equation by Dobrokhotov and Krichever.
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1. Introduction. The Benjamin-Ono (BO) equation [1, 27] is given by

ut + 2uux + ϵH[uxx] = 0, x ∈ R, t > 0,(1.1)

where ϵ ≥ 0 is a parameter and H is the classical Hilbert transform1

H[ f ](x) =
1
π

P.V.
∫ ∞

−∞

f (y)
y − x

dy.(1.2)

The goal is to study the small ϵ asymptotics of the solution u = u(x, t) of the Cauchy problem
for (1.1) where u(x, 0) = u0(x) is an admissible initial condition (see [24, Definition 3.1])
independent of ϵ.

The BO equation (1.1) is an asymptotic model, derived in a small-amplitude and long-
wave limit, for internal water waves propagating in one direction. It applies to gravity-
driven motions of the pycnocline separating a lower-density upper fluid layer from a higher-
density lower fluid layer in the situation that the lower layer is assumed to be infinitely deep.
The solution u(x, t) is a measure of the vertical displacement of the interface at position x and
time t. The parameter ϵ > 0 is a measure of the relative strength of dispersion compared to
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1This definition follows the “physicist’s” sign convention, as used for instance by Matsuno in his textbook

on the BO equation [21, Eqn. (3.2)]. However, more mathematical works (e.g., [13]) define the Hilbert transform
with the opposite sign.
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2 E. BLACKSTONE, L. GASSOT, AND P. D. MILLER

Figure 1: The single and triple-valued region for Burgers’ equation corresponding to u0(x) =
2(1 + x2)−1 are separated by the caustic curves X−(t), X+(t) for t ≥ tb, see left panel. The
curves X±(t) are the double roots of (1.4). In the right panel, the solutions of Burgers’ equa-
tion are plotted for t = 0, tb, 1. The blue, green, red curves are uB

0 (x, t), uB
1 (x, t), uB

2 (x, t),
respectively.

nonlinear effects. When ϵ ≪ 1, the local solution of the Cauchy problem for the inviscid
Burgers equation

uB
t + 2uBuB

x = 0(1.3)

with the same initial data uB(x, 0) = u0(x) is expected to be a good approximation of u(x, t)
as long as uB(x, t) remains smooth. The solution of (1.3) satisfying uB(x, 0) = u0(x) is given
implicitly by

uB(x, t) = u0(x − 2tuB(x, t)).(1.4)

However, for typical initial data u0, a gradient catastrophe occurs in uB(x, t) at a finite time
t = tb, beyond which the dispersion term in (1.1) can no longer be neglected. See Figure 1,
right panel, for solutions of Burgers’ equation before and after t = tb. Numerical experiments
show that the effect of small dispersion is to generate a dispersive shock wave, that is, a train
of waves with wavelength proportional to ϵ but with amplitude that is not small. See Figure 2
below. Such waves are described at a formal level by Whitham modulation theory [29]. That
theory starts from a family of exact solutions of (generally multiphase) waves parameterized
by arbitrary constant amplitude, wavelength, and wave-shape parameters, and based on
multiphase averaging of local conservation laws or a variational principle, posits a system
of modulation equations which are partial differential equations governing slowly-varying
fields replacing the constant parameters.

For the BO equation, nonlocality makes it challenging both to properly define the multi-
phase wave solutions and to determine their modulation equations. Both of these problems
were solved by Igor Krichever in a joint work with Dobrokhotov [7] (see also the review by
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Krichever [16]) that has had a large and lasting influence on the subject. One of the remark-
able observations in that work is that there exist Riemann invariant variables for the mod-
ulation equations in which they take the form of a collection of 2P + 1 independent copies
of the inviscid Burgers equation (1.3), for some P = 0, 1, 2, . . . (the number of phases in the
modulating wave), see Figure 1, left panel. By contrast, in the Riemann-invariant form of the
modulation equations for the Korteweg-de Vries (KdV) equation, one replaces the character-
istic speed of a Riemann invariant by a complicated expression involving all of the invariants
and represented as a ratio of hyperelliptic integrals, see [8].

One approach to describing the asymptotic behavior of u(x, t) is to adopt a reasonable
topology of convergence in which there is a limiting function, denoted u(x, t), as ϵ → 0.
Following the seminal work of Lax and Levermore [17] on a corresponding small-dispersion
limit for the KdV equation, there has been some progress in proving convergence of u(x, t)
(or a suitable surrogate, see below) to a limit u(x, t) in the weak L2(R) topology with re-
spect to x, uniformly on compact intervals of t. This has been done both in the setting of
x ∈ R [24] and on the torus (periodic boundary conditions) [11]. The results of [24] have
recently been strengthened by Gérard [13] using a different approach. In both the periodic
and non-periodic cases, the formula for the weak limit u(x, t) is remarkably simple. Indeed,
let uB = uB

n(x, t), n = 0, . . . , 2P, uB
m(x, t) ≤ uB

n(x, t) for m < n, denote the generically distinct
solutions of the implicit equation (1.4), which correspond to the “sheets” above a given point
(x, t) ∈ R2 of the multi-valued solution of the inviscid Burgers equation (1.3) with initial
data uB(x, 0) = u0(x) (the number P depends on (x, t)), see Figure 1. Then the weak limit of
u(x, t) is given by the alternating sum

(1.5) u(x, t) =
2P

∑
n=0

(−1)nuB
n(x, t).

This result is far simpler than the corresponding result for KdV obtained in [17]. The weak
convergence of u(x, t) can be extended [25] to an infinite number of conserved “local” den-
sities (the differential algebra of fields has to be augmented with Hilbert transforms), but
even with this additional control, the topology of convergence is insufficient to capture the
waveform and phase of the dispersive shock wave that forms in u(x, t) for t > tb. Indeed,
the wild oscillations are simply averaged out upon integration in x against a test function
in L2(R). The formula (1.5) suggests that the oscillations occupy the part of the (x, t)-plane
where P = P(x, t) ≥ 1, and numerical experiments support this assertion as well. Moreover,
the dispersive shock wave is expected to be described by the one-phase solution. See [15,
Chapter 2.6] for an overview of corresponding results in the context of the KdV equation.

The surrogate for u(x, t) that was mentioned above is an approximation that we will
call in this paper a soliton ensemble. It is a family denoted ũ(x, t) of exact solutions of the
BO equation (1.1) associated to the specified function x 7→ u0(x) via a systematic small-ϵ
approximation of the scattering data for the BO Lax operator with potential u0. In this ap-
proximation, one firstly replaces the true discrete eigenvalues λ < 0 with approximate ones
obtained from a type of quantization rule (see (1.15) below), and makes a similar approxi-
mation of the auxiliary phase constant γ associated with each eigenvalue (see (1.16) below).
Secondly, one neglects the reflection coefficient defined for λ > 0. The exact solution of BO
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corresponding to this modified scattering data for each ϵ > 0 is precisely the function ũ(x, t)
(see (1.18) below). It is a “nonlinear superposition” of a large number, proportional to ϵ−1,
of solitons, which combine coherently to yield an approximation of the given data u0 in the
strong L2 sense when t = 0. The idea of using such a soliton ensemble to analyze the small-
dispersion limit originated in the Lax-Levermore theory of the KdV equation [17]. In both
the BO and KdV cases, the soliton ensemble ũ(x, t) is expressed explicitly in terms of finite
determinants of size proportional to ϵ−1. While soliton ensembles have proven to be useful
to analyze the small-dispersion limit of the BO equation in the sense of weak convergence,
in this paper we will study them from the point of view of strong convergence, aiming to
capture the oscillatory profile of the dispersive shock wave.

1.1. Definition of soliton ensembles. Define the Cauchy transforms

C±[ f ](x) := lim
δ→0+

∫ ∞

−∞

f (y)
y − (x ± iδ)

dy,(1.6)

which are self-adjoint orthogonal projections from L2(R) onto the Hardy space

H±(R) =
{

f holomorphic on C± : ∥ f ∥2
H± = sup

y∈(0,∞)

∫
R
| f (x ± iy)|2 dx < ∞

}
,

where C± denotes the upper(+)/lower(−) half plane. The inverse-scattering transform solu-
tion of the Cauchy problem for the BO equation (1.1) is based on the self-adjoint Lax operator

L := −iϵ
∂

∂x
− C+ ◦ u ◦ C+(1.7)

acting on a domain dense in H+(R), wherein u denotes the operator of multiplication by
a bounded function u : R → R. It has been proved [30] that if u ∈ L1(R) ∩ L∞(R) and
x 7→ xu(x) is in L2(R), then L has only finitely many eigenvalues, all negative real numbers
λ1 < λ2 < · · · < λN < 0 with unit geometric multiplicity. To each eigenvalue λj < 0, there
corresponds a real number called a phase constant, denoted γj. Under suitable conditions
on u [31] there is also a complex-valued function λ 7→ β(λ) defined for λ > 0 called the re-
flection coefficient. The collection of N pairs (λj, γj) and the function β are said to constitute
the scattering data associated with the initial data u = u0 for (1.1) in the inverse-scattering
transform first proposed by Fokas and Ablowitz [9]. The inversion of the transform has not
yet been fully justified, but if β(λ) ≡ 0, the procedure reduces to finite-dimensional linear
algebra, resulting in the formula

u(x, t) = 2ϵ
∂

∂x
Im log det

(
I +

i
ϵ

A(x, t)
)

,(1.8)

where I denotes the N × N identity matrix, and A(x, t) is the N × N Hermitian matrix with
elements

Ajk(x, t) =


2iϵ
√

λjλk

λj − λk
, j ̸= k,

−2λj(x + 2λj + γj), j = k.
(1.9)
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This formula represents a multi-soliton solution of (1.1), and it was first derived by Matsuno
[18] using Hirota’s bilinear method. The inversion formula has then been proved on the
N-soliton manifolds in [28, Eq. (1.19)].

In two papers [19, 20], Matsuno used formal arguments to investigate the asymptotic
behavior of the scattering data described above for fixed u0 in the limit ϵ → 0. The main
results of [19, 20] were asymptotic formulæ for |β(λ)|2 for λ > 0 and for the distribution of
eigenvalues λj < 0, of which there are in general a large number N ∼ ϵ−1. These results
were rigorously proven in [23] under the additional assumption that u0 is a rational function
for which u0(x) = −λ has generically either two or zero real solutions x given λ ∈ R, and for
such u0 an asymptotic formula for the phase constant γj associated with a given eigenvalue
λj was also rigorously established. We now describe these asymptotic results in the case
that u0 is a smooth positive function with a single critical point (the maximizer) and with
sufficient decay as x → ±∞. For such u0, we define positive constants L, M > 0 by

(1.10) L := max
x∈R

u0(x), M :=
1

2π

∫
R

u0(x)dx,

and for −L < λ < 0 define the turning points x = x±(λ), x−(λ) < x+(λ) as the two roots of
u0(x) = −λ. Then the following are true:

• the reflection coefficient β(λ) defined for λ > 0 vanishes in the limit ϵ → 0;
• there are N = M/ϵ + O(1) eigenvalues in the interval −L < λ < 0, and the number

of eigenvalues with −L < a < λ < b < 0 is N(a, b) satisfying

(1.11) N(a, b) =
1
ϵ

∫ b

a
F(λ)dλ + O(1),

where the density of eigenvalues near λ is ϵ−1F(λ) with

(1.12) F(λ) :=
1

2π
(x+(λ)− x−(λ)), −L < λ < 0;

• if λj is an eigenvalue that converges to a number λ ∈ (−L, 0) as ϵ → 0, then also
γj → γ(λ), where

(1.13) γ(λ) := −1
2
(x+(λ) + x−(λ)), −L < λ < 0.

In the periodic case, analogues of formulas (1.11), (1.12) and (1.13) should also hold [26], and
have been proved for bell-shaped initial data in [10].

Based on these results, we will now define the soliton ensemble for the BO equation (1.1)
associated with a positive initial condition u0 of the type described above. Firstly, we define
the exact number of approximate eigenvalues by setting

(1.14) N(ϵ) :=
⌊

M
ϵ

⌋
.

Then, we define N(ϵ) approximate eigenvalues λ̃j ∈ (−L, 0), j = 1, . . . , N(ϵ) by quantizing
the density formula (1.12):

(1.15)
∫ λ̃j

−L
F(λ)dλ = ϵ

(
j − 1

2

)
, j = 1, . . . , N(ϵ).
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Figure 2: Time evolution of ũ(x, t) for u0(x) = 2(1 + x2)−1 and ϵ = 0.02.

Finally, we define corresponding phase constants by setting

(1.16) γ̃j := γ(λ̃j), j = 1, . . . , N(ϵ),

where γ(·) is defined by (1.13). Then we neglect the reflection coefficient and define an exact
multi-soliton solution of the BO equation (1.1) using the approximate discrete data. In detail,
first define the elements of the N(ϵ)× N(ϵ) Hermitian matrix Ã(x, t) as (compare with (1.9))

Ãjk(x, t) =


2iϵ
√

λ̃jλ̃k

λ̃j − λ̃k
, j ̸= k,

−2λ̃j(x + 2λ̃j + γ̃j), j = k.

(1.17)

Then set (compare with (1.8))

(1.18) ũ(x, t) := 2ϵ
∂

∂x
Im log det

(
I +

i
ϵ

Ã(x, t)
)

.

The family of functions ũ(x, t) parameterized by ϵ > 0 constitute the soliton ensemble for
the BO equation (1.1) for the Cauchy data u0. See Figure 2.

Note that (1.15) implies that

(1.19)
∫ λ̃1

−L
F(λ)dλ =

ϵ

2
.

So in the sense measured by differences of the left-hand side of (1.15), the first approximate
eigenvalue is half the distance to −L as the remaining approximate eigenvalues are to their
nearest neighbors. For an argument appearing below in Section 3, we will want to ensure a
similar condition for the last approximate eigenvalue, namely that

(1.20)
∫ 0

λ̃N(ϵ)

F(λ)dλ =
ϵ

2
.

It is easy to see that this condition holds precisely when ϵ = ϵN := M/N for an integer
N ∈ Z>0, in which case (1.11) returns N(ϵN) = N. For convenience, we will therefore
assume below that ϵ tends to zero within this specific discrete sequence.

Also, since the rest of this paper is concerned only with the ϵ-dependent function ũ(x, t),
henceforth we will drop all tildes for simplicity.
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1.2. Alternate formulæ for the soliton ensemble u(x, t). Let αk(x, t), k = 1, . . . , N,
denote the real eigenvalues of A(x, t). The proof of weak convergence of u(x, t) to u(x, t)
given in [24] is based on expressing u(x, t) in the form
(1.21)

u(x, t) =
∂I
∂x

(x, t), I(x, t) := 2ϵIm log det
(

I +
i
ϵ

A(x, t)
)
= 2ϵ

N(ϵ)

∑
k=1

arctan(ϵ−1αk(x, t)).

The quantity I(x, t) resembles a Riemann sum for an integral of a discontinuous integrand
arctan(ϵ−1α) → 1

2 πsgn(α) against the distribution of eigenvalues of A(x, t), and in [24] this
(x, t)-dependent distribution is calculated and used to prove locally uniform convergence of
I(x, t) to an antiderivative of u(x, t). The weak nature of the convergence of u(x, t) to u(x, t)
can then be attributed to the x-derivative in (1.21).

This observation suggests that if it is desired to improve the nature of the convergence
of u(x, t) as ϵ → 0, one should differentiate first and only then analyze u(x, t). To this end,
explicitly differentiating I(x, t) with respect to x in (1.21) (assuming differentiability of the
eigenvalues αk(x, t)), we obtain

(1.22) u(x, t) =
N(ϵ)

∑
k=1

2ϵ2αk,x(x, t)
αk(x, t)2 + ϵ2 , αk,x(x, t) :=

∂αk

∂x
(x, t).

Rather than diagonalizing A(x, t) = A(x, t)† first and then differentiating, one could try
to take advantage of the fact that the matrix elements of A(x, t) depend on x in a very simple
way. Indeed, notice that

(1.23) I + iϵ−1A(x, t) = iϵ−1D
[
xI − B(t)− iϵD−2]D,

where D is a Hermitian N(ϵ)× N(ϵ) diagonal matrix given by

(1.24) D := diag
(√

−2λ1, . . . ,
√
−2λN(ϵ)

)
and B(t) is a Hermitian N(ϵ)× N(ϵ) matrix with elements

(1.25) Bjk(t) =


−iϵ

λj − λk
, j ̸= k,

−2λjt − γj, j = k.

Thus,

(1.26)
∂

∂x
log det

(
I +

i
ϵ

A(x, t)
)
=

∂

∂x
log det

(
xI − B(t)− iϵD−2) .

If we let σk(t) = µk(t) + iνk(t), where µk(t), νk(t) ∈ R, denote the complex eigenvalues of the
non-Hermitian but x-independent matrix

(1.27) C(t) := B(t) + iϵD−2,
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then (1.18) can be written as

u(x, t) = 2ϵIm
(

∂

∂x
log(det(xI − B(t)− iϵD−2)

)
= 2ϵIm

∂

∂x

N(ϵ)

∑
k=1

log(x − σk(t))

= Im

(
N(ϵ)

∑
k=1

2ϵ

x − σk(t)

)

=
N(ϵ)

∑
k=1

2ϵνk(t)
(x − µk(t))2 + νk(t)2 .

(1.28)

By substituting the formula (1.28) into the BO equation (1.1) and using the fact that

H[u(·, t)](x) =
N(ϵ)

∑
k=1

−2ϵ(x − µk(t))
(x − µk(t))2 + νk(t)2 ,

it can be verified that the σk(t)’s satisfy the system of differential equations

σ′
k(t) =

N(ϵ)

∑
j=1

2iϵ
σk(t)− σj(t)∗

−
N(ϵ)

∑
j=1
j ̸=k

2iϵ
σk(t)− σj(t)

.(1.29)

This was first discovered in [6, Eq. (7)], wherein (1.29) was shown to be equivalent to the
famous Calogero-Moser N-body system. Let vk(t) = (vk,1, . . . , vk,N(ϵ))

⊤ be the normalized
eigenvector of C(t) corresponding to the eigenvalue σk(t). Clearly

σk(t) = vk(t)†C(t)vk(t) = vk(t)† (B(t) + iϵD−2) vk(t),(1.30)

where † denotes the conjugate transpose. By comparing real and imaginary parts of (1.30),
we have

µk(t) = −
N(ϵ)

∑
j=1

(2tλj + γ(λj))|vk,j(t)|2 − iϵ
N(ϵ)

∑
j=1

N(ϵ)

∑
s=1
s ̸=j

vk,j(t)∗vk,s(t)
λs − λj

,(1.31)

νk(t) = −ϵ

2

N(ϵ)

∑
j=1

|vk,j(t)|2

λj
.(1.32)

Since −L < λ1 < · · · λj · · · < λN(ϵ) < 0, using |vk,1(t)|2 + · · ·+ |vk,N(ϵ)(t)|2 = 1 we obtain

(1.33) 0 <
1
2

L · ϵ < νk(t) <
1
2
· ϵ

|λN(ϵ)|
, k = 1, . . . , N(ϵ).
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Likewise, using also |a||b| ≤ 1
2 (a2 + b2),

(1.34) |µk(t)| ≤
(

2tL + sup
−L<λ<0

|γ(λ)|
)
+

ϵN(ϵ)

mins ̸=j |λs − λj|
, k = 1, . . . , N(ϵ).

Below in (3.85) it is shown that if u0(x) decays algebraically as x → ±∞, i.e., u0(x) ∼ Cx−2p

for some p ≥ 1, then assuming that ϵ = ϵN = M/N so that (1.20) holds one finds that
|λN(ϵ)| ≳ ϵ2p/(2p−1) and that mins ̸=j |λs − λj| ≳ ϵ2p/(2p−1), in which case the imaginary parts
of the eigenvalues have uniform bounds of the form

(1.35)
1
2

L · ϵ < νk(t) ≲ ϵ−1/(2p−1), k = 1, . . . , N(ϵ),

which is equivalent to the rescaled form

(1.36)
1
2

L · 1
log(ϵ−1)

<
νk(t)

ϵ log(ϵ−1)
≲

ϵ−2p/(2p−1)

log(ϵ−1)
, k = 1, . . . , N(ϵ),

and similarly assuming also that γ(·) is a bounded function (it vanishes identically if u0(·) is
even),

(1.37) |µk(t)| ≲ ϵ−2p/(2p−1), k = 1, . . . , N(ϵ).

1.3. Outline of the paper. The purpose of this work is to report the results of sev-
eral numerical experiments undertaken to study the small-ϵ asymptotic behavior of the real
eigenvalues {αk(x, t)} and the complex eigenvalues {σk(t)} of the matrices A(x, t) and C(t)
respectively. We recall that u(x, 0) = u0(x) is an admissible initial condition (see [24, Defini-
tion 3.1]) with exactly one inflection point to the right of the maximizer. Consequently, we
always have that for generic (x, t) with t > 0, P(x, t) = 0 or P(x, t) = 1. Moreover, for fixed
t > tb the multi-valued region (in x) for Burgers’ equation is an interval (X−(t), X+(t)), see
Figure 1. For simplicity, all of our numerical experiments will be for the soliton ensemble
associated with the initial condition

(1.38) u0(x) =
2

1 + x2 .

For this initial condition, the breaking time for the inviscid Burgers (dispersionless, i.e., ϵ =
0) approximation of the BO equation (1.1) is exactly t = tb = 2

√
3/9 ≈ 0.3849. When t > tb,

the dispersive terms are expected to be important and form a highly-oscillatory dispersive
shock wave (see Figure 2, right panel) in the t-dependent interval of x on which the method
of characteristics predicts a triple-valued solution of the dispersionless approximation.

As will be seen, the numerical experiments suggest that when ϵ is small, the complex
eigenvalues {σk(t)} and the real eigenvalues {αk(x, t)} that are so small as to contribute
substantially to the sum in (1.22) are evidently distributed in a regular fashion. After formu-
lating reasonable conjectures based on the numerical observations, we prove that they imply
many of the properties of the dispersive shock wave. These properties go beyond the weak
convergence result that u(x, t) ⇀ u(x, t) with limit u(x, t) given by (1.5).



10 E. BLACKSTONE, L. GASSOT, AND P. D. MILLER

Our study of the complex eigenvalues of C(t) and how their asymptotic properties imply
the most important features of u(x, t) via (1.28) is presented in Section 2. Then in Section 3
we give a parallel analysis for the eigenvalues of A(x, t) and the formula (1.22). A completely
different approach to strong asymptotics for the BO equation (1.1) that is based instead on a
remarkable formula of Gérard [12] is the subject of a forthcoming work [2].

2. Asymptotic properties of the complex eigenvalues σk(t) and their implications.

2.1. Numerical experiments. Given an initial condition u0(·), a time t ≥ 0, and a value
of ϵ, it is straightforward to construct the nonhermitian matrix C(t) and to numerically ex-
tract its eigenvalues {σk(t)} with high accuracy. The first observation is that, roughly speak-
ing, most of the complex eigenvalues are close to the real axis. However depending on the
initial condition, there can be some “outliers” that do not follow this rule, as shown in Fig-
ure 3.

Figure 3: Outlier eigenvalues for the initial condition u0(x) = 2(1 + x2)−1 with ϵ = 0.02.

What evidently distinguishes the outlier eigenvalues from the rest is that they have small
real parts and imaginary parts that are possibly large instead of small. We will make the
following definition:

Definition 2.1 (Outliers). For fixed β > 0 and B > 0 independent of t but possibly depending on
the initial condition u0(·), an eigenvalue σ = µ + iν will be called an outlier if ν ≥ β and |µ| ≤ B.

For suitable initial conditions u0(·), this definition is saying that the outliers includes in par-
ticular any eigenvalues with bounded real part that saturate the upper bound given in (1.35).
Let So ⊂ {σk(t)} denote the subset of outliers, and let the remaining eigenvalues constitute
the “bulk” Sb, so that Sb ⊔ S0 = {σk(t)}. The numerics suggest that there are relatively few
outliers compared to the total number N(ϵ) ∼ ϵ−1 of eigenvalues. Hence we formulate the
following conjecture:

Conjecture 1 (Outliers). There is an exponent 0 ≤ p < 1 and a constant K > 0 independent of
t such that |So| ≤ Kϵ−p holds for all ϵ > 0 sufficiently small.

In Proposition 2.4 below we will use this to estimate the contribution of the outliers to the
sum (1.28). The bound |µ| ≤ B on the real part is part of Definition 2.1 because there are
evidently some eigenvalues with both real and imaginary parts that are large when ϵ is small
(see the upward trend with increasing real part of the points near the real line in the plots
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shown in Figures 3 and 4), and as they apparently lie along certain curves and there can be
many of them, it is more natural to include them in Sb.

Next, we examine the bulk Sb of the complex eigenvalues, which requires a different scale
for the imaginary part coordinate. As shown in Figure 4, these bulk eigenvalues appear to be
distributed along curves in the complex upper half-plane, and these curves have interesting
dynamical behavior as t ≥ 0 varies. From these and similar plots it seems clear that when

Figure 4: Time evolution of σk(t) for u0(x) = 2(1 + x2)−1 and ϵ = 0.02.

t ≤ tb, the bulk eigenvalues arrange themselves along a single curve in the upper half-plane;
however as soon as t > tb, a second curve bifurcates from the former curve into the part of
the upper half-plane below. We therefore further partition Sb into an “upper branch” subset
SU ⊆ Sb and a complementary “lower branch” subset SL := Sb \ SU (when t ≤ tb, SL = ∅).
For t > tb fixed, both SU , SL are non-empty and evidently both have cardinality NU(ϵ), NL(ϵ)
proportional to N(ϵ).

From the plots, it appears that the real parts of the eigenvalues on either branch are locally
equally spaced. We formulate the following conjecture to express this observation in detail.

Conjecture 2 (Real parts). For all t ≥ 0 and ϵ > 0, the eigenvalues comprising SU have distinct
real parts; similarly for SL when t > tb. Assume that the points of SU and SL are indexed by increasing
real part, i.e., µU,1(t) < µU,2(t) < · · · < µU,NU(ϵ)(t) for all t ≥ 0 and µL,1(t) < µL,2(t) <
· · · < µL,NL(ϵ)(t) for all t > tb. Then, the sets {µU,k(t)}, {µL,k(t)} are approximate samplings
of two respective ϵ-independent functions µU : (0, 1) × [0, ∞) → R, µL : (0, 1) × (tb, ∞) →
(X−(t), X+(t)). More precisely, with ′ denoting differentiation with respect to the first argument,

(2.1) µU,k(t) = µU(yk, t) +O(ϵ2µ′
U(yk, t)), yk :=

k − 1
2

NU(ϵ)

and, for t > tb,

(2.2) µL,k(t) = µL(yk, t) +O(ϵ2µ′
L(yk, t)), yk :=

k − 1
2

NL(ϵ)

where the error terms are uniform for k = 1, . . . , NU(ϵ) and k = 1, . . . , NL(ϵ) respectively. The
functions µU , µL have the following properties.

Invertibility: µL(·, t), µU(·, t) are strictly increasing surjective functions for any t on
their respective domains, so there exists an inverse function µ−1

L,U(·, t), in the sense that
µ−1

L,U(µL,U(y, t), t) = y.
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Smoothness and bounds for µU : For 0 ≤ t < tb, y 7→ µU(y, t) is of class C2((0, 1)).
For t ≥ tb, y 7→ µU(y, t) of class C2((0, 1) \ {y−(t)}) where y−(t) := µ−1

U (X−(t), t), and
is Lipschitz continuous on (0, 1). In both cases there are exponents q± > 0 and constants
0 < c < C such that

−Cy−q− < µU(y, t) < −cy−q− and µ′
U(y, t) = O(y−(q−+1)), y ↓ 0

and

c(1 − y)−q+ < µU(y, t) < C(1 − y)−q+ and µ′
U(y, t) = O((1 − y)−(q++1)), y ↑ 1.

Smoothness and bounds for µL: For t > tb, y 7→ µL(y, t) extends by continuity to y ∈
[0, 1] and is of class C2((0, 1)).

All estimates involving µU are uniform for bounded t ≥ 0, in which case ϵNU(ϵ) has a finite nonzero
limit as ϵ → 0. Likewise all estimates involving µL are uniform for bounded t > tb with t − tb
bounded below by a positive quantity, in which case also ϵNL(ϵ) has a finite nonzero limiting value.

Note that µU,L(yk+1, t) − µU,L(yk, t) ≈ µ′
U,L(yk, t)/NU,L(ϵ). Since NU,L(ϵ) are inversely

proportional to ϵ, equations (2.1) and (2.2) assert that the sampling error is ϵ times a uniform
multiple of the local spacing.

In particular, the power-law behavior of µU(y, t) asserted in this conjecture is strongly
supported by numerical experiments. For the initial condition (1.38), we estimated the ex-
ponents q± from slopes of best-fit lines in plots of log(|µU,1(t)|) and log(µU,NU(ϵ)(t)) versus
log(ϵ) over the range from ϵ−6 through ϵ−12 and obtained

t q− q+
0 1.00021 1.00021
tb 1.00023 1.00019

1.5 1.00028 1.00013

Therefore, for this initial condition, the exponents q± appear to be approximately equal to 1
regardless of whether t < tb, t = tb, or t > tb. We also found that the linear fit of the data is
extremely accurate over the full range of scales.

In order to formulate similar conjectures regarding the imaginary parts of the eigenvalues
on the upper and lower branches, it is necessary first to notice that unlike the real parts, the
imaginary parts of eigenvalues on both branches are asymptotically small as ϵ → 0, with
different asymptotic scales. See Figure 5. These plots strongly suggest that the imaginary
parts of the eigenvalues in SL scale proportionally with ϵ, while those on the upper branch
are somewhat larger. In fact, the plots in Figure 5 provide good evidence that the scaling
of imaginary parts of eigenvalues in SU is proportional to ϵ log(ϵ−1). Observing log-type
growth/decay via numerics is notoriously difficult. However, we are fortunate in that the
conditional results we will prove in Section 2.2 below are rather insensitive to the precise
scale of the imaginary parts of eigenvalues on the upper branch. It will be enough that they
scale as δ(ϵ) lying in the asymptotic range ϵ ≪ δ(ϵ) ≪ 1.
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Figure 5: Upper and lower branch scaling for ϵ = 2−6, 2−7, 2−8 and t = 1.5. The horizontal
axis is Re[σk] in each plot.

Conjecture 3 (Upper branch imaginary parts). There is a scale δ(ϵ) in the asymptotic range
ϵ ≪ δ(ϵ) ≪ 1 such that the set {νU,k(t)} is the approximate sampling of a scaled ϵ-independent
function νU : (0, 1)× [0, ∞) → (0, ∞), i.e., as ϵ → 0,

(2.3) νU,k(t) = δ(ϵ)νU(yk, t)(1 + o(1)), yk :=
k − 1

2
NU(ϵ)

holds uniformly over all indices k = 1, . . . , NU(ϵ). The function νU has the following properties.
Lower bound: there exists a constant cU > 0 such that cU < νU(y, t).
Edge behavior: there are exponents 0 < r± < 2q± + 1 (see Conjecture 2) and constants
0 < c < C such that

cy−r−(1 − y)−r+ < νU(y, t) < Cy−r−(1 − y)−r+ , y → 0, 1.

Smoothness: For 0 ≤ t < tb, y 7→ νU(y, t) is of class C1((0, 1)). For t ≥ tb, y 7→ νU(y, t)
is absolutely continuous on (0, 1) and is of class C1((0, 1) \ {y−(t)}), where y−(t) is as
defined in Conjecture 2.

All estimates are uniform for bounded t ≥ 0.

Again, the power-law behavior of νU(y, t) as y → 0, 1 is supported by numerics. For the
same initial condition (1.38), by determining the scaling of νU,k(t)/(ϵ log(ϵ−1)) for k = 1 and
k = NU(ϵ) with ϵ, we obtained the following best-fit values of r±, again with very accurate
approximation over the whole range of scales:

t r− r+
0 1.83460 1.83460
tb 1.83456 1.83464

1.5 1.83445 1.83475

Comparing with the experimental values of q±, we see that indeed the inequalities 0 < r± <
2q± + 1 are evidently satisfied.

Finally, we offer a conjecture summarizing our numerical observations concerning the
imaginary parts of eigenvalues on the lower branch if t > tb.
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Conjecture 4 (Lower branch imaginary parts). The set {νL,k(t)} is the approximate sampling of
a scaled ϵ-independent function νL : (0, 1)× (tb, ∞) → (0, ∞), i.e., as ϵ → 0,

(2.4) νL,k(t) = ϵνL(yk, t)(1 + o(1)), yk :=
k − 1

2
NL(ϵ)

holds uniformly over all indices k = 1, . . . , NL(ϵ). The function νL has the following properties, in
which δ(ϵ) is the scale from Conjecture 3, here asserted to have the additional property that

(2.5)
∫ ϵ

0

δ(y)
y

dy < ∞

holds for ϵ > 0 sufficiently small.
Lower bound: there exists a constant cL > 0 such that cL < νL(y, t).
Left edge behavior: There exist constants c, C > 0 such that

cδ(y)y−1 < νL(y, t) < Cδ(y)y−1, y ↓ 0.

Smoothness: For t > tb, y 7→ νL(y, t) is of class C1((0, 1)).
All estimates are uniform for bounded t > tb with t − tb bounded below by a positive quantity.

Remark 2.2. The statement that νL(y, t) ∼ δ(y)y−1 as y ↓ 0 is intended to capture the
phenomenon that the lower branch bifurcates from the upper branch at y = 0 (according
to the parametrization of the lower branch; it is instead the point y−(t) in that of the upper
branch) and the imaginary parts of the eigenvalues on the upper branch are asymptotically
large compared to those of the lower branch eigenvalues. The assertion of integrability of
δ(y)y−1 at y = 0 is reasonable given the numerical evidence that δ(ϵ) ∼ ϵ log(ϵ−1); see
Figure 5.

The approximate sampling properties asserted in Conjectures 2, 3 and 4 are easily il-
lustrated. After computing the eigenvalues of C(t) for a given small value of ϵ, one omits
the outliers and partitions the bulk into Sb = SU ⊔ SL based on the size of the imaginary
parts, and these sets of complex numbers are then ordered by increasing real parts. Setting
NU(ϵ) := |SU |, each point σU,k(t) = µU,k(t) + iνU,k(t) is then assigned a value of the param-
eter y = yk := (k − 1

2 )/NU(ϵ). Likewise, if t > tb, setting NL(ϵ) := |SL|, each point σL,k(t) =
µL,k(t) + iνL,k(t) is assigned a value of the parameter y = yk := (k − 1

2 )/NL(ϵ). Assuming
the hypothetical scale δ(ϵ) = ϵ log(ϵ−1), the points {(yk, µU,k(t))} and {(yk, νU,k/δ(ϵ))}, and
if t > tb, {(yk, µL,k(t))} and {(yk, νL,k(t)/ϵ)} can be plotted on the same axes for a range of
scales for ϵ; these are shown in blue in the panels of Figure 6. One can clearly observe the
blue points condensing onto limiting fixed curves as ϵ → 0. These limiting curves should be
the graphs of the sampling functions y 7→ µU(y, t), y 7→ νU(y, t), and for t > tb, y 7→ µL(y, t)
and y 7→ νL(y, t). It is also straightforward to compute from the data difference quotient
approximations (numerical derivatives) as follows:

µ′
U

(
k − 1

2
NU(ϵ)

, t
)
≃ µU,k+1(t)− µU,k(t)

NU(ϵ)−1 , ν′U

(
k − 1

2
NU(ϵ)

, t
)
≃ νU,k+1(t)− νU,k(t)

NU(ϵ)−1ϵ log(ϵ−1)
,(2.6)

µ′
L

(
k − 1

2
NL(ϵ)

, t
)
≃ µL,k+1(t)− µL,k(t)

NL(ϵ)−1 , ν′L

(
k − 1

2
NL(ϵ)

, t
)
≃ νL,k+1(t)− νL,k(t)

NL(ϵ)−1ϵ
.(2.7)
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Figure 6: The real and rescaled imaginary parts of the eigenvalues (blue) in the sets
{σU,k(t)} = SU and {σL,k(t)} = SL, obtained from the matrix C(t) for the initial condition
(1.38), plotted versus the parameter y ∈ (0, 1) for t = tb (upper two panels) and t = 1 > tb
(lower four panels). Also shown are the numerical derivatives with respect to y (red).

These are plotted against y as red points in the same figure. The red points also condense onto
limiting curves, although it is clear that the limiting derivative curves for the data obtained
from the upper-branch eigenvalues are discontinuous at y = y−(t) whenever t > tb.

We have not yet been able to prove these conjectures. We are aware of formal techniques
applicable to nonselfadjoint eigenvalue problems for differential equations with analytic co-
efficients, and such methods have been applied to deduce curves in the complex plane that
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attract eigenvalues in a semiclassical limit similar to N(ϵ) → ∞ (see, e.g., [22]). Unfortu-
nately, the nonhermitian matrix C(t) does not have fixed bandwidth, so making an analogy
with differential or difference equations is challenging. Even though C(t) does have an ap-
proximate Toeplitz structure, we are not aware of methods in the theory of Toeplitz quan-
tization for nonhermitian matrices that would be sufficiently powerful to prove the above
conjectures. We will however apply elements of Toeplitz quantization to the Hermitian ma-
trix A(x, t) in Section 3 below.

2.2. Conditional small-ϵ asymptotics of the sum (1.28). Now we will use the conjectures
inspired by numerical experiments to study the soliton ensemble for the BO equation with
initial data u0(x). We can split the sum (1.28) into three parts corresponding to outliers in So,
upper branch eigenvalues in SU , and lower branch eigenvalues in SL, i.e.,

u(x, t) = uU(x, t) + uL(x, t) + uo(x, t),(2.8)

where

uU(x, t) := ∑
σ(t)∈SU

2ϵν(t)
(x − µ(t))2 + ν(t)2 =

NU(ϵ)

∑
k=1

2ϵνU,k(t)
(x − µU,k(t))2 + νU,k(t)2

uL(x, t) := ∑
σ(t)∈SL

2ϵν(t)
(x − µ(t))2 + ν(t)2 =

NL(ϵ)

∑
k=1

2ϵνL,k(t)
(x − µL,k(t))2 + νL,k(t)2

(2.9)

and uo(x, t) := u(x, t)− uU(x, t)− uL(x, t) is the sum over the remaining outlier eigenvalues.
It will turn out that uo(x, t) is of lower order compared to the other components and can be
ignored (see Proposition 2.4 below). The other two terms evidently make quite different
contributions to the overall sum, as can be seen in Figure 7, which compares uU(x, t) and
uL(x, t) with u(x, t) for a value of t that exceeds the breaking time tb. These plots suggest

Figure 7: The two essential components uU(x, t) and uL(x, t) (see (2.9)) of u(x, t) compared
with u(x, t) itself for u0(x) = 2(1 + x2)−1, t = 1.5, and ϵ = 0.02.

that the rapid oscillations (which occur only after the breaking time) come from the term
uL(x, t) while the smooth background comes instead from uU(x, t).

First, we formulate a lemma showing that replacing the eigenvalues with their respective
sampling functions in either of the two summands (2.9) produces a relatively small error term
that is uniform with respect to the sum index.
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Lemma 2.3 (Sampling error). Assume that Conjecture 2 holds and fix constants K > 0 and
η > 0. Then in the limit ϵ → 0, the summand in uU(x, t) can be written in the form
(2.10)

2ϵνU,k(t)
(x − µU,k(t))2 + νU,k(t)2 =

2ϵδ(ϵ)νU(yk, t)
(x − µU(yk, t))2 + δ(ϵ)2νU(yk, t)2 (1 + o(1)), yk :=

k − 1
2

NU(ϵ)

provided also Conjecture 3 holds, where the error term is uniform for 0 ≤ t ≤ K, |x| ≤ K, and
k = 1, . . . , NU(ϵ). Likewise, as ϵ → 0, the summand in uL(x, t) can be written in the form

(2.11)
2ϵνL,k(t)

(x − µL,k(t))2 + νL,k(t)2 =
2ϵ2νL(yk, t)

(x − µL(yk, t))2 + ϵ2νL(yk, t)2 (1 + o(1)), yk :=
k − 1

2
NL(ϵ)

provided also Conjecture 4 holds, where the error term is uniform for tb + η ≤ t ≤ K, X−(t) + η ≤
x ≤ X+(t)− η and k = 1, . . . , NL(ϵ).

Proof. For convenience we suppress the dependence on t, which should be taken in dif-
ferent intervals depending on which summand is considered. According to Conjectures 3
and 4, we have νU,k = δ(ϵ)νU(yk)(1 + o(1)) with yk = (k − 1

2 )/NU(ϵ) uniformly for k =

1, . . . , NU(ϵ), and νL,k = ϵνL(yk)(1 + o(1)) with yk = (k − 1
2 )/NL(ϵ) uniformly for k =

1, . . . , NL(ϵ). Therefore, it remains to get a corresponding uniform o(1) relative error esti-
mate for the denominator of each summand.

In other words, we want to obtain uniform o(1) estimates for

(2.12) QU,k :=

∣∣∣∣∣ [(x − µU,k)
2 + ν2

U,k]− [(x − µU(yk))
2 + δ(ϵ)2νU(yk)

2]

(x − µU(yk))2 + δ(ϵ)2νU(yk)2

∣∣∣∣∣ , yk :=
k − 1

2
NU(ϵ)

and

(2.13) QL,k :=

∣∣∣∣∣ [(x − µL,k)
2 + ν2

L,k]− [(x − µL(yk))
2 + ϵ2νL(yk)

2]

(x − µL(yk))2 + ϵ2νL(yk)2

∣∣∣∣∣ , yk :=
k − 1

2
NL(ϵ)

.

Let us write µU,k = µU(yk) + ∆µU,k, µL,k = µL(yk) + ∆µL,k, νU,k = δ(ϵ)νU(yk)(1 + ∆νU,k), and
νL,k = ϵνL(yk)(1 + ∆νL,k). We can assume that |∆νU,k| < 1 and |∆νL,k| < 1, so

(2.14) QU,k ≤
2|x − µU(yk)||∆µU,k|+ |∆µU,k|2 + 3δ(ϵ)2νU(yk)

2|∆νU,k|
(x − µU(yk))2 + δ(ϵ)2νU(yk)2 ≤ RU,k + 3|∆νU,k|

where

(2.15) RU,k :=
2|x − µU(yk)||∆µU,k|+ |∆µU,k|2
(x − µU(yk))2 + δ(ϵ)2νU(yk)2 , yk :=

k − 1
2

NU(ϵ)

and

(2.16) QL,k ≤
2|x − µL(yk)||∆µL,k|+ |∆µL,k|2 + 3ϵ2νL(yk)

2|∆νL,k|
(x − µL(yk))2 + ϵ2νL(yk)2 ≤ RL,k + 3|∆νL,k|
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where

(2.17) RL,k :=
2|x − µL(yk)||∆µL,k|+ |∆µL,k|2

(x − µL(yk))2 + ϵ2νL(yk)2 , yk :=
k − 1

2
NL(ϵ)

.

Since ∆νU,k = o(1) and ∆νL,k = o(1) both hold uniformly for k = 1, . . . , NU(ϵ) and k =
1, . . . , NL(ϵ) respectively, it is enough to estimate RU,k and RL,k.

First we consider RU,k. If k is such that |x − µU(yk)| ≥ 1, then by neglecting δ(ϵ)2νU(yk)
2

in the denominator,

(2.18) RU,k ≤ 2
|∆µU,k|

|x − µU(yk)|
+

(
|∆µU,k|

|x − µU(yk)|

)2

.

But then we have the estimate by Conjecture 2

(2.19)
|∆µU,k|

|x − µU(yk)|
= O

(
ϵ2µ′

U(yk)

|x − µU(yk)|

)
which is uniform for k in the range 1 ≤ k ≤ NU(ϵ). This is O(ϵ2) as long as yk is bounded
away from the endpoints 0, 1. However, according to Conjecture 2, µ′

U(y)/µU(y) = O(y−1)
as y ↓ 0 while µ′

U(y)/µU(y) = O((1 − y)−1) as y ↑ 1. Using these estimates and the fact that
yk and 1 − yk are both greater than or equal to 1

2 NU(ϵ)
−1 shows that

(2.20) |x − µU(yk)| ≥ 1 =⇒ |∆µU,k|
|x − µU(yk)|

= O(ϵ2NU(ϵ)) = O(ϵ) =⇒ RU,k = O(ϵ)

holds uniformly over the indicated subset of indices k. On the other hand, if |x−µU(yk)| < 1,
then by neglecting (x − µU(yk))

2 in the denominator

(2.21) RU,k <
2|∆µU,k|+ |∆µU,k|2

δ(ϵ)2νU(yk)2 ≤ 2|∆µU,k|+ |∆µU,k|2

δ(ϵ)2c2
U

,

where νU(y) ≥ cU holds for 0 < y < 1 by Conjecture 3. Since µ′(y) is uniformly bounded if
µ(y) itself is, |x − µU(yk)| < 1 controls µ′(yk) uniformly for bounded x, and hence ∆µU,k =
O(ϵ2µ′(yk)) = O(ϵ2). Therefore

(2.22) |x − µU(yk)| < 1 =⇒ RU,k = O
(

ϵ2

δ(ϵ)2

)
= o(1)

holds uniformly for bounded x and in the indicated range of indices k because ϵ ≪ δ(ϵ) ≪ 1
as asserted in Conjecture 3. This shows that RU,k = o(1) holds uniformly for k = 1, . . . , NU(ϵ)
if x is uniformly bounded. Hence also QU,k = o(1) in the same sense.

Next, we consider RL,k. If k is such that |x − µL(yk)| ≥ ϵ, then neglecting ϵ2νL(yk)
2 from

the denominator as before,
(2.23)

|x − µL(yk)| ≥ ϵ =⇒ RL,k ≤ 2
|∆µL,k|

|x − µL(yk)|
+

(
|∆µL,k|

|x − µL(yk)|

)2

≤ 2
|∆µU,k|

ϵ
+

(
|∆µU,k|

ϵ

)2

.



BENJAMIN-ONO SOLITON ENSEMBLES 19

Since µ′
L(y) is uniformly bounded on 0 < y < 1, we use the uniform estimate ∆µL,k =

O(ϵ2µ′
L(yk)) = O(ϵ2) from Conjecture 2 to obtain RL,k = O(ϵ) as a uniform bound for

indices satisfying the indicated condition. Conversely, if |x − µL(yk)| < ϵ, we omit (x −
µL(yk))

2 from the denominator instead and obtain

(2.24) |x − µL(yk)| < ϵ =⇒ RL,k <
2ϵ|∆µL,k|+ |∆µL,k|2

ϵ2νL(yk)2 ≤ 2ϵ|∆µL,k|+ |∆µL,k|2

ϵ2c2
L

,

using νL(y) ≥ cL for 0 < y < 1 as follows from Conjecture 4. Again using ∆µL,k = O(ϵ2)
and combining with the result for |x − µL(yk)| ≥ ϵ shows that the bound RL,k = O(ϵ) holds
uniformly for all indices k = 1, . . . , NL(ϵ). Hence also QL,k = o(1) holds in the same sense.

We now investigate the small-ϵ asymptotics of each sum, starting with the outlier sum
uo(x, t).

Proposition 2.4 (Outlier sum). Let β > 0 be as in Definition 2.1, and assume that Conjecture 1
holds with some constant K > 0 and exponent 0 ≤ p < 1. Then, 1 − p > 0, and

uo(x, t) = ∑
σk(t)∈So

2ϵνk(t)
(x − µk(t))2 + νk(t)2 = O(ϵ1−p)(2.25)

for sufficiently small ϵ > 0 where the error term is uniform with respect to x, t.

Proof. The sum (2.25) is positive because all its terms are positive, so

∑
σk(t)∈So

2ϵνk(t)
(x − µk(t))2 + νk(t)2 ≤ ∑

σk(t)∈So

2ϵ

νk(t)
≤ K̃ϵ1−p,(2.26)

where K̃ = 2K/β > 0 is independent of x, t, ϵ, as desired.

Next we consider the upper sum uU(x, t). The main idea here is that the sum resembles
a Riemann sum for an integral, which in turn has an integrand involving a highly-peaked
function that approximates a Dirac delta. The first observation we make is that the conjec-
tured asymptotic behavior of µU(y, t) and νU(y, t) near the endpoints y = 0, 1 is enough to
neglect the contributions of the extreme eigenvalues on the upper branch.

Lemma 2.5 (Real parts close to x). Assume that Conjectures 2 and 3 both hold. Then, uniformly
for bounded t ≥ 0 and bounded x ∈ R, and arbitrary fixed η > 0,

(2.27) uU(x, t) = ∑
σk(t)∈SU

|µk(t)−x|<η

2ϵνk(t)
(x − µk(t))2 + νk(t)2 +O(δ(ϵ)), ϵ → 0.

Proof. We estimate the complementary part of uU(x, t) by first invoking Lemma 2.3 to
obtain (denoting yk := (k − 1

2 )/NU(ϵ))
(2.28)

∑
σk(t)∈SU

|µk(t)−x|≥η

2ϵνk(t)
(x − µk(t))2 + νk(t)2 = (1 + o(1)) ∑

σk(t)∈SU
|µk(t)−x|≥η

2ϵδ(ϵ)νU(yk, t)
(x − µU(yk, t))2 + δ(ϵ)2νU(yk, t)2
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where we used the fact that the terms are all positive. But neglecting δ(ϵ)2νU(yk, t)2 from the
denominator and using Conjectures 2 and 3 we get

∑
σk(t)∈SU

µk(t)≤x−η

2ϵδ(ϵ)νU(yk, t)
(x − µU(yk, t))2 + δ(ϵ)2νU(yk, t)2 ≤ ∑

σk(t)∈SU
µk(t)≤x−η

2ϵδ(ϵ)νU(yk, t)
(x − µU(yk, t))2

≲ ∑
σk(t)∈SU

µk(t)≤x−η

2ϵδ(ϵ)y−r−
k

y−2q−
k

.
(2.29)

Letting N−(ϵ) = O(ϵ−1) denote the greatest index k for which µk(t) ≤ x − η, this latter sum
is just

N−(ϵ)

∑
k=1

2ϵδ(ϵ)y−r−
k

y−2q−
k

= 2ϵδ(ϵ)NU(ϵ)
−(2q−−r−)

N−(ϵ)

∑
k=1

(k − 1
2 )

−(2q−−r−)

≲ 2ϵδ(ϵ)NU(ϵ)
−(2q−−r−)N−(ϵ)

1−(2q−−r−),

(2.30)

because 2q− − r− > −1, which is O(δ(ϵ)) as desired. The estimate of the part of the upper
bound in (2.28) with µk(t) ≥ x + η is similar, using 2q+ − r+ > −1.

Next, we have a Lemma that will help us compute the remaining terms in the upper sum
uU(x, t).

Lemma 2.6. Suppose that x ∈ R and η > 0. Let f : [x − η, x + η] → R be a continuous
function with positive lower bound f (z) ≥ c1 > 0 that is differentiable with uniformly bounded
derivative: | f ′(z)| ≤ c2. The function

(2.31) Dδ(z; x) :=
1
π
· δ f (z)
(z − x)2 + δ2 f (z)2

with parameter δ > 0 is an approximate delta function in the sense that for any bounded Lipschitz
continuous function g : [x − η, x + η] → R,

(2.32)
∫ x+η

x−η
Dδ(z; x)g(z)dz = g(x) +O(δ log(δ−1)), δ → 0.

Proof. Setting s(z) := (z − x)/(δ f (z)), we have

∫ x+η

x−η
Dδ(z; x)dz =

∫ x+η

x−η

1
s(z)2 + 1

(
s′(z) +

(z − x) f ′(z)
δ f (z)2

)
dz
π

=
∫ η/(δ f (x+η))

−η/(δ f (x−η))

1
s2 + 1

ds
π

+
∫ x+η

x−η

δ(z − x) f ′(z)
(z − x)2 + δ2 f (z)2

dz
π

= 1 +O(δ) +
∫ x+η

x−η

δ(z − x) f ′(z)
(z − x)2 + δ2 f (z)2

dz
π

, δ → 0,

(2.33)
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where on the last line we used the positive lower bound for f (z). But using also the upper
bound for | f ′(z)|,∣∣∣∣∫ x+η

x−η

δ(z − x) f ′(z)
(z − x)2 + δ2 f (z)2

dz
π

∣∣∣∣ ≤ c2δ

π

∫ x+η

x−η

|z − x|dz
(z − x)2 + δ2c2

1
=

c2δ

π

∫ (δc1)
−1

−(δc1)−1

|w|dw
w2 + 1

= O(δ log(δ−1)), δ → 0.

(2.34)

Therefore,

(2.35)
∫ x+η

x−η
Dδ(z; x)g(z)dz = g(x) +O(δ log(δ−1)) +

∫ x+η

x−η
Dδ(z; x)(g(z)− g(x))dz.

Let cg > 0 denote the Lipschitz constant of g, so that |g(z)− g(x)| ≤ cg|z − x|. Then∣∣∣∣∫ x+η

x−η
Dδ(z; x)(g(z)− g(x))dz

∣∣∣∣ ≤ cg

∫ x+η

x−η
Dδ(z; x)|z − x|dz

≤
Ccgδ

π

∫ x+η

x−η

|z − x|dz
(z − x)2 + δ2c2

1
.

(2.36)

where C denotes the finite positive maximum value of f (z) on [x − η, x + η]. This upper
bound is again O(δ log(δ−1)), so the proof is finished.

Now we may compute the upper branch sum.

Proposition 2.7 (Upper branch sum). Assume that Conjectures 2 and 3 hold. Then,

uU(x, t) := ∑
σk(t)∈SU

2ϵνk(t)
(x − µk(t))2 + νk(t)2 = ψU(x, t) + o(1), ϵ → 0,(2.37)

where

ψU(x, t) :=
2πϵNU(ϵ)

µ′
U(µ

−1
U (x, t), t)

, µ′
U(y, t) := ∂yµU(y, t),(2.38)

and the o(1) error term is uniform on bounded subsets of (x, t) ∈ R × [0, ∞) for which (x, t) is
bounded away from the curve (X−(τ), τ) parametrized by τ ≥ tb.

Remark 2.8. The product ϵNU(ϵ) converges as ϵ → 0 to a finite nonzero value depending
on t only. In fact, for 0 ≤ t ≤ tb, ϵNU(ϵ) → M defined in (1.10) as ϵ → 0.

Proof. Thanks to Lemma 2.5 and the fact that δ(ϵ) = o(1) as ϵ → 0 it suffices to study the
sum over eigenvalues σk(t) ∈ SU for which |µk(t)− x| < η for any suitable η > 0. A suitable
value for η will be specified at the end of the proof. Letting k = k−, . . . , k+ denote the index
range for which |µk(t)− x| < η holds, applying Lemma 2.3 and using the positivity of the
summand, the contributing terms can be written as

(2.39) ∑
σk(t)∈SU

|µk(t)−x|<η

2ϵνk(t)
(x − µk(t))2 + νk(t)2 = (1 + o(1))

k+

∑
k=k−

2ϵδ(ϵ)ν(yk)

(x − µ(yk))2 + δ(ϵ)2ν(yk)2 ,
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where yk := (k − 1
2 )/NU(ϵ), and for simplicity we are abbreviating µ(y) := µU(y, t) and

ν(y) := νU(y, t). Since we have a sum of a sampling of a continuous function over a large
number of grid points because k+ − k− ≳ ϵ−1, we can apply the Euler-Maclaurin formula in
the form

(2.40)
k+

∑
k=k−

h(k) =
∫ k+

k−
h(k)dk +

h(k+) + h(k−)
2

+
∫ k+

k−
h′(k)(k − ⌊k⌋ − 1

2 )dk

with h(k) a function defined on the real interval [k−, k+] by

(2.41) h(k) :=
2ϵδ(ϵ)ν(yk)

(x − µ(yk))2 + δ(ϵ)2ν(yk)2 , yk :=
k − 1

2
NU(ϵ)

, k ∈ [k+, k−].

Now, when k = k±, µ(yk) ≈ x ± η, so certainly |x − µ(yk±)| ≥ 1
2 η. Therefore |h(k±)| ≤

8ϵδ(ϵ)ν(yk±)η
−1. Since ν(y) is a continuous function of y on any closed subinterval of (0, 1),

and is independent of ϵ, we easily obtain

(2.42)
h(k+) + h(k−)

2
= O(ϵδ(ϵ)), ϵ → 0.

The last integral on the right-hand side of (2.40) can be estimated using that |k −⌊k⌋ − 1
2 | ≤

1
2

holds for all k ∈ R, and hence with a change of the integration variable we get

(2.43)
∣∣∣∣∫ k+

k−
h′(k)(k − ⌊k⌋ − 1

2 )dk
∣∣∣∣ ≤ 1

2

∫ k+

k−
|h′(k)|dk =

1
2

∫ yk+

yk−

∣∣∣∣ d
dy

h(NU(ϵ)y + 1
2 )

∣∣∣∣ dy.

Thus, using (2.41) we have

(2.44)
∣∣∣∣∫ k+

k−
h′(k)(k − ⌊k⌋ − 1

2 )dk
∣∣∣∣ ≤ ϵδ(ϵ)

∫ yk+

yk−

∣∣∣∣ d
dy

ν(y)
(x − µ(y))2 + δ(ϵ)2ν(y)2

∣∣∣∣ dy.

Doing the differentiation, we get a larger upper bound as a sum of three terms:

(2.45)
∫ yk+

yk−

∣∣∣∣ d
dy

ν(y)
(x − µ(y))2 + δ(ϵ)2ν(y)2

∣∣∣∣ dy ≤ I1 + I2 + I3,

where

I1 :=
∫ yk+

yk−

|ν′(y)|dy
(x − µ(y))2 + δ(ϵ)2ν(y)2 ,

I2 :=
∫ yk+

yk−

2δ(ϵ)2ν(y)2|ν′(y)|dy
[(x − µ(y))2 + δ(ϵ)2ν(y)2]2

,

I3 :=
∫ yk+

yk−

2|µ(y)− x|ν(y)µ′(y)dy
[(µ(y)− x)2 + δ(ϵ)2ν(y)2]2

,

(2.46)

where to write I3 we used the fact that ν(y) > 0 and µ′(y) > 0. Now, according to Conjec-
ture 3, we have a lower bound of the form ν(y) ≥ cU > 0, and as noted above ν(y) attains a
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finite maximum on [yk− , yk+ ] that we denote by C. Likewise, Conjecture 3 asserts the absolute
continuity of the derivative ν′(y) on (0, 1), and hence

(2.47) I1 ≤ 1
c2

Uδ(ϵ)2

∫ yk+

yk−

|ν′(y)|dy and I2 ≤ 2C2

c4
Uδ(ϵ)2

∫ yk+

yk−

|ν′(y)|dy.

Since yk± ≈ µ−1(x ± η), and the latter values do not depend on ϵ, it is clear that I1 + I2 =
O(δ(ϵ)−2) as ϵ → 0. To estimate I3, we first use the upper and lower bounds on ν(y) to
obtain

(2.48) I3 ≤ C
∫ yk+

yk−

2|µ(y)− x|µ′(y)dy
[(µ(y)− x)2 + δ(ϵ)2c2

U ]
2

.

We next split the integral at the point y = µ−1(x); then µ(y) > x holds for µ−1(x) < y < yk+
while µ(y) < x holds for yk− < y < µ−1(x). Therefore,

∫ yk+

yk−

2|µ(y)− x|µ′(y)dy
[(µ(y)− x)2 + δ(ϵ)2c2

U ]
2
=

(∫ yk+

µ−1(x)
−
∫ µ−1(x)

yk−

)
2(µ(y)− x)µ′(y)dy

[(µ(y)− x)2 + δ(ϵ)2c2
U ]

2

=

(∫ µ(yk+ )

x
−
∫ x

µ(yk− )

)
2(µ − x)dµ

[(µ − x)2 + δ(ϵ)2c2
U ]

2
.

(2.49)

Carrying out the explicit integration and using the result in (2.48) gives

(2.50) I3 ≤ 2C
δ(ϵ)2c2

U
− C

(µ(yk+)− x)2 + δ(ϵ)2c2
U
− C

(µ(yk−)− x)2 + δ(ϵ)2c2
U

≤ 2C
δ(ϵ)2c2

U

so also I3 = O(δ(ϵ)−2) as ϵ → 0. Combining the estimates and using ϵ ≪ δ(ϵ) ≪ 1 shows
that

(2.51)
k=k+

∑
k=k−

h(k)−
∫ k+

k−
h(k)dk = O(ϵδ(ϵ)) +O(ϵδ(ϵ)−1) = O(ϵδ(ϵ)−1) = o(1), ϵ → 0.

It only remains to consider the integral∫ k+

k−
h(k)dk = NU(ϵ)

∫ yk+

yk−

h(NU(ϵ)y + 1
2 )dy

= 2ϵNU(ϵ)
∫ yk+

yk−

δ(ϵ)ν(y)dy
(x − µ(y))2 + δ(ϵ)2ν(y)2

= 2πϵNU(ϵ) ·
1
π

∫ µ(yk+ )

µ(yk− )

δ(ϵ)ν(µ−1(z))
(x − z)2 + δ(ϵ)2ν(µ−1(z))2

1
µ′(µ−1(z))

dz,

(2.52)

where on the last line we changed variables by the increasing map z = µ(y). Since µ(yk±) =
x ± η +O(ϵ) as ϵ → 0 and the integrand is O(δ(ϵ)) near the limits of integration,
(2.53)∫ k+

k−
h(k)dk = 2πϵNU(ϵ) ·

1
π

∫ x+η

x−η

δ(ϵ)ν(µ−1(z))
(x − z)2 + δ(ϵ)2ν(µ−1(z))2

1
µ′(µ−1(z))

dz +O(ϵδ(ϵ))
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because ϵNU(ϵ) = O(1). Finally, we appeal to Lemma 2.6 with f (z) := ν(µ−1(z)) and
g(z) := µ′(µ−1(z))−1, which will satisfy the required hypotheses provided we now choose
η > 0 appropriately. If 0 ≤ t < tb, we will take η = 1, but if t ≥ tb, since x ̸= X−(t), we will
take η < 1

2 |x − X−(t)|. This choice guarantees that, according to Conjectures 2 and 3, f (z)
is continuous with a positive lower bound and is continuously differentiable (hence having
bounded derivative) for z ∈ [x − η, x + η]; likewise g(z) is continuously differentiable (hence
Lipschitz) on the same interval. We conclude that

∫ k+

k−
h(k)dk =

2πϵNU(ϵ)

µ′(µ−1(x))
+O(δ(ϵ) log(δ(ϵ)−1))

=
2πϵNU(ϵ)

µ′(µ−1(x))
+ o(1), ϵ → 0,

(2.54)

because ϵ ≪ δ(ϵ) ≪ 1. Combining with (2.39), (2.41), and (2.51) completes the proof.

Now we can turn our attention to the sum over the lower branch of eigenvalues, assum-
ing that (x, t) is inside the triple-valued region for Burgers’ equation.

Proposition 2.9 (Lower branch sum). Fix t > tb, and let x0 be fixed in the interior of the triple-
valued region for Burgers’ equation, i.e., X−(t) < x0 < X+(t). Assume that Conjectures 2 and 4
hold. Then,

uL(x, t) =
ψL(x0, t)sinh (ϕL(x0, t))

cosh (ϕL(x0, t))− cos (ψL(x0, t)ϵ−1(x − x0) + 2πp(x0))
+ o(1), ϵ → 0,(2.55)

holds uniformly for x − x0 = O(ϵ3/4) where p(x0) is a uniformly bounded (bound independent of
x0) phase shift, see (2.70) below, and

ψL(x, t) :=
2πϵNL(ϵ)

µ′
L(µ

−1
L (x, t), t)

, ϕL(x, t) := ψL(x, t)νL(µ
−1
L (x, t), t).(2.56)

Proof. For brevity, we write ν(y) := νL(y, t) and µ(y) := µL(y, t) for the sampling func-
tions defined in Conjectures 2 and 4 as t is fixed and we are only concerned with the lower
branch. For uL(x, t) defined by (2.9), we first apply Lemma 2.3 to get

uL(x, t) = (1 + o(1))
NL(ϵ)

∑
k=1

2ϵ2ν(yk)

(x − µ(yk))2 + ϵ2ν(yk)2 , yk :=
k − 1

2
NL(ϵ)

(2.57)

because the terms are all positive. We will work with the explicit sum and then deal later
with the multiplicative factor 1 + o(1). The leading-order contribution to the explicit sum
will come from the terms where µ(yk) is close to x0 which we specify by the condition
|µ(yk) − x0| ≤ 2ϵr where r is an exponent with 0 < r < 1

2 . Indeed, under the comple-
mentary condition |µ(yk) − x0| > 2ϵr, we have |x − µk(y)| ≥ ||µ(yk) − x0| − |x − x0|| =
|µ(yk)− x0| − |x − x0| ≥ ϵr for ϵ > 0 sufficiently small, because x − x0 = O(ϵ3/4) = o(ϵr)
holds for r < 1

2 . Therefore, neglecting the term ϵ2ν(yk)
2 in the denominator and extending
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the sum over the full range of k, the sum of complementary terms is estimated as follows:

(2.58)
NL(ϵ)

∑
k=1

|µ(yk)−x0|>2ϵr

2ϵ2ν(yk)

(x − µ(yk))2 + ϵ2ν(yk)2 ≤ 2ϵNL(ϵ) · ϵ1−2r
NL(ϵ)

∑
k=1

ν(yk)

NL(ϵ)
.

The last sum is a Riemann sum for the integral
∫ 1

0 ν(y)dy which is finite according to Con-
jecture 4. Since ϵNL(ϵ) = O(1) as ϵ → 0 and r < 1

2 , the sum (2.58) of complementary terms
tends to zero with ϵ.

The remaining terms in the explicit sum on the right-hand side of (2.57) have indices k
in the set Sr := {j = 1, 2, . . . , NL(ϵ) : |µ(yj)− x0| ≤ 2ϵr}. Next we show that for the terms
in the explicit sum with indices in Sr, we can replace ν(yk) in the summand with ν(µ−1(x0))
because r > 0. Indeed, consider the difference

(2.59) D := ∑
k∈Sr

[
2ϵ2ν(yk)

(x − µ(yk))2 + ϵ2ν(yk)2 − 2ϵ2ν(µ−1(x0))

(x − µ(yk))2 + ϵ2ν(µ−1(x0))2

]
= 2ϵ2 ∑

k∈Sr

[(x − µ(yk))
2 − ϵ2ν(yk)ν(µ

−1(x0))](ν(yk)− ν(µ−1(x0)))

[(x − µ(yk))2 + ϵ2ν(yk)2][(x − µ(yk))2 + ϵ2ν(µ−1(x0))2]
.

Since the function x 7→ ν(µ−1(x)) is continuously differentiable near x = x0, the condition
|µ(yk)− x0| ≤ 2ϵr implies that |ν(yk)− ν(µ−1(x0))| ≲ ϵr, and therefore

(2.60) |D| ≲ ϵ2+r ∑
k∈Sr

(x − µ(yk))
2 + ϵ2ν(yk)ν(µ

−1(x0))

[(x − µ(yk))2 + ϵ2ν(yk)2][(x − µ(yk))2 + ϵ2ν(µ−1(x0))2]
.

Furthermore, according to Conjecture 4 we have the lower bound ν(y) ≥ cL > 0, and as ν is
a C1 function near µ−1(x0) > 0, we have also a local upper bound: ν(y) ≤ K, so

(2.61) |D| ≲ ϵ2+r ∑
k∈Sr

(x − µ(yk))
2

[(x − µ(yk))2 + ϵ2c2
L]

2
+ ϵ4+r ∑

k∈Sr

1
[(x − µ(yk))2 + ϵ2c2

L]
2

.

Let Sr
0 := {k ∈ Sr : |x − µ(yk)| ≤ ϵ}. Then the cardinality of Sr

0 is |Sr
0| = O(1) as ϵ ↓ 0, so

∑
k∈Sr

0

(x − µ(yk))
2

[(x − µ(yk))2 + ϵ2c2
L]

2
≤ ∑

k∈Sr
0

ϵ2

ϵ4c4
L
≲ ϵ−2,

∑
k∈Sr

0

1
[(x − µ(yk))2 + ϵ2c2

L]
2
≤ ∑

k∈Sr
0

1
ϵ4c4

L
≲ ϵ−4,

(2.62)

and therefore the terms indexed by Sr
0 contribute O(ϵr) to the right-hand side of the estimate

(2.61). Then for the remaining indices in Sr we can write

∑
k∈Sr\Sr

0

(x − µ(yk))
2

[(x − µ(yk))2 + ϵ2c2
L]

2
≤ ∑

k∈Sr\Sr
0

1
(x − µ(yk))2 ,

∑
k∈Sr\Sr

0

1
[(x − µ(yk))2 + ϵ2c2

L]
2
≤ ∑

k∈Sr\Sr
0

1
(x − µ(yk))4 .

(2.63)
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Then, for either exponent p = 2, 4, we can use the positive lower bound on µ′(y) = µ′
L(y, t)

implied by Conjecture 2 to get

(2.64) ∑
k∈Sr\Sr

0

1
(x − µ(yk))p ≲ NL(ϵ) ∑

k∈Sr\Sr
0

µ′(yk)

(x − µ(yk))p · 1
NL(ϵ)

.

Since 1/NL(ϵ) is exactly the spacing of the points yk, the latter sum is a Riemann sum for an
integral, and hence

(2.65) ∑
k∈Sr\Sr

0

1
(x − µ(yk))p ≲ NL(ϵ)

∫
|µ−x|≥ϵ

dµ

(x − µ)p ,

wherein the integration is extended to µ = ±∞ as a finite upper bound since p = 2, 4.
Performing the integration shows that

(2.66) ∑
k∈Sr\Sr

0

1
(x − µ(yk))p ≲ NL(ϵ)ϵ

1−p ≲ ϵ−p, p = 2, 4.

Combining with (2.63) shows that also the terms with indices in Sr \ Sr
0 contribute O(ϵr) to

the right-hand side of the estimate (2.61) so D → 0 as ϵ → ∞.
Therefore, it remains to analyze the sum

(2.67) Σ := ∑
k∈Sr

2ϵ2ν(µ−1(x0))

(x − µ(yk))2 + ϵ2ν(µ−1(x0))2 ,

which can be written in the form

(2.68) Σ =
2

ν(µ−1(x0))
∑

k∈Sr

L
(

x − µ(yk)

ϵν(µ−1(x0))

)
, L(z) :=

1
z2 + 1

.

Let k0 ∈ Sr be the index such that |x0 − µ(yk)| is minimized. The spacing of the points µ(yk)
near x0 is approximately NL(ϵ)

−1µ′(yk0). More precisely, since µ(y) is twice continuously
differentiable according to Conjecture 2 with derivative µ′(yk0) > 0,

(2.69) µ(yk0)− µ(yk) = µ′(yk0)
k0 − k
NL(ϵ)

+O
((

k0 − k
NL(ϵ)

)2
)

We next express x0 in terms of the phase shift p(x0), which is defined by the relation

x0 = µ(yk0) + µ′(yk0)
p(x0)

NL(ϵ)
.(2.70)

The phase shift p(x0) must be bounded with an upper bound on |p(x0)| close to 1
2 because

k0 minimizes the distance between x0 and µ(yk). Combining (2.69) and (2.70), we write the
argument of L in the summand of (2.68) as

(2.71) z =
x − µ(yk)

ϵν(µ−1(x0))
= w +

k0 − k
Ω(x0; ϵ)

+O
(
(k0 − k)2

NL(ϵ)

)
,
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where

(2.72) w :=
x − x0

ϵν(µ−1(x0))
+

p(x0)

Ω(x0; ϵ)
,

and Ω(x0; ϵ) is the quantity

(2.73) Ω(x0; ϵ) :=
ϵNL(ϵ)ν(µ

−1(x0))

µ′(µ−1(x0))
,

which has a finite nonzero limit Ω(x0; 0) as ϵ → 0. We notice that the error term in the
argument of L will be small of order O(ϵ1−2q) for indices k ∈ Sr for which |k − k0| ≤ ϵ−q,
where q is any exponent with 0 < q < 1

2 . Using also r < 1
2 , these terms will be a small

fraction of the total cardinality |Sr| ∼ ϵr−1 because q + r < 1. Since z 7→ L(z) obviously has
a uniformly bounded derivative,

∑
k∈Sr

|k−k0|≤ϵ−q

L
(

x − µ(yk)

ϵν(µ−1(x0))

)
= ∑

k∈Sr

|k−k0|≤ϵ−q

[
L
(

w +
k0 − k

Ω(x0; ϵ)

)
+O(ϵ1−2q)

]

= ∑
k∈Sr

|k−k0|≤ϵ−q

L
(

w +
k0 − k

Ω(x0; ϵ)

)
+O(ϵ1−3q), ϵ → 0.

(2.74)

To ensure that the error term in (2.74) is small we will now further constrain q by assuming
q < 1

3 . Now, for k in the complementary part of Sr where |k − k0| > ϵ−q, we see that if we
can guarantee the condition x − x0 = o(ϵ1−q) as ϵ → 0, we have w = o((k0 − k)/Ω(x0; ϵ))
because also p(x0)/Ω(x0; ϵ) is bounded. Therefore,

(2.75) z =
x − µ(yk)

ϵν(µ−1(x0))
=

k0 − k
Ω(x0; ϵ)

(1 + o(1)),

so for these terms the argument z of L satisfies |z| ≳ ϵ−q. Since L(z) = O(z−2) as z → ∞,

(2.76) ∑
k∈Sr

|k−k0|>ϵ−q

L
(

x − µ(yk)

ϵν(µ−1(x0))

)
= ∑

k∈Sr

|k−k0|>ϵ−q

O(ϵ2q) = O(ϵ2q+r−1),

because these terms constitute the dominant fraction of those in Sr, and |Sr| ∼ ϵr−1. For the
same reasons, we also have

(2.77) ∑
k∈Sr

|k−k0|>ϵ−q

L
(

w +
k0 − k

Ω(x0; ϵ)

)
= O(ϵ2q+r−1),

so combining (2.74), (2.76), and (2.77) we obtain

(2.78) ∑
k∈Sr

L
(

x − µ(yk)

ϵν(µ−1(x0))

)
= ∑

k∈Sr

L
(

w +
k0 − k

Ω(x0; ϵ)

)
+O(ϵ1−3q) +O(ϵ2q+r−1), ϵ → 0.
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To guarantee that the term O(ϵ2q+r−1) is negligible as ϵ → 0, we must put a lower bound on
q, namely q > 1

2 (1 − r) which also implies q > 1
4 because r < 1

2 . With this inequality on q
we can verify that because x − x0 = O(ϵ3/4) it also holds that x − x0 = o(ϵ1−q), exactly as
presumed above.

Now that the argument of L(z) := (z2 + 1)−1 is linear in the index k, the corresponding
infinite series summing over k ∈ Z is explicitly convergent [14, 1.445.9]:

∑
k∈Z

L
(

w +
k0 − k

Ω(x0; ϵ)

)
= ∑

j∈Z

L
(

w +
j

Ω(x0; ϵ)

)
=

πΩ(x0; ϵ) sinh(2πΩ(x0; ϵ))

cosh(2πΩ(x0; ϵ))− cos(2πΩ(x0; ϵ)w)
.

(2.79)

Hence if 0 < r < 1
2 and 1

4 < 1
2 (1 − r) < q < 1

3 , the bound x − x0 = O(ϵ3/4) yields

(2.80) ∑
k∈Sr

L
(

x − µ(yk)

ϵν(µ−1(x0))

)
=

πΩ(x0; ϵ) sinh(2πΩ(x0; ϵ))

cosh(2πΩ(x0; ϵ))− cos(2πΩ(x0; ϵ)w)
+ o(1), ϵ → 0,

and referring back to (2.67)–(2.68), this implies that Σ is given by

(2.81) Σ = ∑
k∈Sr

2ϵ2ν(µ−1(x0))

(x − µ(yk))2 + ϵ2ν(µ−1(x0))2

=
2πΩ(x0; ϵ)

ν(µ−1(x0))

sinh(2πΩ(x0; ϵ))

cosh(2πΩ(x0; ϵ))− cos(2πΩ(x0; ϵ)w)
+ o(1), ϵ → 0.

Under the same conditions on r we have already seen that D = o(1) (see (2.59)) and that
the right-hand side of (2.58) is o(1). Combining these results with (2.57) and noting that
2πΩ(x0; ϵ) = ϕL(x0, t) and 2πΩ(x0; ϵ)w = ψL(x0, t)ϵ−1(x − x0) + 2πp(x0) (see (2.56)) com-
pletes the proof.

Combining Propositions 2.4, 2.7, and 2.9 gives us the complete result.

Theorem 2.10 (Asymptotic expansion of the soliton ensemble). Let u0 be an admissible ini-
tial condition with one inflection point to the right of the maximizer, and let u(x, t) denote the cor-
responding soliton ensemble solving (1.1). Suppose either that 0 ≤ t < tb, or that t ≥ tb and
x ∈ R \ [X−(t), X+(t)], and that Conjectures 1, 2, and 3 hold. Then

(2.82) u(x, t) = ψU(x, t) + o(1), ϵ → 0

with the error term being uniform on compact subsets of the indicated domain. On the other hand, if
t > tb is fixed and x0 ∈ (X−(t), X+(t)), and Conjectures 1, 2, 3, and 4 hold, then as ϵ → 0,

(2.83) u(x, t) = ψU(x, t) +
ψL(x0, t) sinh(ϕL(x0, t))

cosh(ϕL(x0, t))− cos(ψL(x0, t)ϵ−1(x − x0) + 2πp(x0))
+ o(1)

with the error term being uniform for x − x0 = O(ϵ3/4).
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2.3. Comparison with expectations of Whitham modulation theory. The explicit terms
on the right-hand side of (2.83) give, for each fixed (x0, t) a periodic function of x that is
the profile f of an exact traveling wave solution u(x, t) = f (x − ct) of the BO equation
(1.1); see [1, 27]. The periodic wave has wavelength proportional to ϵ, and the approxima-
tion asserted in Theorem 2.10 is valid for a range of values of x − x0 that includes a large
number (O(ϵ−1/4)) of wavelengths. Resolving the time dependence would require further
conjectures regarding the time dependence of the eigenvalues σk(t) that goes beyond the
scope of our paper. However, as the parameters (x0, t) vary within the domain t > tb with
X−(t) < x0 < X+(t), the parameters of the periodic wave vary as well, which means that
the soliton ensemble is actually a relatively slowly modulated periodic wavetrain.

According to the formal Whitham modulation theory for the BO equation developed by
Dobrokhotov and Krichever in [7], modulated periodic waves should have the form given
in (2.83), but the quantities ψU , ψL, and ϕL should be given as functions of (x0, t) in terms
of three Riemann invariants solving a system of uncoupled Burgers equations. We identify
these Riemann invariants with the branches of the multi-valued solution of Burgers’ equa-
tion with initial data u0. Matching the formula (2.83) with the Whitham theory requires the
following explicit identifications:

ψU(x, t) = uB
0 (x, t),(2.84)

and, for (x, t) in the multi-valued Burgers region,

ψL(x, t) = uB
2 (x, t)− uB

1 (x, t), ϕL(x, t) =
1
2

log
(

uB
2 (x, t)− uB

0 (x, t)
uB

1 (x, t)− uB
0 (x, t)

)
.(2.85)

The numerical approximation of the multiscale soliton ensemble u(x, t), and the slowly vary-
ing modulation parameters ψL,U(x0, t), and ϕL(x0, t) obtained from the eigenvalues σk(t) are
plotted along with the expressions above in Figure 8. This shows that the distribution of
complex eigenvalues σk(t) of C(t) indeed produces an approximate formula (2.83) for the
BO soliton ensemble associated with the initial data u0 that is fully consistent with Whitham
modulation theory.

3. Asymptotic properties of the real eigenvalues αk(x, t) and their implications.

3.1. Estimates on derivatives of the eigenvalues and the importance of small eigen-
values. Let αk(x, t), k = 1, . . . , N, denote the eigenvalues of A(x, t) and let uk(x, t) denote the
corresponding orthonormalized eigenvectors. Recall the formula (1.22) for u(x, t) in terms
of the eigenvalues of A(x, t) and their derivatives with respect to x. By differentiation of the
relation A(x, t)uk(x, t) = αk(x, t)uk(x, t) and noting that the coordinates (x, t) only occur in
the diagonal entries of A(x, t), we find that the x and t derivatives of αk(x, t) can be expressed
in terms of the eigenvector uk(x, t) as

(3.1)
∂αk

∂x
(x, t) =

N(ϵ)

∑
j=1

(−2λj)|uk,j(x, t)|2,
∂αk

∂t
(x, t) =

N(ϵ)

∑
j=1

(−4λ2
j )|uk,j(x, t)|2.
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Figure 8: The theoretical asymptotic expressions (dashed green) for the soliton ensemble
u(x, t) ((2.83) with x0 = 3) and modulation fields ψU,L(x, t), and ϕL(x, t) (see (2.84)–(2.85))
compared with the soliton ensemble for fixed nonzero ϵ = 2−12 (see (1.28)) and correspond-
ing numerical approximations of the modulation fields obtained from eigenvalues of C(t)
and the coincident discretizations of the functions µU,L(y), µ′

U,L(y), and νL(y) (blue curves).

Since −L < λj < 0 for j = 1, . . . , N(ϵ), it is clear that

0 <
∂αk

∂x
(x, t) < 2L, − 4L2 <

∂αk

∂t
(x, t) < 0.(3.2)

We next note that only small values of α actually contribute to the sum. Indeed, we know
from (3.2) that 0 ≤ ∂xαk ≤ 2L, hence

(3.3) ∑
|αk |≥ϵr

2∂xαk(x, t)

(ϵ−1αk(x, t))2 + 1
≤ 4L ∑

|αk |≥ϵr

1
ϵ2r−2 ≤ 4LN(ϵ)ϵ2−2r ≲ ϵ1−2r.

This goes to zero as ϵ → 0 when r < 1
2 .

3.2. Numerical experiments. We first observe the distribution of small eigenvalues of
A(x, t) and their corresponding (normalized) eigenvectors via numerics. See Figure 9. These
computations suggest that on subintervals of x ∈ (X−(t), X+(t)) where the method-of-
characteristics solution of the inviscid Burgers equation with initial data u0(x) is multi-
valued at some fixed time t > tb, most small eigenvalues αk(x, t) have either a specific large
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Figure 9: Numerical plots of small eigenvalues αk(x, 1) versus x, for three different values of
ϵ. The value of t = 1 > tb is selected so that for the range of x in the plots, there is an interval
X−(t) < x < X+(t) delineated with vertical red lines on which the solution of Burgers’
equation is multi-valued. It is clear that for x ∈ (X−(t), X+(t)), there are both slow-moving
and fast-moving eigenvalues whose trajectories actually form a system of non-intersecting
paths. (The vertical line at x = 3.25 is for reference only; see Figure 10 below.)

x-velocity αk,x(x, t) or a small x-velocity. The small eigenvalues αk(x, t) also appear to never
coincide for any x; hence there are also numerous near-collisions between fast-moving and
slow-moving eigenvalues in which what actually occurs is that a slow eigenvalue rapidly
accelerates while a fast eigenvalue decelerates. On the other hand, if there is only one branch
of the Burgers solution above (x, t), then all of the small eigenvalues appear to be of the
slow-moving type.

The overall distribution of the eigenvalues αk(x, t) in the limit ϵ → 0 is known according
to [24]. Indeed, the following limit holds in the weak-∗ sense:

lim
ϵ→0

M
N(ϵ)

N(ϵ)

∑
k=1

δαk(x,t)(α) = G(α; x, t)dα,

G(α; x, t) := − 1
4π

∫ 0

−L
χ[−2λ(x+2λt−x+(λ)),−2λ(x+2λt−x−(λ))](α)

dλ

λ
,

(3.4)

where χI denotes the characteristic function of the interval I, and x−(λ) < x+(λ) are the
two turning points satisfying u0(x±(λ)) = −λ. So, given α ∈ R, the limiting density of
eigenvalues near α is computed as −1/(4π) times the integral of 1/λ over those subintervals
of λ ∈ (−L, 0) where the inequalities −2λ(x + 2λt − x+(λ)) < α < −2λ(x + 2λt − x−(λ))
both hold. In the case that the inviscid Burgers solution with initial data u0(x) has three
branches, uB

0 (x, t) < uB
1 (x, t) < uB

2 (x, t), and that α is small, there are two such subintervals:
[−uB

2 (x, t) + o(1),−uB
1 (x, t) + o(1)] and [−uB

0 (x, t) + o(1), η(α)], where η(α) ≤ 0 is a small
quantity that satisfies the implicit equation

(3.5) u0

(
α

2η(α)
+ x + 2η(α)t

)
= −η(α).

For positive rational u0(x) there is an integer p > 0 and a constant C > 0 such that u0(x) =
Cx−2p(1 +O(x−1)) as x → ±∞. Solutions η(α) of (3.5) that are small as α → 0 necessarily
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satisfy η(α) ≪ α, in which case the above large-x approximation of u0 yields that

(3.6) η(α) = −K|α|2p/(2p−1)(1 + o(1)), α → 0, K :=
(

1
22pC

)1/(2p−1)

.

Therefore, for small α, the density G(α; x, t) is approximated by

G(α; x, t) = − 1
4π

[
ln(uB

1 (x, t) + o(1))− ln(uB
2 (x, t) + o(1))

+ ln(−η(α))− ln(uB
0 (x, t) + o(1))

]
=

1
4π

2p
2p − 1

ln(|α|−1) +O(1), α → 0.

(3.7)

Thus, the overall asymptotic density of eigenvalues αk(x, t) diverges logarithmically as α →
0. There are therefore many small eigenvalues αk(x, t), and when x ∈ (X−(t), X+(t)), the
plots in Figure 9 suggest that the majority of these are slow-moving eigenvalues2. One may
think of the origin α = 0 as locating a kind of “traffic jam” of eigenvalues with small positive
x-velocities through which a small number of fast-moving eigenvalues repeatedly pass with
increasing x.

The x-velocity of an eigenvalue α = αk(x, t) can be expressed explicitly in terms of its cor-
responding normalized eigenvector uk(x, t) by (3.1). One can then calculate the x-velocities
of all the (small) eigenvalues directly from numerically computed eigenvectors. Selecting the
value of x at t = 1 corresponding to the vertical line at x = 3.25 in the plots in Figure 9, the
velocities of the eigenvalues in the range |α| < ϵ1/3 (larger eigenvalues make a negligible
contribution to the sum in (1.22) by (3.3)) are plotted against the eigenvalues α for a series
of decreasing values of ϵ in Figure 10. These plots suggest that as ϵ → 0, the “fast” small
eigenvalues are in the minority, they have a regular spacing proportional to ϵ, and (perhaps)
their velocities approach a limiting value in the range (0, 2L). Two possible limiting values
are shown in the plots as horizontal lines; clearly the solid green line is a better fit than the
dotted red line.

To explain the predictions behind the horizontal lines in the plots of Figure 10, we may
look at and compare plots of the square modulus of components of an eigenvector uk(x, t)
for slow and fast eigenvalues. See Figure 11. The plots clearly show that whether a small
eigenvalue is “slow” or “fast”, the eigenvector is strongly localized in two subintervals of
the rescaled index yj = ϵ(j − 1

2 ), which generally lies in the range 0 < yj < M as j ∈ Z varies
from j = 1 to j = N(ϵ). One of these intervals abuts the right edge yj = M but the other
is bounded away from this edge. The “slow” eigenvector appears to be supported in the
abutting interval while the “fast” eigenvector evidently has some support in both intervals.

2The majority of the intersections with any given vertical reference line such as x = 3.25 in Figure 9 are
evidently with curves having the smaller of the two slopes. On the other hand, the majority of the intersections
with the horizontal line α = 0 as x varies in the multi-valued interval are with curves having the larger of the
two slopes, i.e. most of the eigenvalues crossing the origin α = 0 with varying x are of the fast-moving variety.
Note that according to (1.23), we have A(x, t) = D(xI − B(t))D, and hence A(x, t) has α = 0 as an eigenvalue
precisely when x is an eigenvalue of B(t).
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Figure 10: The eigenvalue velocity αk,x(x, t) determined from the eigenvector according to
(3.1) plotted against the eigenvalues αk(x, t) in the range |α| < ϵ1/3, for (x, t) = (3.25, 1)
and various indicated values of ϵ. For the indicated initial condition, L = 2, so all
derivatives αx lie in the range 0 < αx < 2L = 4. The dotted red line is αx =
2(uB

2 (x, t) − uB
1 (x, t))/(ln(uB

2 (x, t)) − ln(uB
1 (x, t))), and the green line is αx = 2(uB

2 (x, t) −
uB

1 (x, t))/(ln(uB
2 (x, t)− uB

0 (x, t))− ln(uB
1 (x, t)− uB

0 (x, t))).

Moreover, there is evidence in the plots that near the right edge, |uk,j(x, t)|2 is proportional
to (M − yj)

−1, which is not integrable as a function of yj. Therefore, if there is any support
of uk(x, t) in the interval abutting this singularity, the constant of proportionality must be
very small for the eigenvector to be normalized. Now, recalling that as j varies from j = 1 to
j = N(ϵ) the numbers λj increase monotonically from λ1 ≈ −L to λN(ϵ) ≈ 0, and in fact one
can show that for u0(x) = 2(1 + x2)−1, λj = O(M − yj) near the right edge. Consequently,
for such eigenvectors the formula (3.1) predicts a small value of ∂xαk(x, t).

This means that in order for an eigenvalue αk(x, t) to have a velocity ∂xαk(x, t) that is not
small in the limit ϵ → 0, it is necessary for the corresponding eigenvector to be predomi-
nantly localized in the other subinterval of (0, M) that does not abut the right edge. This
could happen in two different ways:

1. In the limit ϵ → 0, the eigenvector could have no support on any interval abutting the
right edge yj = M. If this is true, then the plot in the right-hand panel of Figure 11
is misleading in the sense that if ϵ is made smaller the evident support near the right
edge should disappear rapidly.

2. In the limit ϵ → 0, the eigenvector could have a nonzero limiting fraction of its
norm in the subinterval abutting the right edge; since |uk,j(x, t)|2 is proportional to
(M − yj)

−1 and M − yN(ϵ) = O(ϵ1/2) as ϵ → 0 for u0(x) = 2(1 + x2)−1, this sug-
gests that the proportionality constant on the abutting interval should be small of
size O(ln(ϵ−1)−1).
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Figure 11: Left: an (here, unnormalized) eigenvector of A(x, t) for a “slow” eigenvalue.
Right: an unnormalized eigenvector of A(x, t) for a “fast” eigenvalue. Values of |uj|2 are
shown with blue points. Also shown with green curves are best fits (choice of a0 > 0) on
the intervals bounded by the y-values corresponding to the three values of the multi-valued
solution of the inviscid Burgers equation (indicated with dashed vertical lines) to the ap-
proximate squared amplitude a2

0Λ′(y)/(−Λ(y)). For the “slow” eigenvalue, the best fit is
for a2

0 ≈ 6.461 × 10−6. For the “fast” eigenvalue, the best fit for the left support interval is
a2

0 ≈ 2.983 × 10−4 and the best fit for the right support interval is a2
0 ≈ 4.873 × 10−6; the

fraction of the squared ℓ2 norm in the right support interval is approximately 0.7543.

To see the full implications of these two alternatives requires an asymptotic theory of eigen-
vectors of A(x, t) that we will develop next. However, we may point out at this juncture that
the dotted red line in the panels of Figure 10 corresponds to the first case, while the green line
corresponds to a specific choice of small proportionality constant in the second case, selected
to match the formal predictions of Whitham modulation theory [7].

3.3. Analysis of eigenvectors of A(x, t). As suggested by the above numerical obser-
vations, we distinguish two families of “fast” and “slow” eigenvectors. An explanation for
these two types of eigenvectors may lie in semiclassical analysis, and more precisely, on
Toeplitz (or Berezin-Toeplitz) quantization. Indeed, one might notice that the matrix A(x, t)
resembles a generalized Toeplitz matrix, whose entries vary slowly along the diagonals.

To exhibit this structure more clearly, let a monotone increasing function Λ : (0, M) →
(−L, 0) (see (1.10) for L, M) be defined as

∫ Λ(y)

−L
F(λ)dλ = y.(3.8)

It follows that Λ′(y) = 1/F(Λ(y)) and λj = Λ(ϵ(j − 1
2 )), see (1.15). We can write the off-

diagonal elements of A(x, t) as

(3.9) Ajk(x, t) =
2Λ(yj)

Λ′(yj)

i
k − j

+ ϵ f (yj, ∆yjk), k ̸= j
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in which

(3.10) yj := ϵ

(
j − 1

2

)
, ∆yjk := ϵ(k − j),

(3.11) f (y, ∆y) := −2iΛ(y)
Λ(y + ∆y)− Λ(y)− Λ′(y)∆y

√
Λ(y+∆y)

Λ(y)

Λ′(y)∆y[Λ(y + ∆y)− Λ(y)]
.

Both the numerator and denominator of f (y, ∆y) are smooth ϵ-independent functions of ∆y
that vanish to second order at ∆y = 0. In fact, we can let ∆y → 0 and obtain the limiting
value

(3.12) f (y, 0) = i
Λ′(y)2 − Λ(y)Λ′′(y)

Λ′(y)2 = i
d

dy
Λ(y)
Λ′(y)

.

Note that the diagonal elements of A(x, t) can also be expressed as the sampling of a smooth
function:

(3.13) Ajj(x, t) = −2Λ(yj)(x + 2Λ(yj)t + γ(Λ(yj))).

Numerics shown in Figure 11 and in Figure 13 below suggest that on ranges of indices
j where eigenvector elements uk,j(x, t) of A(x, t) are not small, they have slowly varying
amplitude and rapidly oscillating phase. Heuristically, we therefore propose a wavepacket
approximation of the eigenvectors uk via a WKB-type expansion. The proof of the following
proposition relies on a hypothetical but reasonable estimate; see (3.39) below.

Proposition 3.1 (Wavepacket approximation at non-stationary points). Let J be a finite union
of pairwise-disjoint closed subintervals of (0, M), and denote by Jδ the corresponding union of closed
intervals each of which is one of the intervals of J extended by δ at both ends, such that the intervals
of Jδ are also pairwise-disjoint and contained in (0, M). Suppose that an amplitude function a : Jδ →
R>0 is of class C∞(Jδ) and strictly bounded away from zero, and that a phase function S : Jδ → R

is of class C∞(Jδ) with derivative S′ strictly bounded away from 2πZ. Let χ be a C∞(0, M) cutoff
function for which χ(y) = 1 for y ∈ J and χ(y) = 0 for y ∈ (0, M) \ Jδ, assume that a(·) and S(·)
are functions independent of ϵ, and define a wavepacket ansatz u with components uj given by

(3.14) uj = χ(yj)a(yj)eiS(yj)/ϵ, yj = ϵ(j − 1/2).

Then u is an approximate eigenvector of A(x, t) with eigenvalue α ∈ R in the sense that for each
yj ∈ J,

(3.15) [(A(x, t)− αI)u]j = (ζ(yj; ϵ) +O(ϵ2))uj

holds with ζ(yj; ϵ) being a uniformly bounded function of yj ∈ J that has zero mean with gridscale-
wavelength (i.e., O(ϵ) in yj) oscillations wherever S′′(yj) ̸= 0, provided that
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Figure 12: The graph of U(θ) on (−π, π).

• the phase derivative S′(y) satisfies the eikonal equation

(3.16) − 2Λ(y)
(

x + 2Λ(y)t + γ(Λ(y))− U(S′(y))
Λ′(y)

)
= α, y ∈ J,

where U is the piecewise-linear function defined on (−π, π) whose graph is shown in Fig-
ure 12;

• the amplitude a(y) is subject to the equation:

(3.17)
d

dy
Λ(y)
Λ′(y)

+
2Λ(y)
Λ′(y)

a′(y)
a(y)

= 0, y ∈ J.

Note that unlike (3.16), the amplitude equation (3.17) is independent of the eigenvalue α.

Remark 3.2. The constraint that U(θ) ∈ [−π, π] gives a range of admissible values for y
for which the eikonal equation (3.16) can be solved for S′(y), and the intervals of J should
consist of admissible values only. When α = 0, the endpoints of intervals of admissible y can
be identified with the branches of the possibly multi-valued solution of Burgers’ equation,
see Corollary 3.5 below. For the coordinates (x, t) selected for the plots in Figure 11, there
are three branches of the solution for the indicated initial condition and the corresponding
interval endpoints are indicated on the plots with dotted vertical lines. For such admissible
y, we can use the identity U(U(θ)) = θ to solve explicitly for S′(y) when α = 0:

(3.18) S′(y) = U
(
Λ′(y)[x + 2Λ(y)t + γ(Λ(y))]

)
.

From (3.18) we can see that if u0 is an analytic initial condition so that Λ(y) is an analytic func-
tion of y ∈ (0, M), then there are at most finitely-many points y ∈ (0, M) for which S′′(y) = 0
and near which the function ζ(·; ϵ) fails to be rapidly oscillatory. For the wavepacket ansatz
(3.14), the meaning of S′(y) is that it should be the approximate value of the site-to-site phase
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shift, as can be seen by Taylor-expanding the phase S(yj) about yj−1, using yj = yj−1 + ϵ. In
Figure 13 we illustrate the remarkable accuracy of the prediction of the formula (3.18) for this
phase shift.

Figure 13: Same as Figure 11, except plotting the relative phase of nearest neighbor eigenvec-
tor elements in blue, and comparing with S′(yk) = U((x + 2Λ(y)t + γ(Λ(y)))/F(Λ(y))) in
green as determined from the eikonal equation for α = 0. Note that for the eigenvector for a
“slow” eigenvalue (left panel), the phase shift predicted by the eikonal equation is even ac-
curate in the interval of admissible yj that does not abut y = M, where the amplitude is very
small. On the other hand, for the “fast” eigenvalue (right panel), some accuracy of the phase
prediction is evidently lost near y = M, possibly because the eigenvalue α is not sufficiently
small.

Remark 3.3. Similarly, by explicit integration of the differential equation (3.17), the ampli-
tude a(y) > 0 can be obtained for y in the range of admissible values in the form

(3.19) a(y) = a0

√
Λ′(y)
−Λ(y)

.

If there are multiple pairwise disjoint intervals of admissible values of y ∈ [0, M], then the
value of the integration constant a0 > 0 may be different for each. The form (3.19) can be
fit by a least-squares computation to determine the value of a0 in each interval of admissible
yj from given eigenvector data; such fits are shown with green curves in Figure 11; they are
also remarkably accurate on the support subinterval of [0, M] that abuts y = M. The approx-
imation appears to be slightly less accurate on the support subinterval that is separated from
y = M as seen in the right-hand panel of Figure 11, because there are noticeable gridscale-
wavelength fluctuations about the mean predicted by (3.19). We may expect that these terms
might be captured by a refinement of the ansatz (3.14) to include a highly-oscillatory correc-
tion to the amplitude which could perhaps be chosen to removing the oscillatory correction
ζ(yj; ϵ) from the residual in (3.15).

Let us now turn to the proof of Proposition 3.1. The following lemma will be useful.
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Lemma 3.4 (Nonstationary phase sums). Suppose that h : R → C is of class C∞(R) and has
compact support supp(h) = [a, b], and suppose that S : supp(h) → R is of class C∞(R) with S′(y)
bounded away from 2πZ on supp(h). Then recalling the notation y = yk = ϵ(k − 1

2 ),

(3.20) ∑
k∈Z

h(yk)eiS(yk)/ϵ = O(ϵ∞), ϵ → 0.

Proof. By the Poisson summation formula,

∑
k∈Z

h(yk)eiS(yk)/ϵ = ∑
m∈Z

∫
R

e−2πikmh(yk)eiS(yk)/ϵ dk

=
1
ϵ ∑

m∈Z

(−1)m
∫

R
h(y)ei(S(y)−2πmy)/ϵ dy.

(3.21)

Integrating by parts n > 1 times, we get

(3.22)
∫

R
h(y)ei(S(y)−2πmy)/ϵ dy = ϵn

∫
R

hn(y; m)ei(S(y)−2πmy)/ϵ dy,

wherein the function hn(y; m) is defined recursively by h0(y; m) := h(y) and

(3.23) hn(y; m) := i
d

dy

[
hn−1(y; m)

S′(y)− 2πm

]
, n ≥ 1.

It is easy to see that for fixed n > 1, hn(y; m) satisfies an estimate of the form

(3.24) sup
y∈R

|hn(y; m)| ≤ Kn

⟨m⟩n , ⟨m⟩ :=
√

1 + m2.

Therefore since supp(h) = [a, b] implies also supp(hn) ⊂ [a, b],
(3.25)∣∣∣∣∣∑k∈Z

h(yk)eiS(yk)/ϵ

∣∣∣∣∣ ≤ ϵn−1 ∑
m∈Z

∫ b

a

Kn

⟨m⟩n dy = Kn(b − a)ϵn−1 ∑
m∈Z

⟨m⟩−n = O(ϵn−1), ϵ → 0

holds for each n > 1. This completes the proof.

Proof of Proposition 3.1. Again we write y = yj for a lattice point in J and set ∆y = ∆yjk.
We start by separating the action of A(x, t)− αI on the wavepacket vector u defined in (3.14)
according to the diagonal and off-diagonal elements of A(x, t):

(3.26)

[(A(x, t)− αI)u]j =
N(ϵ)

∑
k=1

(Ajk(x, t)− δjkα)χ(y + ∆y)a(y + ∆y)eiS(y+∆y)/ϵ

= (Ajj(x, t)− α)a(y)eiS(y)/ϵ

+
N(ϵ)

∑
k=1
k ̸=j

Ajk(x, t)χ(y + ∆y)a(y + ∆y)eiS(y+∆y)/ϵ.
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Using (3.9) along with χ(y) = 1, this shows that

(3.27) [(A(x, t)u − αI)u]j = (Ajj(x, t)− α − ϵ f (y, 0))a(y)eiS(y)/ϵ

+
2iΛ(y)
Λ′(y)

N(ϵ)

∑
k=1
k ̸=j

χ(y + ∆y)a(y + ∆y)eiS(y+∆y)/ϵ

k − j

+
N(ϵ)

∑
k=1

ϵ f (y, ∆y)χ(y + ∆y)a(y + ∆y)eiS(y+∆y)/ϵ.

We use (3.12) and (3.13) to express f (y, 0) and the diagonal elements of A(x, t) respectively.
Then, extending the sum on the third line to k ∈ Z using compact support of χ and applying
Lemma 3.4 with h(yk) = f (yj, yk − yj)χ(yk)a(yk) individually on each of the intervals of Jδ,
we get

(3.28)

[(A(x, t)− αI)u]j =
(
−2Λ(y) (x + 2Λ(y)t + γ(Λ(y)))− α − iϵ

d
dy

Λ(y)
Λ′(y)

)
a(y)eiS(y)/ϵ

+
2iΛ(y)
Λ′(y)

N(ϵ)

∑
k=1
k ̸=j

χ(y + ∆y)a(y + ∆y)eiS(y+∆y)/ϵ

k − j
+O(ϵ∞).

Therefore, to very high accuracy, A(x, t) acts on the wavepacket u as multiplication by a sum
of a diagonal matrix and the product of a diagonal matrix and an exact Toeplitz matrix with
elements Tjk = (k − j)−1 for k ̸= j and Tjj = 0.

To deal with the Toeplitz part, we again use compact support of χ to write, for K > 0
sufficiently large,

(3.29)
N(ϵ)

∑
k=1
k ̸=j

χ(y + ∆y)a(y + ∆y)eiS(y+∆y)/ϵ

k − j
=

j+K

∑
k=j−K

k ̸=j

χ(y + ∆y)a(y + ∆y)eiS(y+∆y)/ϵ

k − j
.

To allow y = yj to range over the full set J and have exact equality in (3.29) for K independent
of j, we will assume that K = N(ϵ). We introduce the notation

(3.30) S2(∆y; y) := S(y + ∆y)− S(y)− S′(y)∆y

which vanishes to second order as ∆y → 0. We also use the Taylor expansion

(3.31) χ(y + ∆y)a(y + ∆y)eiS2(∆y;y)/ϵ = a(y) + a′(y)∆y +
1
2

R2(∆y; y, ϵ)∆y2,

where the real and imaginary parts of R2(∆y; y, ϵ) are those of the second derivative with
respect to ∆y of the left-hand side evaluated at two generally different points between 0 and
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∆y. Hence we write the sum in (3.29) in the form

(3.32)
j+K

∑
k=j−K

k ̸=j

χ(y + ∆y)a(y + ∆y)eiS(y+∆y)/ϵ

k − j

= eiS(y)/ϵ
j+K

∑
k=j−K

k ̸=j

χ(y + ∆y)a(y + ∆y)eiS2(∆y)/ϵ ei(k−j)S′(y)

k − j

= a(y)eiS(y)/ϵ
K

∑
n=−K

n ̸=0

[
einS′(y)

n
+ ϵ

a′(y)
a(y)

einS′(y) +
ϵ2

2a(y)
R2(ϵn; y, ϵ)neinS′(y)

]
,

where we used ∆y = ϵ(k − j) and reindexed by n = k − j in the last line. Since y = yj

is independent of the index n, we just need to examine three summands, einθ/n, einθ , and
R2(ϵn; ϵ)neinθ for θ = S′(y), which by assumption is bounded away from 2πZ. According
to [24, Eqn. 4.36]:

(3.33) lim
K→∞

K

∑
n=−K

n ̸=0

einθ

n
= −iU(θ), θ ̸= 0 (mod 2π),

where the function U(θ) is periodically extended with period 2π. More precisely, by rep-
resenting the summand as an integral and exchanging the order of finite summation and
integration, we can write

K

∑
n=−K

n ̸=0

einθ

n
= i

∫ θ

±π

[
cos(Kτ)− 1 + sin(Kτ) cot( 1

2 τ)
]

dτ

= i(±π − θ) +
i sin(Kθ)

K
+ i

∫ θ

±π
sin(Kτ) cot( 1

2 τ)dτ.

(3.34)

If we assume that the sign on ±π corresponds to the sign of θ ∈ [−π, π] \ {0}, then i(±π −
θ) = −iU(θ) and the remaining integral admits repeated integration by parts. In this way
we obtain (using also K = N(ϵ) = ϵ−1M +O(1))

K

∑
n=−K

n ̸=0

einθ

n
= −iU(θ)− i

K
·

cos((K + 1
2 )θ)

sin( 1
2 θ)

+O(K−2), K → ∞,

= −U(θ)− iϵ
M

·
cos((N(ϵ) + 1

2 )θ)

sin( 1
2 θ)

+O(ϵ2), ϵ → 0,

(3.35)

which holds uniformly for θ ∈ [−π, π] bounded away from zero. Note that the singularity
of the correction term at θ = 0, which is also the jump point for U(θ), is related to Gibbs’



BENJAMIN-ONO SOLITON ENSEMBLES 41

phenomenon3. A more straightforward calculation gives that the sum of einθ is exactly a
constant shift of the Dirichlet kernel:

(3.36)
K

∑
n=−K

n ̸=0

einθ = −1 +
K

∑
n=−K

einθ = −1 +
sin((K + 1

2 )θ)

sin( 1
2 θ)

= −1 +
sin((N(ϵ) + 1

2 )θ)

sin( 1
2 θ)

.

Upon evaluation for θ = S′(y) = S′(yj) bounded away from 2πZ, the terms cos((N(ϵ) +
1
2 )θ)/ sin( 1

2 θ) and sin((N(ϵ) + 1
2 )θ)/ sin( 1

2 θ) will be highly oscillatory zero-mean functions
of y = yj when ϵ is large, at each point y with S′′(y) ̸= 0. We introduce the notation Õ(ϵp)
to denote such a function, whose absolute value is also O(ϵp) in the usual sense. With this
notation, (3.35) and (3.36) respectively imply that

(3.37)
K

∑
n=−K

n ̸=0

einS′(y)

n
= −U(S′(y)) + Õ(ϵ) +O(ϵ2), ϵ → 0,

(3.38) ϵ
K

∑
n=−K

n ̸=0

einS′(y) = −ϵ + Õ(ϵ), ϵ → 0.

We omit the details of the estimation of the contribution of sum involving the Taylor error
term R2(ϵn; ϵ). However we claim that

(3.39)
K

∑
n=−K

R2(ϵn; ϵ)neinS′(y) = Õ
(

1
ϵ2

)
, ϵ → 0.

Indeed, keeping one more term in the Taylor expansion (3.31), the first term in R2(∆y; ϵ)
would just be the second derivative of a(y + ∆y)eiS2(∆y;y)/ϵ at ∆y = 0, which one can check is
of the form ϵ−1v(y) + w(y) for some smooth and bounded functions v and w. The contribu-
tion of this term to the sum in (3.39) is then −iϵ−1v(y)− iw(y) times the derivative (from the
factor of in in the summand) of the Dirichlet kernel sin((N(ϵ) + 1

2 )θ)/ sin( 1
2 θ) evaluated at

θ = S′(y), so one can easily check that the contribution is a term of the form Õ(ϵ−2). Similar
arguments apply to the terms obtained by continuing the expansion (3.31) to any finite order.
In fact, the kth derivative of the left-hand side of (3.31) evaluated at ∆y = 0 is ϵ−⌊k/2⌋ times
a polynomial in ϵ with coefficients that are smooth bounded functions of y. This shows that
one should not replace R2(∆y; ϵ) with too many explicit terms, since although their contri-
butions will be oscillatory functions of y, they will also start to grow in size.

Combining (3.28), (3.29), (3.32), and the estimates (3.37)–(3.39) yields

(3.40) [(A(x, t)− αI)u]j =
[
−2Λ(y)

(
x + 2Λ(y)t + γ(Λ(y))− U(S′(y))

Λ′(y)

)
− α

−iϵ
(

d
dy

Λ(y)
Λ′(y)

+
2Λ(y)
Λ′(y)

a′(y)
a(y)

)
+ Õ(1) +O(ϵ2)

]
uj.

3This is the main difficulty in extending the theory of Toeplitz quantization to the setting of non-smooth
symbols such as U(θ). See Section 3.4 below for more information.
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Neglecting the highly oscillatory term and keeping only the mean yields (3.16) at the leading
order in ϵ and (3.17) at second order.

Corollary 3.5 (Admissible values of y and Burgers’ equation). Let α = 0. The admissible values
of y ∈ [0, M] for which there exists S′(y) ∈ (−π, π) such that (3.16) holds are determined by:

• Λ(y) ∈ [−uB
0 (x, t), 0] if (x, t) is a point in the single-valued region for the solution of the

inviscid Burgers equation, and
• Λ(y) ∈ [−uB

0 (x, t), 0] ∪ [−uB
2 (x, t),−uB

1 (x, t)] if (x, t) is a point in the triple-valued region
for the solution of the inviscid Burgers equation.

Proof. Since U(S′(y)) ∈ (−π, π), this means that λ = Λ(y) and x have to satisfy the
condition

(3.41)
x + 2λt + γ(λ)

F(λ)
∈ (−π, π).

It turns out that the curves x + 2λt+ γ(λ) = πF(λ) and x + 2λt+ γ(λ) = −πF(λ) in the
(λ, x)-plane essentially gives the (rotated and reflected) graph of the multi-valued solution
uB(·, t) to the Burgers equation obtained by the method of characteristics. Indeed, at time
t = 0, assume that

(3.42)
x + γ(λ)

F(λ)
= π.

From the definition of F, this means that

(3.43) x = πF(λ)− γ(λ) = x+(λ),

where x−(λ) < x+(λ) are the turning points satisfying u0(x±(λ)) = −λ, see below (1.10).
Therefore (x,−λ) belongs to the graph of u0. The observation is similar when replacing π by
−π and x+ by x−.

Similarly, at time t, the method of characteristics implies that (x±(λ)− 2λt,−λ) belongs
to the graph of uB(·, t). As a consequence, one sees that (x,−λ) is in the graph of uB(·, t) if
and only if x = x±(λ)− 2λt, which is equivalent to

x + 2λt + γ(λ)

F(λ)
= ±π.

Finally, we observe that given x such that uB(x, t) has only one branch uB
0 (x, t), the range

of admissible (x,−λ) such that (3.41) holds is the zone below the graph of uB
0 (·, t). This

means that the wavepacket approximation should be valid from λ = 0 to λ = uB
0 (x, t).

However, when x is such that there are three branches uB
0 (x, t) < uB

1 (x, t) < uB
2 (x, t), the

range of admissible (x,−λ) such that (3.41) holds is the union of the zone below the graph
of uB

0 (·, t) and also the zone between uB
1 (·, t) and uB

2 (·, t).

3.4. Toeplitz quantization and small eigenvalues of A(x, t). Proposition 3.1 suggests
the existence of a symbol px on (y, θ) ∈ [0, M]× [−π, π] such that equation (3.16) is equiva-
lent to the equation

(3.44) px(y, θ) = α.
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More precisely, we define p by

(3.45) px(y, θ) := −2Λ(y)
(

x + 2Λ(y)t + γ(Λ(y))− U(θ)

Λ′(y)

)
.

In the following parts, we only consider small eigenvalues satisfying |α| ≤ ϵr, in view of
(3.3). In the case of the zero eigenvalue α = 0, one can simplify equation (3.16) as

(3.46) p(y, θ) = x,

where

(3.47) p(y, θ) := −2Λ(y)t − γ(Λ(y)) +
U(θ)

Λ′(y)
.

According to Corollary 3.5, the ranges of admissible values of y for the symbol p at level
set x are determined by the branches of the Burgers solution at the point (x, t). The equation
(3.46) for a given (x, t) describes a relation between the latitude coordinate y and the longi-
tude coordinate θ that yields curves generally beginning and ending on the meridian θ = 0
or θ = 2π except for one curve that always emerges from the north pole y = M with lon-
gitude θ = π. The connection between vertical slices through the graph of the multi-valued
solution of Burgers’ equation at different values of x and the orbits on the sphere is illustrated
in Figures 14 and 15.

Unfortunately, we are not aware of results on Toeplitz quantization on rectangles, making
the study of px and p on [0, M]× [−π, π] difficult. In order to gain insight on the eigenvector
approximation, one may look instead into the results on Toeplitz quantization on the sphere
by using latitude/longitude coordinates (y, θ). The strategy of using Toeplitz quantization
on the sphere to study dispersionless PDEs was rigorously implemented in the context of the
dispersionless Toda system in [3]. However, this approach is not rigorous in our situation
because of the discontinuity of U at the angle θ = 0 and the lack of smoothness of the symbol
at the poles y = 0, M of the sphere.

In the context of a smooth symbol on the sphere, the paper [4] (see also [5]) states that
the WKB expansion for the eigenvector u for a very small eigenvalue α should be valid with
amplitude being a discretization of (3.19) on the admissible range of y, and such a small
eigenvalue can only occur for x satisfying a certain Bohr-Sommerfeld condition. More pre-
cisely, we decompose the admissible range of y into one connected component if (x, t) is
in the single-valued region, and into two connected components if (x, t) is in the triple-
valued region for the inviscid Burgers solution. Then for each connected component, there
should be an eigenvector with support exactly in the connected component, and amplitude
given by (3.19). Moreover, the values of x for which α = 0 is an eigenvalue follow a Bohr-
Sommerfeld condition: at first order, the parallel transport on the path given by (y, θ) follow-
ing the level set p(y, θ) = x is quantized, see [4, Theorem 0.1].

Numerically, however, we observe that the support of the “fast” eigenvector is not local-
ized only in the component Λ(y) ∈ [−uB

2 (x, t),−uB
1 (x, t)] (the main part), as there is some

smaller contribution from the other connected component Λ(y) ∈ [−uB
0 (x, t), 0] (the cor-

rection), see Figure 11. This may be due to the fact that the symbol is not smooth in our
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Figure 14: Level sets p(y, θ) = x in the (x, u)-plane and on the sphere with vertical polar axis
y ∈ (0, M) and meridian 0 < θ < 2π (green for θ = 0, red for θ = 2π) for t = 0.46 and
various x with u0(x) = 2/(1+ x2). Note that when u = 0, y = M (north pole) and θ = π. As
u increases along a vertical line in the top plot, y decreases along one or two components of
an orbit on the corresponding sphere plot below.
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Figure 15: Level sets p(y, θ) = x for t = 0.54 and various x with u0(x) = 2/(1 + x2).

case. Moreover, we observe that this small contribution has a noticeable effect in the calcula-
tion. We will choose different values of a0 in order for both the main part and the correction
to have a non-negligible contribution to the Euclidean norm of the eigenvector. More pre-
cisely, in Conjecture 5 below, we will assume that the correction has an amplitude of order
a0 ∼ 1/ log(ϵ−1) compared to the main part for which a0 ∼ 1. We note that the results will
be rather insensitive to the precise scale 1/ log(ϵ−1) that we chose for simplicity, which is
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similar to what was observed in the previous section when formulating Conjecture 3.

3.4.1. Bohr-Sommerfeld conditions. We guess the Bohr-Sommerfeld conditions from
the case of a smooth symbol on the sphere [4] by using the parallel transport in the range
of admissible y and θ(y) = S′(y) given by (3.18), which we compute using the Levi-Civita
connection on the sphere, relative to the metric inherited from the Euclidean one on R3. At
first order, this translates as follows in the case of small eigenvalues αk ≈ 0, using the symbol
p given in (3.47) (there are explicit subprincipal terms in [4] that we do not take into account
here). We make the change of variable y = Y(λ) inverse to λ = Λ(y) in (3.8), so that

(3.48) Y(λ) =
∫ λ

−L
F(η)dη.

Let us define

(3.49) g+0 (x, t) =
∫ −uB

1 (x,t)

−uB
2 (x,t)

θ′(λ)Y(λ)dλ,

(3.50) g−0 (x, t) =
∫ 0

−uB
0 (x,t)

θ′(λ)Y(λ)dλ,

where p(Y(λ), θ(λ)) = x. Fixing t > tb, we work in the vicinity of a point in the triple-valued
region for the solution of Burgers’ equation: X−(t) < x0 < X+(t). Hence g+0 (x+k (t), t) should
be quantized but also close to g+0 (x0, t). We define the points x+k (t) for |k| ≤ Cϵ−1 by the
Bohr-Sommerfeld condition

(3.51) g+0 (x+k (t), t)− 2πϵ⌊g+0 (x0, t)/ϵ⌋ = 2πkϵ.

Similarly, we define the points x−k (t) for |k| ≤ Cϵ−1 by the Bohr-Sommerfeld condition

(3.52) g−0 (x−k (t), t)− 2πϵ⌊g−0 (x0, t)/ϵ⌋ = 2πkϵ.

The values x = x+k (t) (resp., x = x−k (t)) are expected to approximate the values of x ≈
x0 for which α = 0 is a fast (resp., slow) eigenvalue. More precisely, Conjecture 5 below
expresses the following idea. For t > tb and x0 ∈ (X−(t), X+(t)), we look at the small
eigenvalues |αk(x, t)| ≤ ϵr for x ≈ x0, where we recall that the parameter 0 < r < 1

2 is
chosen so that the large eigenvalues satisfy (3.3). If αk is “slow”, then on Figure 9, one can
follow the “slow” line with small slope passing the point (x, αk). Using the predictions of the
Bohr-Sommerfeld conditions, this line crosses the axis α = 0 at one of the points x−l : in other
words (x−l , 0) belongs to the same “slow” line. Similarly, if αk is “fast”, then on Figure 9, one
can follow the “fast” line with large slope passing the point (x, αk): this line also passes one
point of the form (x+l , 0). Then using the predictions of the wavepacket approximation of the
eigenvector when α = 0, the eigenvector u at x = x±l with eigenvalue α = 0 should match
the observations from Figure 11 and Corollary 3.5.
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Conjecture 5 (Bohr-Sommerfeld conditions for small eigenvalues). Let t > tb and fix x0 ∈
(X−(t), X+(t)), and let ϵ > 0 be sufficiently small. Assume that k is the index of a small eigenvalue
with x ≈ x0:

(3.53) |αk(x, t)| ≤ ϵr.

Then the following properties hold.
1. There exists a sign ± ∈ {+,−} and an index l such that |x±l (t)− x0| = O(ϵr). Moreover,

there is a small eigenvalue at coordinates (x±l (t), t) denoted α±
l (x±l (t), t) = O(ϵ2).

2. Let x be such that |x − x0| ≤ ϵq for some 0 < q < 1. Then αk(x, t) is close to α±
l (x±l (t), t),

in the sense that there is a uniform Taylor expansion in x − x±l (t):

(3.54) αk(x, t) = α±
l (x±l (t), t) + ∂xα±

l (x±l (t), t)(x − x±l (t)) +O(ϵ2q),

(3.55) ∂xαk(x, t) = ∂xα±
l (x±l (t), t) +O(ϵq).

3. (Slow eigenvalues.) The amplitude of the normalized eigenvector for the eigenvalue α−
l (x−l , t)

(3.56) u = u−
l (x−l , t)

is a discretization of (3.19) restricted to the set Λ(y) ∈ [−uB
0 (x−l , t), 0], up to a small re-

mainder term.
4. (Fast eigenvalues.) We can decompose the eigenvector for the eigenvalue α+

l (x+l , t) as the
linear combination of two normalized vectors

(3.57) u = u+
l (x+l , t) +

c
log(ϵ−1)

u−
l (x+l , t) + o

(
1

log(ϵ−1)

)
.

The constant c does not depend on l, it is bounded independently of ϵ, x0, t and:
• (Fast main part.) The component u+

l (x+l , t) has amplitude that is a discretization
of (3.19) restricted to the set Λ(y) ∈ [−uB

2 (x+l , t),−uB
1 (x+l , t)];

• (Slow correction.) The component u−
l (x+l , t) is a discretization of (3.19) restricted

the set Λ(y) ∈ [−uB
0 (x+l , t), 0].

For convenience, we will assume that 0 < r < q < 1, with r < 1
2 and q close to 1.

Note that in the case of “fast” eigenvectors (as shown in the right-hand panel of Fig-
ure 11), the ratio between the parameter a+0 tuned for the fast main part and the parameter
a−0 tuned for the slow correction should satisfy

(3.58)
a−0
a+0

=
c + o(1)
log(ϵ−1)

.

Proposition 3.6 (Approximation of αk and its spatial derivative). Assume there exists a p > 1
2

such that u0(x) ∼ Cx−2p as |x| → +∞.
If Conjecture 5 holds, then a weak version of Conjecture 6 below holds. More precisely, fix t > tb

and x0 ∈ (X−(t), X+(t)) so that (x0, t) is within the triple-valued region for the solution of Burgers’
equation with initial data u0. Let k be the index of a small eigenvalue |αk(x, t)| ≤ ϵr. Let (±, l) be
as in Conjecture 5. For |x − x0| ≤ ϵq for some r ≤ q < 1, the following estimates hold, where the
remainder terms are uniform over all indices k.
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1. (Fast eigenvalues.) If ± = +, then for some bounded |c(x+l )| ≤ C (depending on x0, t, ϵ),

(3.59) αk(x, t) =
2

g+(x0, t) + c(x+l )
(x f+(x0, t)− 2πlϵ) + o(ϵq),

(3.60) ∂xαk(x, t) =
2 f+(x0, t)

g+(x0, t) + c(x+l )
+ o(1),

where

(3.61) f+(x, t) = uB
2 (x, t)− uB

1 (x, t),

(3.62) g+(x, t) = log
(

uB
2 (x, t)

uB
1 (x, t)

)
.

2. (Slow eigenvalues.) If ± = −, then for some bounded |c(x−l )| ≤ C,

(3.63) αk(x, t) =
2

c(x−l ) log(ϵ−1)
(x f−(x0, t)− 2πlϵ) + o(ϵq),

(3.64) ∂xαk(x, t) =
2 f−(x0, t)

c(x−l ) log(ϵ−1)
+ o(1),

where

(3.65) f−(x, t) = uB
0 (x, t).

The rest of this subsection is devoted to the proof of Proposition 3.6.

3.4.2. Simplifying and differentiating the Bohr-Sommerfeld conditions. We first sim-
plify the expression

(3.66) g±0 (x, t) =
∫ λmax

λmin

θ′(λ)Y(λ)dλ.

The integration bounds go from λmin = −uB
2 (x, t) to λmax = −uB

1 (x, t) in the case of fast
eigenvalues (i.e. g±0 = g+0 ), and from λmin = −uB

0 (x, t) to λmax = 0 in the case of slow
eigenvalues (i.e. g±0 = g−0 ).

Using that U(θ) = θ − π on (0, 2π), we use the parametrization y = Y(λ), θ = θ(λ) ∈
(0, 2π) and get that the equation p(Y(λ), θ(λ)) = x in (3.47) becomes

(3.67) x = F(λ)(θ − π)− 2λt =⇒ F(λ)θ(λ) = x + πF(λ) + 2λt.

As a consequence,

(3.68) g±0 (x, t) =
∫ λmax

λmin

θ′(λ)

(∫ λ

−L
F(η)dη

)
dλ.
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We proceed with integration by parts and get

(3.69) g±0 (x, t) =
[

θ(λ)
∫ λ

−L
F(η)dη

]λmax

λmin

−
∫ λmax

λmin

θ(λ)F(λ)dλ.

Since g±0 is quantized, the positions xk at which there is a fast crossing of α = 0 are regularly
spaced if the derivative of g±0 is bounded above and below. This derivative will determine
the actual spacing. We note that (x, t) 7→ θ(λmax(x, t)) is locally constant, as well as (x, t) 7→
θ(λmin(x, t)). Hence we compute

(3.70) ∂xg±0 (x, t) = θ(λmax)F(λmax)∂xλmax − θ(λmin)F(λmin)∂xλmin

− ∂xλmaxθ(λmax)F(λmax) + ∂xλminθ(λmin)F(λmin)−
∫ λmax

λmin

∂x(θ(λ)F(λ))dλ.

Since θF is given by (3.67), we have that ∂x(θ(λ)F(λ)) = 1, hence

(3.71) ∂xg±0 (x, t) = λmax(x, t)− λmin(x, t) =

{
uB

2 (x, t)− uB
1 (x, t), for fast eigenvalues,

uB
0 (x, t), for slow eigenvalues.

Due to the assumption |x±l − x0| ≤ Cϵr, one can replace x by x0 in the Bohr-Sommerfeld
condition

(3.72)
∫ x±l+1

x±l
∂xg±0 (x, t)dx = 2πϵ,

up to a remainder term of order ϵr inside of the integral. In both cases, we deduce

(3.73) (x±l+1 − x±l )(1 + o(1)) =
ϵ

f±(x0, t)
.

We conclude that

(3.74) x±l+1 − x±l =
ϵ

f±(x0, t)
+ o(ϵ).

3.4.3. Spatial derivative of the small eigenvalues. Choosing an eigenvector u = (uj)j
(which is not necessarily normalized) with eigenvalue α±

l (x±l , t), the equality (3.1) leads to

(3.75) ∂xα±
l (x±l , t) =

N(ϵ)

∑
j=1

(−2λj)|uj|2

N(ϵ)

∑
j=1

|uj|2
=

1
N(ϵ)

N(ϵ)

∑
j=1

(−2λj)|uj|2

1
N(ϵ)

N(ϵ)

∑
j=1

|uj|2
.

We know that the leading order of the amplitude |u±
l,j(x±l , t)| is a discretization of a constant

multiple (which we take to be 1 for the purposes of this computation as it will cancel between
the numerator and denominator of ∂xα±

l ) of (3.19)

(3.76) a(y) =

√
Λ′(y)

−2Λ(y)
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in the range y ∈ [ymin(x±l , t), ymax(x±l , t)], where we set ymin(x±l , t) = Y(λmin(x±l , t)) and
ymax(x±l , t) = Y(λmax(x±l , t)). Given that x±l is close to x0, one can replace x±l by x0 in the
bounds of integration, up to a remainder term of order ϵr. This implies

(3.77) lim
ϵ→0

1
N(ϵ)

N(ϵ)

∑
j=1

(−2λj)|u±
l,j(x±l , t)|2 =

∫ ymax(x0,t)

ymin(x0,t)
(−2Λ(y))|a(y)|2dy ∈ [0,+∞],

(3.78) lim
ϵ→0

1
N(ϵ)

N(ϵ)

∑
j=1

|u±
l,j(x±l , t)|2 =

∫ ymax(x0,t)

ymin(x0,t)
|a(y)|2dy ∈ [0,+∞].

We first show that the numerator of (3.75) always has a finite limit. Indeed, we compute
using the change of variables λ = Λ(y)

∫ ymax(x0,t)

ymin(x0,t)
(−2Λ(y))|a(y)|2dy =

∫ λmax(x0,t)

λmin(x0,t)
(−2λ)

1
−2λ

F(λ)dλ

= λmax(x0, t)− λmin(x0, t).
(3.79)

In the case of fast eigenvalues, one has to sum up the contributions of the main part and of
the correction. Since both integrals are finite, the slow correction is a negligible remainder
term in the case x±l = x+l . Hence

1
N(ϵ)

N(ϵ)

∑
j=1

(−2λj)|u+
l,j(x+l , t)|2 = uB

2 (x0, t)− uB
1 (x0, t) + o(1),(3.80)

1
N(ϵ)

N(ϵ)

∑
j=1

(−2λj)|u−
l,j(x−l , t)|2 = uB

0 (x0, t) + o(1).(3.81)

In both cases, we retrieve f±(x0, t).
Let us now study the denominator of (3.75). We make the change of variable y = Y(λ)

inverse to λ = Λ(y), dy = F(λ)dλ, λ = Λ(y) and we recall that Λ′(y)F(Λ(y)) = 1:

(3.82)
∫ ymax(x0,t)

ymin(x0,t)
|a(y)|2dy =

∫ λmax(x0,t)

λmin(x0,t)

dλ

−2λ
=

1
2
(log(λmin(x0, t))− log(λmax(x0, t))) .

The integral is finite and equal to 1
2 g+(x0, t) in the fast case that λmin(x0, t) = −uB

2 (x0, t) and
λmax(x0, t) = −uB

1 (x0, t), but infinite in the slow case because λmax(x0, t) = 0.
Let us now use the assumption that there is p > 1

2 such that u0(x) ∼ Cx−2p as |x| → +∞.
We focus on the values of λj which are close to 0, i.e. for which j is close to N = N(ϵ). Using
formula (1.15), and assuming the condition (1.20), we have λj = Λ(yj),

(3.83)
∫ 0

λN+1−j

F(λ)dλ = ϵ
(

j − 1
2

)
= yj.
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Since F(λ) ∼ (−Cλ)−1/(2p) as λ → 0 by assumption, we get that when λ → 0,

(3.84)
∫ 0

λ
F(η)dη ∼ C1/(2p)(−λ)1−1/(2p)

1 − 1/(2p)
,

so that for j close to 1,

(3.85) Λ(yN+1−j) ∼ −
(

2p − 1
C1/(2p)2p

ϵ(j − 1
2 )

)2p/(2p−1)

.

Hence Λ′(yN+1−j)/Λ(yN+1−j) = [Λ(yN+1−j)F(Λ(yN+1−j))]
−1 has the asymptotic expansion

(3.86)
Λ′(yN+1−j)

Λ(yN+1−j)
∼ 1

C−1/(2p)(−Λ(yN+1−j))1−1/(2p)
∼ C1/p2p

2p − 1
1

ϵ(j − 1
2 )

.

This approximation is valid for j ≲ ϵr−1 since in this case we can check that |Λ(yN+1−j)| ≤
ϵ2pr/(2p−1). Otherwise, only the upper bound holds since Λ′(yN+1−j)/Λ(yN+1−j) = O(1).
Hence the denominator sum has the lower bound

(3.87)
1

N(ϵ)

N(ϵ)

∑
j=1

|u−
l,j|

2 ≳
1

N(ϵ)

O(ϵr−1)

∑
j=1

Λ′(yN+1−j)

Λ(yN+1−j)
≳ log(ϵr−1)

and the upper bound

(3.88)
1

N(ϵ)

N(ϵ)

∑
j=1

|u−
l,j|

2 ≲
1

N(ϵ)

N(ϵ)

∑
j=1

Λ′(yN+1−j)

Λ(yN+1−j)
≲ log(ϵ−1).

Consequently, the sum over the “slow” part of the eigenvectors satisfies

(3.89)
1

N(ϵ)

N(ϵ)

∑
j=1

|u−
l,j(x±l , t)|2 =

c−(x±l )
log(ϵ−1)

for some bounded constant c−(x±l ). Regarding the fast eigenvectors, we sum up the contri-
butions u+

l,j(x+l ) and u−
l,j(x+l ), which are supported in disjoint intervals,

(3.90)
1

N(ϵ)

N(ϵ)

∑
j=1

|ul,j(x+l , t)|2 =
1
2

log
(

uB
2 (x0, t)

uB
1 (x0, t)

)
+

c
log(ϵ−1)

c−(x+l ) log(ϵ−1) + o(1).

We choose c+(x+l ) = c · c−(x+l ) to get the Proposition.
We conclude that spatial derivatives ∂xα±

l (x±l ) of the fast and slow eigenvalues satisfy
the following identities at x±l :

∂xα+
l (x+l , t) =

2(uB
2 (x0, t)− uB

1 (x0, t)) + o(1)

log
(

uB
2 (x0, t)

uB
1 (x0, t)

)
+ c+(x+l ) + o(1)

,(3.91)

∂xα−
l (x−l , t) =

2uB
0 (x0, t) + o(1)

c−(x−l ) log(ϵ−1)(1 + o(1))
.(3.92)



52 E. BLACKSTONE, L. GASSOT, AND P. D. MILLER

We deduce that (3.60) and (3.64) hold. Finally, we write

(3.93) αk(x, t) = α±
l (x±l , t) + (x − x±l )∂xα±

l (x±l , t) +O(ϵ2q)

and use the estimate |α±
l (x±l , t)| ≤ Cϵ2 to deduce that (3.59) and (3.63) hold.

3.5. Small-ϵ asymptotics of the sum. Assuming now that a stronger form of Conjec-
ture 5 holds, we establish an asymptotic expansion of the soliton ensemble solution to (1.1)
for (x, t) near (x0, t) in the oscillatory region (triple-valued region for the solution of Burgers’
equation with data u0).

Conjecture 6. Fix t > tb and x0 ∈ (X−(t), X+(t)). There is an exponent 0 < r < 1
2 such that

the set of eigenvalues (αk(x, t))1≤k≤N(ϵ) can be split into three disjoint parts for |x − x0| ≤ ϵq for
some 0 < q < 1, and ϵ > 0 sufficiently small:

1. (Large eigenvalues.) A family of eigenvalues such that |αk(x, t)| ≥ ϵr.
2. (Fast eigenvalues.) A family (α+

k )|k|≤K+
where K+ = Cϵr−1, parameterized by

(3.94) α+
k (x, t) =

2
g+(x0, t)

(x f+(x0, t)− 2πkϵ) + ϵφ+(x0, t) + o(ϵ/K+),

(3.95) ∂xα+
k (x, t) =

2 f+(x0, t)
g+(x0, t)

+ o(1/K+),

where g+, φ+ are smooth and f+ is defined in (3.61).
3. (Slow eigenvalues.) A family (α−

k )|k|≤K− parameterized by

(3.96) α−
k (x, t) =

2
g−(x0, t) log(ϵ−1)

(x f−(x0, t)− 2πkϵ) + ϵφ−(x0, t) + o(ϵ/K−),

(3.97) ∂xα+
k (x, t) =

2 f−(x0, t)
g−(x0, t) log(ϵ−1)

+ o(1/K−),

where g−, φ− are smooth and f− is defined in (3.65).
Moreover, the remainder terms may depend on k but are uniform over all indices k.

The remainder terms in Conjecture 6 are chosen to ensure that one can directly replace
the eigenvalues αk by their approximations in formula (1.22), but it is possible that rougher
approximations may also work in this approach.

The functions φ+ and φ− were not present in Proposition 3.6. This is likely because
we only considered the principal part of the Bohr-Sommerfeld condition in Conjecture 5,
instead of all of its semiclassical expansion. If the symbol p were smooth, then the complete
asymptotic expansion of the Bohr-Sommerfeld condition would be given by [4, Therorem
3.1], in which the first two terms are explicitly written, and the principal part is precisely the
parallel-transport integral g±0 (x, t) (see (3.49)–(3.50)).

Under the assumptions of Conjecture 6, we retrieve a result similar to Theorem 2.10 above
in the oscillatory region.



BENJAMIN-ONO SOLITON ENSEMBLES 53

Theorem 3.7. If Conjecture 6 holds, then under the same assumptions on x, x0, and t,
(3.98)

u(x, t) = uB
0 (x0, t) + f+(x0, t)

sinh( 1
2 g+(x0, t))

cosh( 1
2 g+(x0, t))− cos( f+(x0, t)ϵ−1x + φ+(x0, t))

+ o(1).

Moreover, if

(3.99) g+(x, t) = log
(

uB
2 (x, t)− uB

0 (x, t)
uB

1 (x, t)− uB
0 (x, t)

)
,

then

(3.100) u(x, t) = uB
0 (x0, t) +

(uB
2 (x0, t)− uB

1 (x0, t))(1 − r(x0, t)2)

1 + r(x0, t)2 − 2r(x0, t) cos(Θ(ϵ−1x; x0, t))
+ o(1),

where

(3.101) Θ(z; x0, t) = (uB
2 (x0, t)− uB

1 (x0, t))z + φ+(x0, t),

(3.102) r(x, t) =

√
uB

1 (x, t)− uB
0 (x, t)

uB
2 (x, t)− uB

0 (x, t)
∈ (0, 1).

Remark 3.8. Aside from details of the phase correction φ+, the formula (3.98) coincides
with (2.83) from Theorem 2.10 upon proper identification of the periodic wave parameters.
Note that if one averages (3.100) over the fast variable Θ, then the result is exactly as expected,
namely the weak limit u(x0, t) := uB

2 (x0, t)− uB
1 (x0, t) + uB

0 (x0, t) defined in (1.5).

Proof. We start from the formula (1.22)

(3.103) u(x, t) =
N(ϵ)

∑
k=1

2∂xαk(x, t)

(ϵ−1αk(x, t))2 + 1
.

According to (3.3), it is enough to focus on the small eigenvalues α such that |αk| ≤ ϵr,
that is, the fast and slow eigenvalues.

First, let us tackle the sum over fast eigenvalues. The ideas are remarkably similar to
proof of Proposition 2.9, so we omit some of the details. Given Conjecture 6, we have that

(3.104) 2 ∑
|k|≤K+

∂xα+
k (x, t)(

ϵ−1α+
k (x, t)

)2
+ 1

= ∑
|k|≤Cϵr−1

f+(x0, t)g+(x0, t)
(−2πk + f+(x0, t)ϵ−1x + φ+(x0, t))2 + 1

4 g+(x0, t)2
+ o(1).

In the limit ϵ → 0, the sum on the right-hand side can be computed:
(3.105)

∑
|k|≤K+

2∂xα+
k (x, t)(

ϵ−1α+
k (x, t)

)2
+ 1

=
f+(x0, t) sinh( 1

2 g+(x0, t))
cosh( 1

2 g+(x0, t))− cos( f+(x0, t)ϵ−1x + φ+(x0, t))
+ o(1).
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If the expression of g+(x, t) is given by (3.99), one can further simplify

sinh
(

1
2

g+(x, t)
)
=

uB
2 (x, t)− uB

1 (x, t)

2
√
(uB

2 (x, t)− uB
0 (x, t))(uB

1 (x, t)− uB
0 (x, t))

,(3.106)

cosh
(

1
2

g+(x, t)
)
=

uB
2 (x, t) + uB

1 (x, t)− 2uB
0 (x, t)

2
√
(uB

2 (x, t)− uB
0 (x, t))(uB

1 (x, t)− uB
0 (x, t))

.(3.107)

Hence,

(3.108) ∑
|k|≤K+

2∂xα+
k (x, t)(

ϵ−1α+
k (x, t)

)2
+ 1

=
(uB

2 (x0, t)− uB
1 (x0, t))(1 − r(x0, t)2)

1 + r(x0, t)2 − 2r(x0, t) cos(Θ(ϵ−1x; x0, t))
+ o(1).

Now we consider the sum over slow eigenvalues. Again, a parallel can be made to the
previous section with Proposition 2.7, where we obtained the leading order behavior of a
sum by turning it into an integral. Given Conjecture 6 and (3.65) of Proposition 3.6, we have
that the x-velocities of all slow and small eigenvalues for (x, t) near (x0, t) are nearly the
same, i.e.

(3.109) ∂xα−
k (x, t) ≈ 2uB

0 (x0, t)
g−(x0, t) log(ϵ−1)

.

However, at this point we need to approximate the quantity g−(x0, t). We will actually pro-
ceed more directly to approximate ∂xα−

k (x, t), which will automatically produce the logarith-
mic scaling in ϵ. For this purpose, let x−(t) denote the largest value of x less than or equal
to x0 for which there is a slow eigenvalue at α = 0, let x+(t) denote the smallest value of x
strictly greater than x0 for which the same is true, and set ∆x := x+(t)− x−(t). By setting
the left-hand side of (3.63) to zero we obtain

(3.110) ∆x ≈ 2πϵ

f−(x0, t)
=

2πϵ

uB
0 (x0, t)

.

Now as x increases from x−(t) to x0, the slow eigenvalue originally at α = 0 will increase
to the value of the smallest positive slow eigenvalue α+(x0, t); likewise as x decreases from
x+(t) to x0, the slow eigenvalue originally at α = 0 will decrease to the value of the negative
slow eigenvalue α−(x0, t) of smallest absolute value. We set ∆α := α+(x0, t)− α−(x0, t), and
see that this is the difference between the two closest eigenvalues of opposite signs to α = 0 at
(x0, t). We can approximate ∆α directly using the asymptotic density of all of the eigenvalues
given in (3.4). Indeed, the integral of G(α; x0, t)dα between α−(x0, t) and α+(x0, t) should be
approximately

(3.111)
M

N(ϵ)
= ϵ(1 + o(1)).

Using (3.7), since the limits of integration are small, we get

(3.112)
1

4π

2p
2p − 1

[α+(x0, t)− α+(x0, t) ln(|α+(x0, t)|)

− α−(x0, t) + α−(x0, t) ln(|α−(x0, t)|)] ≈ ϵ.
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Solving for ∆α gives

(3.113) ∆α ≈ 2πϵ(2p − 1)
p log(ϵ−1)

.

Then we approximate the velocity ∂xα(x, t) for a slow and small eigenvalue by

(3.114) ∂xα(x, t) ≈ ∆α

∆x
≈ (2p − 1)uB

0 (x0, t)
p log(ϵ−1)

=⇒ g−(x0, t) ≈ 2p
2p − 1

.

Using this and the convergence in (3.4), the contribution of the small and slow eigenvalues
(which are the majority of the small eigenvalues), is

∑
|αk(x,t)|<ϵr

αk,x=o(1)

2αk,x(x, t)
(ϵ−1αk(x, t))2 + 1

≈ uB
0 (x0, t)

2(2p − 1)
p ln(ϵ−1) ∑

|αk(x0,t)|<ϵr

αk,x=o(1)

1
(ϵ−1αk(x0, t))2 + 1

= uB
0 (x0, t)

2(2p − 1)
p ln(ϵ−1)

∫ ϵr

−ϵr

1
(ϵ−1α)2 + 1

N(ϵ)

∑
k=1

δαk(x0,t)(α)

≈ uB
0 (x0, t)

2(2p − 1)
p ln(ϵ−1)

· 1
ϵ

∫ ϵr

−ϵr

G(α; x0, t)dα

(ϵ−1α)2 + 1

≈ uB
0 (x0, t)

πϵ ln(ϵ−1)

∫ ϵr

−ϵr

ln(|α|−1)dα

(ϵ−1α)2 + 1
.

(3.115)

Scaling by α = ϵz and letting ϵ → 0, the integral above is πϵ ln(ϵ−1)(1 + o(1)), so we con-
clude that the leading contribution of the slow and small eigenvalues is

(3.116) lim
ϵ→0

∑
|αk(x,t)|<ϵr

αk,x=o(1)

2αk,x(x, t)
(ϵ−1αk(x, t))2 + 1

= uB
0 (x0, t).

Remark 3.9. The proof above shows an interesting connection between the approaches to
the strong small-ϵ asymptotic behavior of the BO soliton ensemble u(x, t) based on the eigen-
values of the two matrices A(x, t) and C(t). Indeed, we can see that the contributions of the
small slow/fast eigenvalues of A(x, t) respectively correspond precisely to the contributions
of eigenvalues of C(t) with real parts close to µ = x on the upper/lower branch.
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