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Abstract
Team KEEPHA1 submitted results for all three subtasks based on ensembles and inserting position
information using different variations of transformer models. We achieve a strict F1 score of 0.95
(lenient F1 is 0.97) in medication extraction, an F1 of 0.94 (micro) and 0.87 (macro) in event
classification and a combined F1 of 0.67 in context classification.

Introduction
This abstract describes our participation in the n2c2 2022 shared task 1: contextualized medication
event extraction on the CMED corpus [1]. We submitted three runs to subtask 1, six runs to subtask
2, and five runs to subtask 3. All models were trained using the huggingface library [5] and
AdamW [4] for optimization. We only report the best models for every subtask.

Subtask 1: Medication Extraction: An ensemble of the best two PubMedBERT [2] models
trained with two configurations with five seeds each. We trained the first model on sequence
chunks of size 30 and batch size 4, the second one on chunks of size 20 and batch size 8, both with
a learning rate of 2e-5. This approach achieved the best results with a strict F1 score of 0.95 and
a lenient F1 score of 0.97. Pre- and post-processing were done with the help of the original brat-
related [3] scripts2.

https://github.com/nlplab/brat/blob/master/tools/BIOtoStandoff.py
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Subtask 2: Event Classification: For this task, we pre-processed the dataset to generate chunks
of text with a 200-character context window around each drug mention. We fed the pre-processed
data to a BioClinical BERT [6] model, pretrained on eletronic health records. We fine-tuned it for
100 epochs, with AdamW optimized linear decreasing learning rate. It achieved a micro F1 score
of 0.93 and a macro F1 score of 0.83 on the gold labeled dataset.
Subtask 3: Context Classification:We pre-processed the dataset as in subtask 2. To obtain
rough document-position information, we split each document into three equal-length chunks:
head, body, and tail. We appended that information to inputs after a [SEP] token. We produced
the results with task-specific ensembles of BioClinical BERT models [6] over five seeds trained
with document-position information, one for each dimension of context.

Conclusion
In conclusion, for the first subtask, we found that ensembling models work best, and that remaining
false negatives are often mentions that either contain spelling mistakes or that could be both body
substances and medication (e.g. “insulin”). For subtask 2, BioClinical BERT model achieved the
best performance, especially in classification of Disposition and NoDisposition events, while
Undetermined events had a lower score due to low frequency in the training set. For subtask 3, we
found that incorporating rough document-position information helps in event classification.
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