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1 Introduction

A half-century ago, Schett [17, 18] introduced implicitly, and then Dumont [5, 6] intro-
duced explicitly, the sequence of polynomials

Xn(x, y, z) =

(
yz

∂

∂x
+ xz

∂

∂y
+ xy

∂

∂z

)n

x , (1.1)

which we shall call the Schett polynomials initialized in x; clearly they are homogeneous
polynomials of degree n + 1 with nonnegative integer coefficients, and are symmetric in
y ↔ z. Schett [17, 18] showed that the polynomials Xn(x, y, z) unify and generalize the
Taylor coefficients of the Jacobian elliptic functions sn, cn, dn.

It is easy to see that for even (resp. odd) n, the polynomial Xn(x, y, z) is divisible by
x (resp. by yz) and that the quotient is a polynomial in x2, y2, z2. We therefore define the
reduced Schett polynomials

X̂n(x2, y2, z2) =


1
x

Xn(x, y, z) for n even

1
yz

Xn(x, y, z) for n odd
(1.2)

Then X̂2k and X̂2k+1 are homogeneous polynomials of degree k in x2, y2, z2. It is also not
difficult to show that these two polynomials coincide when x = 0: that is, X̂2k(0, y2, z2) =
X̂2k+1(0, y2, z2).
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1.1 Total positivity and production matrices

The main purpose of the present paper is to prove the coefficientwise Hankel-total positivity
of the even and odd subsequences of Schett polynomials. Recall first that a finite or infi-
nite matrix of real numbers is called totally positive (TP) if all its minors are nonnegative.
Background information on totally positive matrices can be found in [11, 10, 15, 7]; they
have applications to many areas of pure and applied mathematics.1 In particular, it is
known [9, Théorème 9] [15, section 4.6] that an infinite Hankel matrix (ai+j)i,j≥0 of real
numbers is totally positive if and only if the underlying sequence (an)n≥0 is a Stieltjes
moment sequence, i.e. the moments of a positive measure on [0, ∞).

However, this is only the beginning of the story, because our main interest [19] is
not with sequences and matrices of real numbers, but rather with sequences and ma-
trices of polynomials (with integer or real coefficients) in one or more indeterminates x:
in applications they will typically be generating polynomials that enumerate some com-
binatorial objects with respect to one or more statistics. We equip the polynomial ring
R[x] with the coefficientwise partial order: that is, we say that P is nonnegative (and
write P ⪰ 0) in case P is a polynomial with nonnegative coefficients. We then say that a
matrix with entries in R[x] is coefficientwise totally positive if all its minors are polyno-
mials with nonnegative coefficients; and we say that a sequence a = (an)n≥0 with entries
in R[x] is coefficientwise Hankel-totally positive if its associated infinite Hankel matrix
H∞(a) = (ai+j)i,j≥0 is coefficientwise totally positive. Most generally, we can consider
sequences and matrices with entries in an arbitrary partially ordered commutative ring;
total positivity and Hankel-total positivity are then defined in the obvious way. Coef-
ficientwise Hankel-total positivity of a sequence of polynomials (Pn(x))n≥0 implies the
pointwise Hankel-total positivity (i.e. the Stieltjes moment property) for all x ≥ 0, but it
is vastly stronger.

Our first main theorem is:

Theorem 1.1 (Coefficientwise Hankel-total positivity of the Schett polynomials).

(a) The sequence
(
X̂2n(x2, y2, z2)

)
n≥0 of even reduced Schett polynomials is coefficientwise

Hankel-totally positive in x, y, z.

(b) The sequence
(
X̂2n+1(x2, y2, z2)

)
n≥0 of odd reduced Schett polynomials is coefficientwise

Hankel-totally positive in x, y, z.

We remark that the z = 0 specialization of Theorem 1.1(a) follows from a continued
fraction due to Stieltjes [21, p. H17] and Rogers [16, p. 77] together with some general
theory [19].2 But the general case of Theorem 1.1 is considerably more subtle.

1See [20, footnote 4] for many references.
2See also Flajolet and Françon [8, Theorem 1] and Milne [13, Theorems 3.2 and 3.11] for modern

presentations of Rogers’ elegant proof of the continued fraction.
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Our proof of Theorem 1.1 will be based on the method of production matrices [3, 4].
Let P = (pij)i,j≥0 be an infinite matrix with entries in a commutative ring R; we assume
that P is either row-finite (i.e. has only finitely many nonzero entries in each row) or
column-finite. Now define an infinite matrix A = (ank)n,k≥0 by ank = (Pn)0k. We call P
the production matrix and A the output matrix, and we write A = O(P). The two key
facts here are the following [14, section 9.2]: if R is a partially ordered commutative ring
and P is totally positive, then O(P) is totally positive [14, Theorem 9.4], and the zeroth
column of O(P) is Hankel-totally positive [14, Theorem 9.7].

We will prove Theorem 1.1 by exhibiting production matrices that generate the even
or odd reduced Schett polynomials as the zeroth column of their output matrix, and then
proving the total positivity of those production matrices. The production matrices will
be quadridiagonal unit-lower-Hessenberg matrices: that is, they will have a superdiagonal
with all entries equal to 1, and then a diagonal, a subdiagonal, and a second subdiagonal;
all other entries are equal to 0. In the language of [14], these are the production matrices
for a 2-branched J-fraction. Similar but simpler quadridiagonal production matrices
arose in [1]. In particular, we will prove the following two results:

Proposition 1.2 (Production matrices for even and odd Schett polynomials).

(a) The quadridiagonal production matrix P(x, y, z) = (pij)i,j≥0 defined by

pn,n+1 = 1 (1.3a)

pn,n = (2n)2x2 + (2n + 1)2(y2 + z2) (1.3b)

pn,n−1 = (2n)2(2n − 1)
[
(2n − 1)x2(y2 + z2) + (2n + 1)y2z2] (1.3c)

pn,n−2 = (2n)2(2n − 2)2(2n − 1)(2n − 3)x2y2z2 (1.3d)

pn,k = 0 if k < n − 2 or k > n + 1 (1.3e)

generates the even reduced Schett polynomials
(
X̂2n(x2, y2, z2)

)
n≥0 as the zeroth column

of its output matrix O(P).

(b) The quadridiagonal production matrix Q(x, y, z) = (qij)i,j≥0 defined by

qn,n+1 = 1 (1.4a)

qn,n = (2n + 2)2x2 + (2n + 1)2(y2 + z2) (1.4b)

qn,n−1 = (2n)2(2n + 1)
[
(2n + 1)x2(y2 + z2) + (2n − 1)y2z2] (1.4c)

qn,n−2 = (2n)2(2n − 2)2(2n + 1)(2n − 1)x2y2z2 (1.4d)

qn,k = 0 if k < n − 2 or k > n + 1 (1.4e)

generates the odd reduced Schett polynomials
(
X̂2n+1(x2, y2, z2)

)
n≥0 as the zeroth column

of its output matrix O(Q).
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Proposition 1.3 (Total positivity of the production matrices).
(a) The quadridiagonal production matrix P(x, y, z) defined in (1.3) is coefficientwise totally

positive in x, y, z.

(b) The quadridiagonal production matrix Q(x, y, z) defined in (1.4) is coefficientwise totally
positive in x, y, z.

We note that the production matrices P(x, y, z) and Q(x, y, z) coincide when x = 0;
this is consistent with the fact that X̂2n(0, y2, z2) = X̂2n+1(0, y2, z2).

Combining Propositions 1.2 and 1.3 with the general theory of totally positive pro-
duction matrices [14, Theorem 9.7] proves Theorem 1.1.

1.2 Exponential generating functions of the output matrices

We can also give exponential generating functions for the output matrices O(P) and
O(Q), using the theory of exponential Riordan arrays. Recall first that if F(t) and G(t)
are formal power series with coefficients in a commutative ring R, with G(0) = 0, then
the exponential Riordan array R[F, G] is the infinite lower-triangular matrix with entries

R[F, G]nk =
n!
k!

[tn] F(t)G(t)k ∈ R . (1.5)

If the ring R contains the rationals (as it will here), this says that the exponential gener-
ating function of the kth column of R[F, G] is F(t)G(t)k/k!. Note also that if F is even
and G is odd, then R[F, G]nk is nonvanishing only when n and k have the same parity;
that is, only the even-even and odd-odd submatrices of R[F, G] are nonvanishing. In
this situation we call R[F, G] a checkerboard exponential Riordan array.

We will show that the output matrix O(P) is the even-even submatrix of a particular
checkerboard exponential Riordan array. Clearly F must be the exponential generating
function of the zeroth column of O(P), which by Proposition 1.2(a) are the even reduced
Schett polynomials X̂2n(x2, y2, z2), alternated with zero entries. Hence we must have

F(t) =
∞

∑
n=0

X̂2n(x2, y2, z2)
t2n

(2n)!
= Dn(t; x, y, z)En(t; x, y, z) , (1.6)

where Dn and En are Dumont’s hyperelliptic functions [6, section 3], and the final equal-
ity is [6, eq. (3.11)]. For G, it turns out that we will have G(t) = Sn(t; x, y, z), where Sn is
another of Dumont’s hyperelliptic functions. We will therefore prove:

Proposition 1.4 (Exponential generating function for the output matrix O(P)).
Let the matrix P be as in Proposition 1.2(a), and let F(t) and G(t) be as above. Then the output
matrix O(P) is the even-even submatrix of the exponential Riordan array R[F, G]:

O(P)nk =
(2n)!
(2k)!

[t2n] F(t)G(t)2k . (1.7)
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We can do something analogous for the output matrix O(Q) associated to the odd
Schett polynomials, but this time it will be most convenient to find it as the odd-odd
submatrix of a checkerboard exponential Riordan array. We will again have G(t) =
Sn(t; x, y, z). Since the zeroth column of O(Q), which by Proposition 1.2(b) are the odd
reduced Schett polynomials X̂2n+1(x2, y2, z2), will now appear in the k = 1 column of
R[F, G] in odd rows starting at n = 1, we must have

F(t)G(t) =
∞

∑
n=0

X̂2n+1(x2, y2, z2)
t2n+1

(2n + 1)!
= Sn(t; x, y, z)Cn(t; x, y, z) , (1.8)

where Sn and Cn are Dumont’s hyperelliptic functions, and the final equality is again
[6, eq. (3.11)]. Therefore F(t) = Cn(t; x, y, z). We will then prove:

Proposition 1.5 (Exponential generating function for the output matrix O(Q)).
Let the matrix Q be as in Proposition 1.2(b), and let F(t) and G(t) be as above. Then the output
matrix O(Q) is the odd-odd submatrix of the exponential Riordan array R[F, G]:

O(Q)nk =
(2n + 1)!
(2k + 1)!

[t2n+1] F(t)G(t)2k+1 . (1.9)

2 Proof of Propositions 1.2, 1.4 and 1.5

We shall prove Proposition 1.4 (resp. 1.5) by considering the checkerboard exponential
Riordan array defined there and showing that the production matrix of its even-even
(resp. odd-odd) submatrix is indeed what is written in Proposition 1.2(a) [resp. 1.2(b)].
Since the zeroth column of this submatrix is, by construction, the sequence of even
(resp. odd) reduced Schett polynomials, this will also prove Proposition 1.2.

The production matrix of an exponential Riordan array R[F, G] is well known [20,
Theorem 2.19] to be pnk = (n!/k!) (zn−k + k an−k+1), where A(s) = ∑∞

n=0 ansn and
Z(s) = ∑∞

n=0 znsn satisfy

G′(t) = A(G(t)) ,
F′(t)
F(t)

= Z(G(t)) . (2.1)

Here we will give the analogous result for the even-even and odd-odd submatrices of a
checkerboard exponential Riordan array.

First we define some new series:

B(s) def
= A(s)2 , C(s) def

= 2A(s)Z(s) , D(s) def
= Z(s)2 + A(s)Z′(s) . (2.2)

Since F is even and G is odd, it follows that A is even and Z is odd; then B and D are
even, while C is odd, and we can write

B(t) =
∞

∑
m=0

bm t2m , C(t) =
∞

∑
m=0

cm t2m+1 , D(t) =
∞

∑
m=0

dm t2m . (2.3)
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We then have:

Theorem 2.1 (Production matrices for submatrices of a checkerboard exponential Rior-
dan array). Let R[F, G] be a checkerboard exponential Riordan array with invertible diagonal
entries and F(0) = 1, and let R[F, G]ee and R[F, G]oo be its even-even and odd-odd submatrices.
Then:

(a) The production matrix of R[F, G]ee has entries

pnk =
(2n)!
(2k)!

[
2k(n + k) bn−k+1 + 2k cn−k + dn−k

]
. (2.4)

(b) The production matrix of R[F, G]oo has entries

pnk =
(2n + 1)!
(2k + 1)!

[
(2k + 1)(n + k + 1) bn−k+1 + (2k + 1) cn−k + dn−k

]
. (2.5)

The proof will be based on the following simple but powerful result, which we dis-
covered very recently and which to our surprise is apparently new; it is inspired by the
integration-by-parts arguments employed by Stieltjes [21], Rogers [16] and others [8, 13]
to deduce classical J-fractions.

Proposition 2.2 (Exponential-generating-function method for production matrices). Let
A = (ank)n,k≥0 and P = (pnk)n,k≥0 be row-finite matrices with entries in a commutative ring
R containing the rationals, with a0k = δk0. Fix integers r ≥ 1 and 0 ≤ s < r, and define the
column exponential generating functions of A:

A[r,s]
k (t) =

∞

∑
n=0

ank
trn+s

(rn + s)!
. (2.6)

Then the following are equivalent:

(a) For all k ≥ 0,
dr

dtr A[r,s]
k (t) =

∞

∑
n=0

pnk A[r,s]
n (t) . (2.7)

(b) A = O(P).

Proof. On both sides of (2.7), the only powers of t that can occur are trm+s with m ≥ 0;
for the left-hand side we have here used the hypothesis that 0 ≤ s < r. So take the
coefficient of trm+s/(rm + s)! on both sides of (2.7):[

trm+s

(rm + s)!

]
dr

dtr A[r,s]
k (t) =

[
tr(m+1)+s

(r(m + 1) + s)!

]
A[r,s]

k (t) = am+1,k (2.8)
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while [
trm+s

(rm + s)!

] ∞

∑
n=0

pnk A[r,s]
n (t) =

∞

∑
n=0

pnk amn . (2.9)

But am+1,k =
∞
∑

n=0
amn pnk is precisely the recurrence stating that A = O(P). □

Note that, to prove that A = O(P), it suffices to verify the identities (2.7) for one pair
(r, s). On the other hand, if A = O(P), then the identities (2.7) hold for all pairs (r, s)
satisfying 0 ≤ s < r.

We remark also that (a) =⇒ (b) holds even when s ≥ r; but in this case the hypothesis
(2.7) is unlikely to hold, because there are terms that will occur on the left-hand side
(unless they happen to vanish) that cannot occur on the right-hand side, namely trm+s

with m < 0. We will now see an example of this.

Sketch of proof of Theorem 2.1. We apply Proposition 2.2 with r = 2, taking s = 0
for part (a) and s = 1 for part (b). That is, we will compute the production matrix of the
matrix with elements ank = R[F, G]2n+s,2k+s. Here we can take in principle any integer
s ≥ 0, but we will see at the end why only s = 0, 1 give a valid final result.

For any k ∈ Z, let Hk(t) be the exponential generating function of column 2k + s of
R[F, G],

Hk(t)
def
=

F(t) G(t)2k+s

(2k + s)!
, (2.10)

where by convention we take Hk(t)
def
= 0 if 2k + s < 0. A straightforward computation

(about 1 page long) using (2.1)–(2.3) shows that

H′′
k (t) =

∞

∑
n=−1

pnk Hn(t) (2.11)

where

pnk =
(2n + s)!
(2k + s)!

[
(2k + s)(n + k + s) bn−k+1 + (2k + s) cn−k + dn−k

]
. (2.12)

In general the term n = −1 can contribute to the sum (2.11) when k = 0, via bn−k+1 = b0
(note that H−1 is nontrivial if s ≥ 2); but its coefficient is s(s − 1) and hence vanishes
for s ∈ {0, 1} (and in any case H−1 = 0 for s ∈ {0, 1}). Therefore, for s ∈ {0, 1} we can
apply Proposition 2.2 with r = 2. □

We also have another proof of Theorem 2.1; we will publish it in the fuller version of
this work.
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We now apply Theorem 2.1 to the checkerboard exponential Riordan arrays defined
in Propositions 1.4 and 1.5. From G(t) = Sn(t; x, y, z) and the differential equation
satisfied by Sn [6, eq. (3.7)], we have immediately

A(s) = [(1 + x2s2)(1 + y2s2)(1 + z2s2)]1/2 . (2.13)

For Proposition 1.4 we have F(t) = Dn(t; x, y, z)En(t; x, y, z); using [6, eq. (3.3)/(3.4)] we
get

Z(s) = s A(s)
[

y2

1 + y2s2 +
z2

1 + z2s2

]
. (2.14)

For Proposition 1.5 we have F(t) = Cn(t; x, y, z); using [6, eq. (3.3)/(3.4)] we get

Z(s) = s A(s)
x2

1 + x2s2 . (2.15)

From this we compute, in each case, the series B, C, D and the coefficients bm, cm, dm;
this computation is straightforward and we leave it to the reader. Substituting these
coefficients into Theorem 2.1 yields the production matrices of Proposition 1.2.

We remark that when x = y and z = 0, these two checkerboard exponential Riordan
arrays coincide; this array was found earlier in [2, eq. (6.24)].

3 Proof of Proposition 1.3

We begin by observing that the production matrices P and Q defined in Proposition 1.2

have a nice factorization. Let T(y, z) def
= P(0, y, z) = Q(0, y, z) be the production matrix

at x = 0: it is tridiagonal with matrix elements

Tn,n+1 = 1 (3.1a)

Tn,n = (2n + 1)2(y2 + z2) (3.1b)

Tn,n−1 = 4n2(4n2 − 1)y2z2 (3.1c)

And let L(x) be the lower-bidiagonal matrix with entries

Ln,n = 1 (3.2a)

Ln,n−1 = 4n2x2 (3.2b)

A simple computation shows:

Proposition 3.1 (Factorization of the production matrices).

(a) P(x, y, z) = L(x) T(y, z).

(b) Q(x, y, z) = T(y, z) L(x).
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Since a nonnegative bidiagonal matrix is totally positive, to prove Proposition 1.3
it suffices to show that T(y, z) is coefficientwise totally positive. This turns out to be
surprisingly difficult; but it is contained within a tridiagonal special case of [1, Theo-
rem C.1], which asserts the coefficientwise total positivity of a class of quadridiagonal
lower-Hessenberg matrices, defined as follows. Let

P def
= L1L2U + L1D1 + L2D2 (3.3)

where
L1 = αI + ξL , L2 = βI + ηL (3.4)

and

• L is the lower-bidiagonal matrix with the sequence a0, a1, . . . on the diagonal, the
sequence b1, b2, . . . on the subdiagonal, and zeroes elsewhere;

• U is the upper-bidiagonal matrix with the sequence c1, c2, . . . on the superdiagonal,
the sequence d0, d1, . . . on the diagonal, and zeroes elsewhere;

• D1 is the diagonal matrix with entries e0, e1, . . . ;

• D2 is the diagonal matrix with entries f0, f1, . . . ;

and α, β, ξ, η, a = (an)n≥0, b = (bn)n≥1, c = (cn)n≥1, d = (dn)n≥0, e = (en)n≥0,
f = ( fn)n≥0 are all indeterminates. We then have:

Theorem 3.2. [1, Theorem C.1] The matrix P defined by (3.3)/(3.4) is totally positive, coeffi-
cientwise in the indeterminates α, β, ξ, η, a, b, c, d, e, f.

The quadridiagonal matrices P and Q of Proposition 1.2 are not (as far as we can tell)
covered by Theorem 3.2, but the tridiagonal matrix T is. Taking d = 0 makes the matrix
P tridiagonal; the further specializations

α = β = 1, ξ = y2, η = z2,
an = 0, bn = (2n)(2n + 1), cn = 1, en = (2n + 1)z2, fn = (2n + 1)y2 (3.5)

then yield T.

Sketch of proof of Theorem 3.2. We first let Q = P|f=0 = L1(L2U + D1). Next let pk,
qk and ℓk denote the k-th columns of the matrices P, Q and L2, respectively.

We use induction to prove that for any fixed pair of integers 0 ≤ k ≤ m + 1, the
matrix (q0, q1, . . . , qk−1, pk, . . . , pm) is totally positive. We do this in the following steps:

• Step 1: The matrix Q is totally positive: this follows from the fact that bidiagonal
matrices with non-negative entries are totally positive, together with the tridiagonal
comparison theorem [19] [22, Proposition 3.1] [1, Proposition 2.6]. This establishes
the base case k = m + 1 of our induction.
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• Step 2: The matrix (q0, . . . , qk−1, ℓk) is totally positive: When d = 0, this can easily
be shown by direct consideration of the minors. The general case is significantly
more difficult.

• Step 3: If the matrix (pk+1, . . . , pm) is totally positive, then so is
(q0, . . . , qk−1, ℓk, pk+1, . . . , pm): We prove this by induction where the base case
k = m is Step 2. When k < m, we let tk+1 =

(
pk+1|bk+1=0

)∣∣
fk+1→ξbk+1ck+1

and let
(tn,k+1)n≥0 = tk+1. Next let p̃k+1 be the same as tk+1 except that the entry tk,k+1 is
made equal to 0. It is not difficult to show that the matrix (p̃k+1, pk+2, . . . , pm) is to-
tally positive. Next, we notice that the matrix S = (q0, . . . , qk−1, ℓk, p̃k+1, pk+2, . . . , pm)
consists of two totally positive blocks which overlap in a single row. Using [11,
p. 398], we get that S is totally positive. Finally, we obtain the desired result by
right-multiplying S with the upper-bidiagonal matrix that has 1 on the diagonal,
(α + ξak)ck+1 in position (k, k + 1) and zeros elsewhere.

• Step 4 (Induction step): If the matrix (q0, q1, . . . , qk, pk+1, . . . , pm) is totally positive,
then so is (q0, q1, . . . , qk−1, pk, . . . , pm): This follows from noticing pk = qk + fkℓk
and then using the column-linearity of determinants.

The details of this proof can be found in [1, Appendix C]. □

4 Remarks

In a longer version of this work, we intend to treat the following generalizations:
1) We can define Schett polynomials in any number of variables, not just three. Fix

an integer m ≥ 1, and define the Schett operator in m + 1 variables x0, x1, . . . , xm by

Dm+1
def
=

m

∑
i=0

(
∏

0 ≤ j ≤ m
j ̸= i

xj

)
∂

∂xi
. (4.1)

Then define the Schett polynomials in m + 1 variables initialized in x0 by

X[m+1]
n (x0, x1, . . . , xm)

def
= (Dm+1)

n x0 . (4.2)

These polynomials are clearly symmetric in x1, . . . , xm. Since x0 plays a special role,
we write x = x0 and y = (y1, . . . , ym) = (x1, . . . , xm). It turns out that if we define
ai = 1/yi and make an appropriate rescaling, then the Schett polynomial in m variables
is obtained from the one in m + 1 variables by specializing to am = 0. This allows us to
take m → ∞ and define a symmetric-function generalization of the Schett polynomials.
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For this generalization we have obtained analogues of Propositions 1.2, 1.4 and 1.5 for the
case x = 0, but the coefficientwise total positivity of this production matrix is at present
a conjecture. Furthermore, we have not yet been able to find a production matrix for the
case x ̸= 0.

2) Schett [17, Theorem III/1] showed that Xn(1, 1, 1) = n!. It was therefore natural

to interpret Xn(x, y, z) as enumerating permutations of [n] def
= {1, . . . , n} with respect to

some bivariate statistic, and Dumont [5] identified the statistic: he showed that

Xn(x, y, z) =

{
x Dn(x, y, z) for n even
y Dn(x, y, z) for n odd

(4.3)

where

Dn(x, y, z) def
= ∑

σ∈Sn

(x2)cpeakodd(σ)(y2)cpeakeven(σ)zcdrise(σ)+cdfall(σ)+fix(σ) ; (4.4)

here these statistics count, respectively, odd cycle peaks, even cycle peaks, cycle double
rises, cycle double falls, and fixed points in the permutation σ. (We remark that the
y ↔ z symmetry is quite mysterious in this combinatorial interpretation.) A different
combinatorial interpretation of the Schett polynomials, in terms of vertices of even and
odd degree at even and odd levels of an increasing tree, was given by Lin and Ma [12,
Theorem 1.6]. It will be interesting to find combinatorial interpretations for the higher-
order Schett polynomials.

3) We can generalize (4.3)/(4.4) by introducing a factor λcyc(σ), where cyc(σ) de-
notes the number of cycles in the permutation σ. For these Schett polynomials with
cycle-counting, we have found generalizations of (1.3)/(1.4) that empirically generate
the correct zeroth-column sequences, but we have not yet been able to prove that they
do so. On the other hand, we have proven the corresponding generalization of Proposi-
tion 1.3: these production matrices are totally positive, coefficientwise in x, y, z, λ, as a
consequence of the d = 0 case of Theorem 3.2.
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