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RIS-Parametrized Rich-Scattering
Environments: Physics-Compliant Models,
Channel Estimation, and Optimization

Philipp del Hougne[0000−0002−4821−3924]

Abstract The tunability of radio environments with reconfigurable intelligent sur-
faces (RISs) enables the paradigm of smart radio environments in which wireless
system engineers are no longer limited to only controlling the radiated signals but can
in addition also optimize the wireless channels. Many practical radio environments
include complex scattering objects, especially indoor and factory settings. Mul-
tipath propagation therein creates seemingly intractable coupling effects between
RIS elements, leading to the following questions: How can a RIS-parametrized
rich-scattering environment be modelled in a physics-compliant manner? Can the
parameters of such a model be estimated for a specific but unknown experimental
environment? And how can the RIS configuration be optimized given a calibrated
physics-compliant model? This chapter summarizes the current state of the art in
this field, highlighting the recently unlocked potential of frugal physical-model-based
open-loop control of RIS-parametrized rich-scattering radio environments.

1 Introduction

The ability to deterministically tune wireless channels with reconfigurable metasur-
faces, often referred to as reconfigurable intelligent surfaces (RISs), is expected to
play a major role in next-generation wireless networks [1, 2, 3, 4]. Controlling the
wireless channels in addition to the input signals is a significant paradigm shift in
communications. Many established tools and wisdoms from the era in which only
the input signals could be controlled cannot be straightforwardly applied within this
new paradigm of “smart radio environments”. A striking example thereof is the topic
of the present chapter: the treatment of (rich) scattering within the radio environ-
ment [5]. Traditionally, a channel matrix with suitable statistics (Rayleigh, Rician,
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2 Philipp del Hougne

Nakagami, etc.) is chosen to capture the effects of scattering and fading. Within
smart (i.e., RIS-parametrized) rich-scattering radio environments, the situation is
considerably more complicated: the dependence of the channels on the RIS config-
uration is non-linear due to coupling between the RIS elements, and this coupling
depends on the RIS elements’ proximity and the deterministic details of the scatter-
ing environment [6]. It is generally impossible to treat the impact of the RIS and the
scattering environment on the wireless channel separately (although this approach is
still common in theoretical works based on so-called “cascaded channel models”).

Why is the consideration of (rich) scattering environments, as opposed to free
space, important for the field of smart radio environments? The amount of scattering
in a radio environment depends on the latter’s material composition and geometry
as well as the considered frequency range. The amount of scattering is often not
negligible, i.e., the radio environment can often not be approximated as being free
space. This applies in particular to many indoor and factory radio environments
of interest, and especially within the sub-6 GHz regime. Recent trends to explore
millimeter-wave and terahertz regimes are still confronted with major challenges
related to signal generation and attenuation, while the sub-6 GHz regime is expected
to continue to play a pivotal role as part of all-spectra-integrated next-generation
networks [7].

The essential ingredient to understanding, characterizing and optimizing an RIS-
parametrized rich-scattering radio environment is a physics-compliant end-to-end
channel model. We survey polarizability-based and impedance-based formulations
of such channel models in Sec. 2, including a discussion of the nature of the non-
linearity in the mapping from RIS configuration to channel, as well as a derivation of
the tacit linearity assumption made by widespread but unphysical cascaded models.
Having developed an understanding of physics-compliant RIS-parametrized rich-
scattering channel models in Sec. 2, we proceed in Sec. 3 with the estimation of the
involved parameters for a specific but unknown experimental setting. We highlight
in particular the favorable inductive bias of physics-compliant channel estimation,
and that built-in physical constraints enable surprisingly frugal physics-compliant
channel estimation, e.g., non-coherent channel estimation or the estimation of unseen
channels. Finally, having characterized a given experimental setting in Sec. 3, we
discuss how to optimize the RIS configuration for a desired wireless functionality in
Sec. 4. We present a taxonomy of different optimization objectives in terms of the role
of the RIS (channel shaping vs information encoding) and the application (wireless
communications, wave-based computing, sensing). We also present a taxonomy
of different algorithmic optimization strategies (iterative optimization, dictionary
search, adjoint method, etc.) based on closed-loop or open-loop forward mappings
from RIS configuration to channel. Moreover, we describe how to efficiently evaluate
the channels for different RIS configurations in a given setting with a physics-
compliant model. We close in Sec. 5 with a summary and an outlook to open
questions for future research.

This chapter is based on the state of the art on RIS-parametrized rich-scattering
wireless channels in the Fall of 2023. The field is still rapidly evolving. Importantly,
most of the theory and algorithms covered in this chapter apply more generally to
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any massively parametrized complex medium (MPCM) [8]. RIS-parametrized rich-
scattering radio environments are currently the most prominent example of MPCMs,
but emerging dynamic metasurface antennas (DMAs) [9, 10, 11] and wave-based
signal processors [12, 13] equally rely on MPCMs [8]. In fact, MPCMs emerge yet
more generally across scales and wave phenomena as new approach to controlling
wave-matter interactions besides the established approaches of metamaterial engi-
neering (i.e., designing the entire system from scratch) and wavefront shaping (i.e.,
designing the impinging wavefront). Some experiments were already reported in
nanophotonics [14, 15, 16], optics [17, 18, 19] and room-acoustics [20, 21]. There-
fore, many of the tools discussed in this chapter may soon play a role not only in
next-generation wireless networks but more generally in the broader field of MPCMs.

Notation. I𝑎 denotes the 𝑎 × 𝑎 identity matrix. A = diag(a) denotes that A is
a diagonal matrix constructed from the vector a. [A]BC denotes the block of the
matrix A selected by the sets of indices B and C. 𝛿𝑖, 𝑗 denotes the Kronecker delta.

2 Channel Modeling

Throughout this chapter, we are exclusively concerned with linear time-invariant
reciprocal systems. Although the RIS enables system reconfigurability, the system is
static (i.e., time-invariant) during any given measurement. Moreover, for simplicity,
we neglect noise throughout this chapter.

The key quantity of interest is the end-to-end wireless channel matrix H( 𝑓 ) ∈
C𝑁R×𝑁T that describes the linear input-output relation between the input wavefront
x( 𝑓 ) ∈ C𝑁T×1 injected via the 𝑁T transmitting antennas and the output wavefront
y( 𝑓 ) ∈ C𝑁R×1 exiting the system via the 𝑁R receiving antennas:

y( 𝑓 ) = H( 𝑓 )x( 𝑓 ), (1)

where 𝑓 denotes frequency. H( 𝑓 ) is one block of the system’s scattering matrix
S ∈ C𝑁A×𝑁A , where 𝑁A = 𝑁T + 𝑁R, that fully characterizes the scattering of waves
within the system:

S( 𝑓 ) =
[
Rin ( 𝑓 ) H𝑇 ( 𝑓 )
H( 𝑓 ) Rout ( 𝑓 )

]
, (2a)

H( 𝑓 ) = [S( 𝑓 )]RT , (2b)

where R and T denote the sets of indices assigned to the receiving antennas and
transmitting antennas, respectively. Rin ( 𝑓 ) ∈ C𝑁T×𝑁T is the reflection matrix for
the transmitting antennas, i.e., Rin ( 𝑓 )x( 𝑓 ) gives the wavefront reflected back into
the transmission lines attached to the transmitting antennas upon injection of x( 𝑓 ).
Similarly, Rout ( 𝑓 ) ∈ C𝑁R×𝑁R is the reflection matrix for the receiving antennas.

Given that our system (i.e., the radio environment) is parametrized by the RIS,
the key question is now to understand how H( 𝑓 ) depends on the RIS configuration
c( 𝑓 ) ∈ C𝑁S×1 (to be defined more carefully below), where 𝑁S denotes the number
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of RIS elements. In other words, we seek a forward model F for the mapping from
RIS configuration c( 𝑓 ) to wireless channel matrix H( 𝑓 , c( 𝑓 )):

F : c( 𝑓 ) ↦→ H( 𝑓 , c( 𝑓 )). (3)

As we will see in the following subsections, this mapping F is in general non-linear
(which does not contradict the fact that H( 𝑓 , c( 𝑓 )) is itself a linear mapping from
x( 𝑓 ) to y( 𝑓 )). In some cases, one may consider to “blindly” learn a neural surrogate
forward model, i.e., to approximate the mapping from c( 𝑓 ) to H( 𝑓 , c( 𝑓 )) with an
artificial neural network (ANN). However, our goal in this section is to formulate
closed-form forward models derived from first physical principles in order to gain
insights into the inner workings of this mapping. Moreover, as we show in Sec. 3,
physics-compliant models yield more compact and more accurate forward models
than neural surrogate forward models, and their parameters can be estimated with
surprisingly frugal methods.

The wireless entities of primary interest in a rich-scattering RIS-parametrized ra-
dio environment are the 𝑁A antennas via which waves enter or exit the system and the
𝑁S RIS elements via which the system’s transfer function can be tuned. Both anten-
nas and RIS elements are naturally discrete. The challenge in formulating a physics-
compliant forward model is how to capture the coupling between these 𝑁P = 𝑁A+𝑁S
primary wireless entities. This coupling depends on their spatial arrangement but also
on the rich-scattering radio environment. If the radio environment was free space,
the coupling of the primary wireless entities would only depend on their spatial
arrangement and close-by entities would generally experience stronger coupling. In
contrast, the additional reverberation-induced coupling under rich-scattering condi-
tions is of long-range nature: as waves bounce around a rich-scattering environment,
they may encounter different RIS elements along their trajectory, irrespective of
how close these RIS elements are to each other. Reverberation-induced coupling
can be stronger than proximity-induced coupling in certain settings [6]. The most
important insight into the difference between free space and rich-scattering radio
environments is that in the latter, the coupling between the primary wireless entities
is deterministically modified by the rich scattering [22, 6, 23, 24, 8, 25].

Two essentially equivalent approaches to capturing these coupling effects are pre-
sented in the subsequent subsections. In Sec. 2.1, we describe the primary wireless
entities as dipoles characterized by their polarizabilities (not to be confused with
polarizations) and coupled via background Green’s functions that depend on the pri-
mary dipoles’ spatial arrangement and the scattering environment [8]. Polarizability
is a local concept1 that we consider ideally suited to capture the local scattering
properties of the system defined by the RIS configuration. Meanwhile, the Green’s
functions capture the non-local coupling effects which change upon any perturbation
anywhere in the system [8]. Because we perceive the polarizability-based approach
as particularly transparent, compact and insightful, we develop it in more detail.
In particular, we derive a closed-form expression for the background Green’s func-

1 Polarizability being a local concept means that a given dipole’s polarizability value does not
depend on anything happening anywhere else other than at the given dipole’s location.
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tions in the special case in which the scattering environment is composed of dipoles
surrounded by free space, and we derive the assumptions about the truncation of
multi-bounce paths that are tacitly made by unphysical but widespread cascaded
models [6]. In Sec. 2.2, we derive an alternative impedance-based formulation that
treats the RIS elements as auxiliary ports terminated with tunable load impedances.
Here, the coupling effects are lumped into the ports’ self and mutual coupling co-
efficients, accounting for proximity and scattering in the radio environment [25].
An important insight, applicable to either formulation, is that there is no need for
an explicit description of the scattering environment, as long as its impact on the
coupling between the primary wireless entities is correctly captured [8, 25].

2.1 Polarizability-Based Model

2.1.1 Model Formulation

In the polarizability-based formulation, each primary wireless entity is modeled as
a dipole characterized by its polarizability [22, 23, 8]. The polarizability 𝛼𝑖 of the
𝑖th dipole relates its induced dipole moment 𝑝𝑖 to the magnitude 𝐸𝑖 of the incident
field at the 𝑖th dipole’s location and along the 𝑖th dipole’s orientation:

𝑝𝑖 ( 𝑓 ) = 𝛼𝑖 ( 𝑓 )𝐸𝑖 ( 𝑓 ). (4)

The field 𝐸𝑖 is the superposition of the “external” field due to the incoming wavefront
and the fields that are re-radidated by the dipoles:

𝐸𝑖 ( 𝑓 ) = 𝐸ext
𝑖 ( 𝑓 ) +

𝑁P∑︁
𝑖=1

𝐺𝑖 𝑗 ( 𝑓 )𝑝 𝑗 ( 𝑓 ), (5)

where 𝐸ext
𝑖

( 𝑓 ) is the component of the external field at the location of the 𝑖th dipole
and along the latter’s orientation (𝐸ext

𝑖
( 𝑓 ) is non-zero only for 𝑖 ∈ A = T ∪ R)

and 𝐺𝑖 𝑗 ( 𝑓 ) is the frequency-dependent background Green’s function between the
positions of the dipoles indexed 𝑖 and 𝑗 [8]. Specifically, 𝐺𝑖 𝑗 ( 𝑓 ) is the component
of the field along the 𝑖th dipole’s orientation at the location of the 𝑖th dipole due to
a unit dipole moment at the location of the 𝑗 th dipole with the same orientation as
the 𝑗 th dipole. Because we assume reciprocity, 𝐺𝑖 𝑗 ( 𝑓 ) = 𝐺 𝑗𝑖 ( 𝑓 ). The background
Green’s function accounts for the radio environment’s full complexity [8]. If our radio
environment was simply free space, 𝐺𝑖 𝑗 ( 𝑓 ) would simplify to the free-space Green’s
function for which closed-form expressions exist and 𝐺𝑖𝑖 ( 𝑓 ) = 0. However, since we
are interested in rich-scattering radio environments, we work with the background
Green’s function for which in general no closed-form expression exists. For the
special case of the background medium being itself composed of discrete dipoles
surrounded by free space, we derive a closed-form expression for the background
Green’s function in Sec. 2.1.2. In general,𝐺𝑖𝑖 ( 𝑓 ) ≠ 0 for complex radio environments
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because there exist paths starting at the 𝑖th dipole and returning to the 𝑖th dipole that
only bounce off environmental scattering objects without encountering any of the
primary wireless entities along their trajectory. Such paths give rise to so-called
“self-interactions”.

To self-consistently solve the system of coupled equations defined by Eq. (4) and
Eq. (5) for 𝑝𝑖 , we solve Eq. (4) for 𝐸𝑖 ( 𝑓 ), insert the result into Eq. (5),

𝛼−1
𝑖 ( 𝑓 )𝑝𝑖 ( 𝑓 ) = 𝐸ext

𝑖 ( 𝑓 ) +
𝑁P∑︁
𝑖=1

𝐺𝑖 𝑗 ( 𝑓 )𝑝 𝑗 ( 𝑓 ), (6)

and adopt a matrix notation (dropping the frequency dependence for conciseness):

Ap = Eext + Gp, (7)

where A = diag
( [
𝛼−1

1 , 𝛼−1
2 , . . . , 𝛼−1

𝑁P

] )
∈ C𝑁P×𝑁P is a diagonal matrix containing

the dipoles’ inverse polarizabilities, p =
[
𝑝1, 𝑝2, . . . , 𝑝𝑁P

]
∈ C𝑁P×1 is a vector

containing the dipoles’ dipole moments, Eext =
[
𝐸ext

1 , 𝐸ext
2 , . . . , 𝐸ext

𝑁P

]
∈ C𝑁P×1 is a

vector containing the external fields incident at the locations of the dipoles along
their orientations (recall that 𝐸ext

𝑖
= 0 ∀ 𝑖 ∈ S, where S is the set of dipole indices

associated with RIS elements), and G ∈ C𝑁P×𝑁P is a matrix whose (𝑖, 𝑗)th entry is
𝐺𝑖 𝑗 . G is symmetric (given our reciprocity assumption) and in general not hollow.
Solving Eq. (7) for p, we obtain

p = (A − G)−1 Eext = W−1Eext, (8)

where we define our system’s interaction matrix W = A − G ∈ C𝑁P×𝑁P . The
inversion of the interaction matrix in Eq. (8) compactly captures the infinite number
of multi-bounce paths, as we will see in more detail in Sec. 2.1.3.

At this stage, we should clarify how W is related to the RIS configuration c. We
stated previously that the RIS configuration defines the local scattering properties
at the locations of the RIS elements, i.e., the polarizability values of the dipoles
representing RIS elements. Specifically, within the polarizability-based framework
in this Sec. 2.1, we define c as the vector containing the inverse polarizabilities of
the dipoles representing RIS elements:

c =
[
𝛼−1
𝑖

�� 𝑖 ∈ S
]
. (9)

We can now partition W into 2 × 2 blocks as follows:

W = A − G =

[
𝛼−1

A I𝑁A 0AS
0SA diag(c)

]
−

[
GAA GAS
GSA GSS

]
, (10)

where we assume for simplicity that all antennas have the same polarizability 𝛼A and
0AS = 0𝑇SA denotes an 𝑁A × 𝑁S matrix whose entries are all zero. It is clear based
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on Eq. (10) that the choice of RIS configuration c impacts a part of the diagonal of
the interaction matrix W.

Let us now finally relate the inverse interaction matrix W−1 to the sought-after
end-to-end channel matrix H, and thereby clarify the dependence of the latter on
the RIS configuration c. Under our assumption of identical antennas, the incoming
wavefronts are proportional to

[
Eext]

A and the outgoing wavefronts are proportional
to [p]A . Therefore, S must be equal to

[
W−1]

AA up to some multiplicative and
additive factors that do not depend on c. Working out these additional factors is not
of importance here because they do not impact the functional dependence of H on
c, and because they cannot be determined unambiguously in a channel estimation
problem, as discussed further in Sec. 3. Therefore, we absorb these additive and
multiplicative factors into the interaction matrix [8], and denote variables that have
absorbed such factors with a circumflex:

S =
[
Ŵ−1]

AA =

[( [
�̂�−1

A IAA 0AS
0SA diag(ĉ)

]
−

[
ĜAA ĜAS
ĜSA ĜSS

] )−1]
AA

, (11a)

H =
[
Ŵ−1]

RT =

[( [
�̂�−1

A IAA 0AS
0SA diag(ĉ)

]
−

[
ĜAA ĜAS
ĜSA ĜSS

] )−1]
RT

∝
[
W−1]

RT =

[( [
𝛼−1

A IAA 0AS
0SA diag(c)

]
−

[
GAA GAS
GSA GSS

] )−1
]
RT

, (11b)

where we use the symbol ∝ to denote proportionality (ignoring multiplicative or
additive terms, i.e., 𝑦(𝑥) = 𝑎𝑥 + 𝑏 ∝ 𝑥). It is apparent in Eq. (11) that the dependence
of H on c is in general non-linear due to the matrix inversion. Therefore, widespread
cascaded models assuming a linear dependence of H on c cannot be physically
consistent in general, as we elaborate further in Sec. 2.1.3.

The presented polarizability-based formalism applies to any arbitrary 3D setting
as long as the latter is a linear time-invariant reciprocal wave system. By defining
𝐺𝑖 𝑗 relative to the orientation of the dipoles indexed 𝑖 and 𝑗 , we have selected
the relevant components from the dyadic Green’s function. Our model can also be
applied to situations involving antennas or RIS elements that are not well-described
as a dipole by using a multi-pole expansion [26, 27, 28, 29] or a collection of
dipoles [30] to describe them. Being derived from first physical principles, no ad hoc
corrections are necessary to account for path loss, the intertwinement of amplitude
and phase response of the RIS elements, frequency selectivity, or any other physical
phenomenon. Frequency selectivity (dispersion) is automatically accounted for, as
seen by the explicit frequency dependence that we printed at the beginning of this
Sec. 2.1.1. This furthermore implies the ability to work with our model in the
time domain, simply by performing an inverse Fourier transform of H( 𝑓 ) [22, 31].
Moreover, the intertwinement of phase and amplitude response of the RIS element
is encoded in the dispersion of its polarizability, which is usually a Lorentzian
function. Some efforts recently tried to account ad hoc for this intertwinement in
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otherwise unphysical models often referred to as “practical phase shift models” [32,
33, 34]. Of course, capturing this intertwinement is not enough to have a physics-
compliant model because other important effects like coupling due to proximity and
reverberation remain unaccounted for in such approaches.

To summarize, a polarizability-based model describes the primary wireless en-
tities (antennas and RIS elements) as dipoles characterized by their polarizabilities
(which are tunable in the case of RIS elements) and coupled via the background
Green’s functions (which account for all coupling effects, including those arising due
to rich scattering). The diagonal and off-diagonal entries of the interaction matrix
are the inverse polarizabilities and negatives of the background Green’s functions,
respectively, such that the RIS configuration appears along parts of the diagonal of
the interaction matrix. The end-to-end channel matrix is proportional to a block of
the inverse of this interaction matrix.

2.1.2 Case of Environment Composed of Dipoles Surrounded by Free Space

For rich-scattering radio environments, closed-form expressions for the background
Green’s function do not exist in general. However, for the special case of the back-
ground medium being itself composed of dipoles surrounded by free space, we derive
in this subsection a closed-form expression for the background Green’s functions that
only depends on the polarizabilities of the environmental dipoles and the locations
of all dipoles (antennas, RIS elements, environmental dipoles) [22, 23].

Let us assume that the scattering environment consists of 𝑁E dipoles. Following
Sec. 2.1.1, we can describe this setting with 𝑁P primary dipoles coupled via back-
ground Green’s functions that depend on the locations and polarizabilities of the 𝑁E
environmental dipoles. An equivalent alternative description consists in describing
the system with 𝑁 = 𝑁P + 𝑁E dipoles coupled via free-space Green’s functions for
which closed-form expressions exist [22, 23]. The alternative description will yield
an augmented interaction matrix W̃ ∈ C𝑁×𝑁 that we can partition into a 2× 2 block
matrix as follows:

W̃ =

[
W̃PP W̃PE
W̃EP W̃EE

]
=

[
A 0PE

0EP AEE

]
−

[
G̃PP G̃PE
G̃EP G̃EE

]
= Ã − G̃, (12)

where P = A ∪ S, E denotes the set of dipole indices corresponding to the en-
vironmental dipoles, AEE ∈ C𝑁E×𝑁E is a diagonal matrix containing the inverse
polarizabilities of the environmental dipoles, and G̃ ∈ C𝑁×𝑁 is a hollow matrix
whose (𝑖, 𝑗)th entry is the free-space Green’s function �̃�𝑖 𝑗 .

We can now leverage the fact that our two descriptions of the system must be
equivalent, i.e.,

H ∝
[
W−1]

RT =
[
W̃−1]

RT (13)

or, looking at all primary dipoles,

W−1 =
[
W̃−1]

PP . (14)
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By applying the block matrix inversion lemma to Eq. (12), we obtain [23][
W̃−1]

PP =

(
A − G̃PP − G̃PE

(
AEE − G̃EE

)−1
G̃EP

)−1
. (15)

Based on Eq. (14), by comparing Eq. (15) with W−1 = (A − G)−1, we find that2

G = G̃PP + G̃PE
(
AEE − G̃EE

)−1
G̃EP . (16)

Thereby, we have identified a closed-form expression for G in terms of the polariz-
abilities of the environmental dipoles (captured by AEE) and the relative locations of
all dipoles (the closed-form expression of the free-space Green’s functions contained
in G̃ depends on the relative distances between the dipoles) [23].

Multiple insights can be derived from Eq. (16). The effect of the scattering
environment on the coupling between the primary meta-atoms is captured by the
second term on the right hand side of Eq. (16) that would not be there if the
background medium was free space. This second term is in general a fully populated
matrix, meaning that switching from free space to a scattering radio environment
changes the coupling between any two primary dipoles and causes the dipoles to
self-interact [23, 8]. In free space, there are no self-interactions, implying that G̃PP
is hollow. Rich scattering does enable self-interactions because the second term on
the right hand side in Eq. (16) is not hollow, such that G is in general not hollow.

2.1.3 Non-Linearity in the Mapping from RIS Configuration to Channel

So far, we have derived that H depends in general non-linearly on c because of a
matrix inversion. In this Sec. 2.1.3, we explore the nature and quantify the strength
of this non-linearity in more detail. Thereby, we also identify the assumptions under
which the polarizability-based model can specialize to the widespread (but unphys-
ical) cascaded model.

For simplicity, we consider the special case of a scattering environment composed
of dipoles surrounded by free space from Sec. 2.1.2 and chose a different 2 × 2
partition of the augmented interaction matrix W̃:

W̃ =

[
W̃UU W̃US
W̃SU W̃SS

]
, (17)

where U = T ∪ R ∪ E. Using the block matrix inversion lemma, we obtain

[W−1]UU =

(
WUU − WUSW−1

SSWSU
)−1

, (18)

2 Isospectral reductions similar to the one underlying Eq. (16) are also explored in graph theory [35],
in tight-binding network engineering [36], and for the conception of metamaterials with hidden
symmetries to enable covert scattering control [37].
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keeping in mind that H ∝ [W−1]RT , i.e., we ultimately seek the RT block of
[W−1]UU . We can now express the matrix inversion in Eq. (18) as an infinite power
series [6]:

[W−1]UU = W−1
UU

∞∑︁
𝑘=0

(
WUSW−1

SSWSUW−1
UU

) 𝑘
(19a)

= W−1
UU + W−1

UUWUSW−1
SSWSUW−1

UU + O(W−2
SS), (19b)

where O(W−2
SS) denotes terms involving more than one matrix product with W−1

SS .
It is now apparent why the inversion of the interaction matrix compactly captures the
infinite number of increasingly long multi-bounce paths. The common ratio of the
infinite power series, namely WUSW−1

SSWSUW−1
UU , can be physically interpreted

as one bounce from U to S and back to U. The first term of the infinite series in
Eq. (19b), namely W−1

UU , includes zero such bounces, the second term in Eq. (19b),
namely W−1

UUWUSW−1
SSWSUW−1

UU , includes one such bounce, etc. [6].
It should be noted that the terms W−1

UU and W−1
SS include themselves infinitely

many increasingly long multi-bounce paths constrained to trajectories within U and
S, respectively. Let us work this out specifically for W−1

SS [6]:

W−1
SS =

(
𝚽−1 +MSS

)−1
=

(
I𝑁S +𝚽MSS

)−1 𝚽

=

( ∞∑︁
𝑘=0

(−𝚽MSS)𝑘
)
𝚽 = 𝚽 −𝚽MSS𝚽 + O

(
𝚽2

)
,

(20)

where 𝚽−1 = diag(c) captures the local scattering properties of the RIS elements
(i.e., their inverse polarizabilities) and MSS = WSS − 𝚽−1 captures the non-
local scattering properties of the RIS (i.e., the Green’s functions between the RIS
elements). It is apparent that the first term of the infinite sum in Eq. (20), namely 𝚽,
is diagonal and contains no interactions between RIS elements whereas the higher
order terms contain increasingly strong interactions between the RIS elements.

Overall, multiple infinite series are hence involved if we unpack the dependence
of H on c in terms of the underlying multi-bounce paths. This development is very
insightful to explicitly point out the tacit assumptions made by linear3 cascaded
models which postulate that [38]

H(c) = H0 + H1𝚽H2. (21)

In order to arrive from the polarizability-based model to Eq. (21), on the one hand, the
infinite series in Eq. (20) must be truncated after the first term, i.e., we must assume
MSS = 0 which implies that the coupling between RIS elements due to proximity
is zero. On the other hand, the infinite series in Eq. (19b) must be truncated after the
second term, i.e., we must assume that there are no multi-bounce paths encountering

3 To be precise, Eq. (21) is an “affine” rather than a “linear” relation because of the constant term
H0 but for the sake of simplicity we use the term “linear” throughout this chapter.
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the RIS more than once [6]. Obviously, these are very strong assumptions that do
not hold in general.

At this stage, it is instructive to look closer at the paths that are not affected by
the RIS configuration and hence static. Oftentimes, it is incorrectly assumed that
only the line-of-sight (LOS) path is a static path. However, as developed earlier, H0
contains itself an infinite number of static paths bouncing around within U (i.e.,
without encountering ever the RIS). Of these, only the very first term is the LOS
path and under rich-scattering conditions, multi-bounce static paths are typically
very significant. Moreover, and maybe surprisingly, in general ⟨H(c)⟩c ≠ H0, where
⟨·⟩c denotes the average over random realizations of c [39]. It is easy to see that,
unless the average of the accessible polarizability values for the RIS elements is
zero, ⟨H1𝚽H2⟩c ≠ 0. Therefore, significant portions of the wave energy travelling
along paths that do encounter the RIS can in fact remain unaffected by the RIS
configuration [39].

Having established the tacit truncations made by the widespread cascaded model,
we can develop insights into the physical parameters determining the importance of
the resulting truncation errors. Regarding the truncation of Eq. (20), the scattering
cross-section, number and spatial arrangement of the RIS elements matter [6]. The
topology of the RIS surface impacts the latter factor, e.g., the coupling between
RIS elements of a conformal RIS is in general different from that in an otherwise
identical planar RIS. Regarding the truncation of Eq. (19b), the reverberation time
of the radio environment and the dominance of the RIS therein matter [6]. The longer
the reverberation time is, the more significant are paths that encounter the RIS more
than once. The larger the scattering cross-section and number of RIS elements are,
the more dominant the RIS will be in the radio environment, meaning that more
paths will encounter it more than once. The relative locations of the wireless entities
also matter but general statements about this aspect are difficult to make.

Before closing this Sec. 2.1.3, we introduce a metric that we find convenient to
assess the amount of non-linearity in the mapping from c to H, or, in other words, the
truncation error made by the cascaded model. To this end, we apply multiple linear
regression to the measured data in order to identify the best possible linear model;
the accuracy of the latter is an upper bound to the accuracy that could be achieved
with the linear cascaded model from Eq. (21). For a given wireless channel 𝐻𝑖 𝑗 (c),
and the corresponding prediction based on the linear model �̊�𝑖 𝑗 (c), we evaluate

𝜁𝑖 𝑗 =
SDc

[
𝐻𝑖 𝑗 (c)

]
SDc

[
𝐻𝑖 𝑗 (c) − �̊�𝑖 𝑗 (c)

] , (22)

where SDc [·] denotes the standard deviation across random realizations of c. 𝜁𝑖 𝑗
is hence defined analogous to a signal-to-noise ratio, where the model error plays
the role of the noise. The definition in Eq. (22) ensures that 𝜁𝑖 𝑗 is independent
of the static paths not affected by the RIS configuration; this is important because
otherwise the value of 𝜁𝑖 𝑗 would be strongly influenced by the static paths that are
trivial to predict whereas we are interested in the dynamic paths that are affected by
the RIS, in particular those paths affected by more than one RIS element [6]. The
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value of 𝜁𝑖 𝑗 has a lower bound of 0 dB because trivially defining �̊�𝑖 𝑗 (c) = ⟨H(c)⟩c,
where ⟨·⟩c denotes the average over random realizations of c, achieves by definition
𝜁𝑖 𝑗 = 1 = 0 dB.

2.2 Impedance-Based Model

In Sec. 2.1 we developed a polarizability-based physics-compliant end-to-end model
for RIS-parametrized rich-scattering channels. In this Sec. 2.2, we describe an equiv-
alent alternative model formulated in terms of impedances. Besides the scattering
matrix S( 𝑓 ), an equivalent alternative description of our 𝑁A-port system is the
impedance matrix Z( 𝑓 ) ∈ C𝑁A×𝑁A that is related to S( 𝑓 ) as follows [40]:

S( 𝑓 ) =
(
Z( 𝑓 ) + 𝑍0I𝑁A

)−1 (
Z( 𝑓 ) − 𝑍0I𝑁A

)
, (23)

where 𝑍0 is the characteristic impedance of the transmission lines attached to the
antennas. To obtain H( 𝑓 ) from Z( 𝑓 ), one must first convert Z( 𝑓 ) to S( 𝑓 ) with
Eq. (23) and then select the RT block of S( 𝑓 ) as in Eq. (2b). In order to derive
the dependence of Z( 𝑓 ) on the RIS configuration, the RIS elements are treated as
auxiliary ports that are terminated by tunable load impedances [41, 42, 43, 44, 45,
46, 25]. Within the impedance-based formulation, the RIS configuration cI ∈ C𝑁S×1

contains the load impedances terminating the auxiliary ports:

cI ( 𝑓 ) = [𝜂𝑖 ( 𝑓 ) | 𝑖 ∈ S] , (24)

where 𝜂𝑖 ( 𝑓 ) is the load impedance terminating the 𝑖th port. Recall that only auxiliary
ports are terminated by load impedances, whereas the antenna ports are connected to
transmission lines through which waves enter and/or exit the system. The impedance
matrix Z ∈ C𝑁P×𝑁P for the system including the auxiliary ports is related to Z as
follows [25]:

Z( 𝑓 ) = ZAA ( 𝑓 ) − ZAS ( 𝑓 )
(
ZSS ( 𝑓 ) +𝚽I ( 𝑓 )

)−1
ZSA ( 𝑓 ), (25)

where 𝚽I ( 𝑓 ) = diag (cI ( 𝑓 )). To summarize, inserting Eq. (25) into Eq. (23) and
selecting the RT block yields [25]

H(ci, 𝑓 ) =

ZAA ( 𝑓 ) − ZAS ( 𝑓 )

(
ZSS ( 𝑓 ) +𝚽I ( 𝑓 )

)−1
ZSA ( 𝑓 ) − 𝑍0I𝑁A

ZAA ( 𝑓 ) − ZAS ( 𝑓 )
(
ZSS ( 𝑓 ) +𝚽I ( 𝑓 )

)−1
ZSA ( 𝑓 ) + 𝑍0I𝑁A

RT

,

(26)
where we use fraction notation since in a reciprocal system the order of multiplication
of nominator and denominator does not matter.

The above formulation applies equally to simple free-space settings and rich-
scattering radio environments [25]. Changing from free space to a rich-scattering
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environment will change all entries of Z but the equations stated above remain
valid [25]. Similarly to the polarizability-based formulation, there is no need to ex-
plicitly describe the scattering within the environment as long as its impact on the
entries of Z is correctly captured. Analogous to Sec. 2.1.2, closed-form expressions
for Z can be worked out in the special case of the scattering environment being com-
posed of dipoles surrounded by free space [24]. However, if the physics-compliant
formulation is only used to describe proximity-induced coupling between the RIS
elements while environmental scattering is implemented in a cascaded manner, the
overall system model is not physics-compliant because by construction it cannot
capture the reverberation-induced coupling arising due to multi-bounce paths that
encounter multiple RIS elements [42, 47, 48].

2.3 Comparison

Compared to Eq. (11) from the polarizability-based formulation, Eq. (26) from the
impedance-based formulation can be perceived as being more cumbersome and
less transparent in terms of understanding the dependence of the wireless end-to-
end channel matrix on the RIS configuration [46]. The RIS configuration defines
local scattering properties within the system. While polarizability is a local con-
cept, impedance is a non-local concept: any perturbation of the system, no matter
where, impacts all entries of the impedance matrix. Many papers related to the
impedance-based formulation make simplifying assumptions (e.g., the “unilateral
approximation” [49]) to ease the complexity of the mathematical expressions.

The decision about using the polarizability-based or the impedance-based formu-
lation is sometimes a matter of personal choice, but in certain cases specific choices
seem preferable. For deriving physical insight in terms of multi-bounce paths as
we did in Sec. 2.1.3, the polarizability-based formulation appears preferable [6].
For experimental channel estimation problems (Sec. 3) and optimizations based on
experimentally estimated channels (Sec. 4), the more compact polarizability-based
formulation appears preferable, too [8]. However, for work based on full-wave sim-
ulations, the impedance-based formulation is easier to deploy because the entries
of Z can be directly obtained with a single full-wave simulation, irrespective of the
complexity of the radio environment [25].

•> Key Take-Home Messages of Sec. 2

1. The wireless channel matrix H is a linear input-output relation between x and y
that depends non-linearly on the RIS configuration c.

2. Coupling between any two primary wireless entities (antennas, RIS elements)
arises due to their proximity as well as due to reverberation in the scattering
environment.
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3. Reverberation-induced coupling is of long-range nature: waves bouncing around
in the radio environment can encounter different RIS elements along their trajec-
tory, irrespective of how spatially close these RIS elements are.

4. Polarizability-based physics-compliant models describe each primary wireless
entity as a dipole characterized by its polarizability (which is tunable for RIS
elements) and coupled to the other dipoles via background Green’s functions
(which capture the effect of the scattering environment).

5. The system’s interaction matrix W is the sum of a diagonal matrix capturing
the inverse polarizabilities and a symmetric matrix capturing the background
Green’s functions. The inversion of W compactly captures the infinite number of
increasingly long multi-bounce paths.

6. The wireless channel matrix is proportional to one block of the inverse interaction
matrix: H ∝

[
W−1]

RT .
7. Alternative physics-compliant impedance-based models describe RIS elements

via auxiliary ports terminated with tunable load impedances. The self-impedances
and mutual-impedances capture the effect of the scattering environment.

3 Channel Estimation

Having established physics-compliant models for RIS-parametrized rich-scattering
radio environments in Sec. 2, we were able to gain some physical insights into the
functional dependence of the wireless channel matrix H on the RIS configuration c.
But for any algorithmic developments based on such models to be of practical value,
we must be able to estimate the parameters of these models such that they describe a
given experimental situation. In other words, we need to estimate the parameters of
our physics-compliant model for a given and a priori unknown radio environment.
This leads to the problem of physics-compliant end-to-end channel estimation that
is to date (at the time of writing in Fall 2023) a largely uncharted area except for very
recent results from Summer 2023 [8] that we summarize in this Sec. 3. We expect
significant further developments in this area in the near future.

Channel estimation for RIS-parametrized channels has previously received some
theoretical attention [50, 51, 52], however, only for free-space radio environments
and only based on linear cascaded models rather than physics-compliant channel
models. We do not discuss such works in detail here given our focus on rich-
scattering settings, and our desire to experimentally validate the algorithms which
requires the use of physics-compliant models.

Successful physics-compliant end-to-end channel estimation in a given radio envi-
ronment enables open-loop wave control because the channel matrix corresponding
to any conceivable RIS configuration can be accurately predicted [8]. Then, the RIS
configuration can be optimized for a desired wireless functionality without any ad-
ditional measurements. By contrast, in the absence of a calibrated forward model, an
algorithm would have to iteratively adjust the RIS configuration based on feedback
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measured experimentally in situ after each iteration to assess the extent to which
the current channel matrix is suitable for the sought-after wireless functionality.
Moreover, if a different wireless functionality was desired, one would have to run
again through a similar closed-loop optimization involving additional measurements.
Optimization is discussed in more detail in the dedicated Sec. 4.

End-to-end channel estimation refers to approximating the forward function F
that maps c to H, i.e., F : c ↦→ H(c), for a specific experimental setting. In
principle, this goal can be achieved without a physics-compliant model. Given the
overwhelming complexity of unknown rich-scattering radio environments, nowa-
days a tempting approach is to “blindly” learn a surrogate neural forward model
(also referred to as “digital twin”) by training an ANN to approximate F [53, 54].
However, as we will see in Sec. 3.2, physics-compliant channel estimation yields
orders of magnitude more accurate and more compact forward models than such
neural approaches [8]. This can be traced back to the favorable inductive bias of the
physics-compliant model. More importantly, we show in Sec. 3.3 that surprisingly
frugal methods can successfully estimate the parameters of a physics-compliant
model without ever having measured phase or without ever having measured some
of the channels of interest [8]. These frugal channel estimation techniques are unique
to physics-compliant channel estimation. Neither a neural surrogate forward model
nor closed-loop iterative schemes could optimize RIS configurations for coherent
wave control to achieve desired wireless functionalities under such frugal constraints.
We focus on physics-compliant channel estimation in unknown rich-scattering con-
ditions in this Sec. 3, and only briefly refer to other approaches for benchmarking
where possible.

3.1 Principle

As developed in Sec. 2.1.1, irrespective of the complexity of the unknown rich-
scattering radio environment, there is a compact physics-compliant closed-form
expression for F [8]:

H(ĉ) =
[
Ŵ−1 (ĉ)

]
RT =

[( [
�̂�−1

A IAA 0AS
0SA diag(ĉ)

]
−

[
ĜAA ĜAS
ĜSA ĜSS

] )−1]
RT

, (27)

which is reproduced from Eq. (11b). All we know is that all antennas are nominally
identical (i.e., they all have the same polarizability), all RIS elements are nomi-
nally identical (i.e., the same 2𝑞 polarizability values are accessible for each RIS
element), and the system is reciprocal. The radio environment’s geometry and mate-
rial composition are unknown. For concreteness, we consider in the following 1-bit
programmable RIS elements (i.e., 𝑞 = 1) but the approach can straightforwardly be
applied to multi-bit tunable RIS elements with 𝑞 > 1, too.
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How many parameters do we need to estimate? There are 1 + 2𝑞 local parameters
(namely �̂�A and the 2𝑞 possible values that the entries of ĉ can take) and 1

2𝑁P (𝑁P+1)
non-local parameters (because Ĝ = Ĝ𝑇 due to reciprocity). These parameters are
complex-valued, so in total we must estimate 2

(
1 + 2𝑞 + 1

2𝑁P (𝑁P + 1)
)

values. The
number of parameters to be estimated is hence O(𝑁2

P) and, importantly, does not de-
pendent of the complexity of the radio environment [8]. No explicit description of or
knowledge about the radio environment is required. The effects of rich scattering on
the coupling between the primary wireless entities is fully captured by the estimated
entries of Ĝ [8].

In order to estimate the physical model’s parameters, we make one-off calibration
measurements in the unknown experimental setting of interest. Specifically, for a set
of 𝑚 known RIS configurations, we measure the corresponding channel matrices.
The approach taken in this Sec. 3 is to choose a known set of 𝑚 random RIS
configurations for the calibration measurements, and to identify the parameters of
the physics-compliant model via gradient descent with an error backpropagation
algorithm [8]. Note that there is an infinite number of valid parameter choices that
would all serve equally well to map c to H. There is no need to remove this ambiguity,
nor is this in general possible. In fact, we embrace this ambiguity because it facilitates
the convergence of our gradient descent [8].

3.2 Favorable Inductive Bias of Physics-Compliant Model

Having established the principle of physics-compliant end-to-end channel estimation
in Sec. 3.1, we can now compare its performance in terms of (i) the achieved accuracy
𝜁𝑖 𝑗 , and (ii) the number of required calibration examples 𝑚 against two important
benchmarks. The first benchmark is a linear model whose parameters we obtain via
multiple linear regression. Its performance is an upper bound on the performance
achievable with the linear cascaded model from Eq. (21) [38]. The second benchmark
is a multilayer perceptron feedforward ANN that is widely used for “blind” function
approximation without any a priori knowledge [53, 54]. All models are calibrated
(“trained”) with the same data set described previously. The accuracy is evaluated
analogous to Eq. (22) for each considered model (linear, neural, physics-compliant):

𝜁𝑖 𝑗 =
SDc

[
𝐻𝑖 𝑗 (c)

]
SDc

[
𝐻𝑖 𝑗 (c) − �̊�𝑖 𝑗 (c)

] , (28)

where �̊�𝑖 𝑗 (c) is the prediction of the considered model and 𝐻𝑖 𝑗 (c) is the experimen-
tally measured ground truth.

Applied to the two experimental situations shown in Fig. 1, an academic rich-
scattering chaotic cavity and a meeting room, it is apparent that the physical model
achieves at least one order of magnitude better accuracy than the neural benchmark
while using two orders of magnitude fewer parameters, and it outperforms the linear
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Fig. 1 End-to-end channel estimation in an academic rich-scattering setup (a) and a meeting room
(b). The bottom row shows ground truth and predicted values of the complex-valued channel
coefficients for ten unseen random RIS configurations, for different models (linear, neural, physics-
compliant) calibrated with 𝑚 = 4 × 104 examples. The model accuracy 𝜁𝑖 𝑗 evaluated with Eq. (28)
is indicated in each case. In addition, in (a) the average achieved accuracy of the models for different
amounts 𝑚 of calibration data are shown (triangle: linear; square: neural; circle: physics-compliant;
purple: SISO; green: MIMO; cyan: entire S). (Adapted from Ref. [8].)

benchmark by at least two orders of magnitude in terms of accuracy [8]. While the
poor accuracy of the linear model is not surprising in sight of the theory developed
in Sec. 2, the inferiority of the neural model’s accuracy may come as a surprise.
In principle, a generic neural model can approximate any arbitrarily complex func-
tion; however, a generic neural model would require much more parameters and
training data than an approach based on a valid model of the sought-after function.
Moreover, it should be noted that the neural model cannot converge to the physical
model because its feedforward architecture fundamentally differs from the recurrent
scattering encoded in the matrix inversion of the physical model. One may speculate
that this architectural difference explains the neural model’s struggle to accurately
map c to H. Generally speaking, the more valid physics knowledge is injected into a
model, the better the performance will be because the model will benefit from a more
favorable inductive bias. Our “pure-physics” model in Eq. (27) is at the extreme
end of so-called “model-based deep learning” [55], to the point that it can actually be
characterized as a traditional signal processing approach without any deep learning.

Interestingly, the dependence of the accuracy 𝜁𝑖 𝑗 on the number of calibration
examples 𝑚 appears to have a phase transition (see Fig. 1a) [8]. No rigorous theory
has been worked out for this phase transition to date, but it is reminiscent of a similar
phenomenon in compressed sensing [56]. Strikingly, the more channels are to be
predicted, the earlier this phase transition occurs [8]. In other words, the more channel
coefficients the physical model has to predict, the fewer calibration examples it needs.
This trend is very favorable given the advent of massive multiple-input multiple-
output (MIMO) wireless communications systems. Intuitively, this trend can be
explained by the fact that the physical model “understands” the relation between
different channel coefficients. By contrast, the neural model cannot “understand”
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these relations, and its performance deteriorates when it must predict more channel
coefficients.

3.3 Frugal Physics-Compliant Channel Estimation

We have already seen in Sec. 3.2 that physics-compliant channel estimation dras-
tically reduces the number of required calibration examples and model parameters
while offering orders of magnitude larger accuracies. These are already signifi-
cant steps toward “frugality”. However, the naturally built-in constraints of physics-
compliant models enable yet significantly more frugality.

The first type of advanced frugality that we consider is non-coherent channel es-
timation. The requirement for coherent measurements to perform channel estimation
implies a significant hardware cost. Is it possible to alleviate the vexing requirement
for coherent calibration measurements? In other words, is it possible to accurately es-
timate the physical model’s parameters purely based on non-coherent (i.e., phaseless)
measurements? Certainly with a neural approach this would be impossible because
the ANN could not retrieve any phase relations. In the case of the physics-compliant
model, however, it turns out to be possible [8]. The naturally built-in constraints
“force” the physical model to correctly predict phase relations if it correctly predicts
amplitude relations. For the experiment from Fig. 1(a), it was possible to achieve
accuracy values on the order of 20 dB for all channel coefficients purely based on
non-coherent measurements [8]. Both the phase relations between different channel
coefficients and their dependence on the RIS configuration were accurately inferred
from phaseless calibration data. (Note that these accuracy values significantly ex-
ceed those achieved by the neural model with access to phase information, as seen in
Fig. 1(a).) Of course, there is a global phase constant that cannot be retrieved but this
global phase constant has no physical meaning. Some care must be taken regarding
the choice of pilot signals in the case of non-coherent physics-compliant channel
estimation: for any given pilot, multiple transmitters should radiate energy in order to
probe the phase relations between the antenna ports. In other words, the one choice
of pilot signals that must be avoided are one-hot pilots that only radiated energy from
one transmitter at a time. A simple suitable choice is to draw the pilot signals from
a complex-valued random distribution with normally distributed real and imaginary
parts. The ability to perform non-coherent channel estimation unlocks coherent wave
control in unknown complex environments (in terms of both configuring the RIS
and choosing the input wavefront x) without ever having measured phase [8].

For the second type of frugality we go one step further yet and ask if we can
estimate unseen channels. For concreteness, we consider the task of mapping c to
the entire scattering matrix S based on calibration data in which one block of S, say
Rin (see Eq. (2)), is excluded, i.e., never measured. In other words, some antennas
only operate in receiving mode but never transmit themselves such that we have no
measurements for their reflection coefficients nor for the transmission coefficients
between them. For a neural model it would be impossible to make any prediction for
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such unseen channel coefficients. For the physics-compliant model, however, it turns
out that its naturally built-in constraints are once again strong enough to ensure that
all essential features of the unseen channel coefficients are correctly predicted [8].
For the example from Fig. 1(a), accuracies of 23 dB or better were achieved for
unseen channel coefficients [8] (in contrast to the neural or linear models whose
accuracies remain at least one order of magnitude below this value with calibration
data that does include all coefficients). The only difficulty of the physics-compliant
model regarding the prediction of unseen channel coefficients is the prediction of
the non-RIS-dependent static components of the unseen channel coefficients (which
does not impact our accuracy metric). This difficulty is understandable since the
paths contributing to these fixed components are probed only very indirectly in the
available calibration data. In some applications, this constant offset does not matter.
In any case, a direct measurement for a single known RIS configuration is enough
to correct the constant offset [8].

•> Key Take-Home Messages of Sec. 3

1. Estimating the parameters for an end-to-end channel model to describe a specific
unknown experimental setting is necessary for open-loop wave control therein,
enabling the optimization of the RIS for any desired functionality without addi-
tional measurements.

2. The number of parameters to be estimated for a physical model is independent of
the complexity of the radio environment.

3. Physics-compliant channel estimation benefits from a favorable inductive bias
compared to physics-agnostic neural surrogate forward models: using two orders
of magnitude fewer parameters, at least one order of magnitude better accuracy
is achieved in recent experiments.

4. The more channel coefficients are considered, the fewer calibration examples the
physics-compliant approach requires.

5. Naturally built-in constraints of the physical model enable surprisingly frugal
channel estimation methods, such as based on non-coherent measurements or
without any information about some of the channels of interest. Thereby, the
hardware cost of channel estimation can be lowered drastically.

6. These frugal channel estimation capabilities of physics-compliant approaches are
inaccessible with neural or other physics-agnostic approaches.

4 Optimization

In the previous two sections, we have formulated a closed-form physics-compliant
model (Sec. 2) and estimated its parameters so that it describes a given but unknown
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experimental setting (Sec. 3). Hence, we are now ready to optimize the RIS con-
figuration in a given but unknown rich-scattering environment to achieve a desired
wireless functionality. In this Sec. 4, we provide a taxonomy of such optimiza-
tions in terms of their objectives (Sec. 4.1) as well as in terms of their algorithmic
strategies (Sec. 4.2), and we discuss efficient algorithmic implementations based on
physics-compliant models (Sec. 4.3).

4.1 Taxonomy of Optimization Objectives

Broadly speaking, there are two roles that the RIS can play. Specifically, we distin-
guish between channel shaping and information encoding. The difference arises
with respect to how data enters and exits the system. In the case of channel shaping,
the input data is encoded into the input wavefront x, the output data is encoded into
the output wavefront y, and the RIS is used to shape the linear mapping H from x to
y. In this case, the mapping from input data to output data is inevitably linear. This
is the more “conventional” role of the RIS. However, it is also possible to encode the
input data into the RIS configuration c and to extract the output data from H = y/x.
In this case, the role of the RIS relates to information encoding, and the mapping
from input data to output data is inevitably non-linear (as developed in Sec. 2).

Role of RIS Communications Analog Computing

Channel Shaping

[input data encoded in 𝐱, 
output data extracted from 𝐲]

Information Encoding

[input data encoded in 𝐜, 
output data extracted from 𝐇]

Sensing

Massive backscatter 
communications

High-fidelity & programmable 
linear processors

Physical neural networks

Task-specific computational 
meta-imaging

Calibration scene

Focusing (RSSI enhancement)

OTA Equalization

Diversity maximization

Fig. 2 Taxonomy of optimization objectives in RIS-parametrized rich-scattering environments.

A taxonomy of different optimization objectives is presented in Fig. 2. For each of
the two above-mentioned possible roles of the RIS, important applications exist, of
course, in wireless communications but increasingly also in wave-based processing
(computing) and sensing. Given the trend toward integrating communications, com-
puting and sensing in future generations of wireless networks, we point out some
applications to wave-based computing and sensing, too.

Most applications explored to date fall into the realm of wireless communications
and the RIS serves for channel shaping. First and foremost, there are many different at-
tempts at maximizing the received signal-strength indicator (RSSI) in rich-scattering
settings by focusing waves on the receiver [57, 58, 59, 60]. This can be achieved by
optimizing the RIS configuration to create constructive interferences at the location
of the receiver. In the case of multiple transmitters, the radiated wavefront can be opti-
mized in addition (via phase conjugation, i.e., maximum ratio transmission). Another
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important objective relates to over-the-air (OTA) channel equalization for resource-
constrained networks operating under rich-scattering conditions [61, 31] (e.g., for
Internet-of-Things devices or Wireless Networks-on-Chip [62, 25]). Here, the chan-
nel impulse response (CIR) in the time domain is considered and constructive and
destructive interferences are judiciously tailored by an optimized RIS configuration
in order to obtain a CIR with a single dominant tap that looks almost pulse like despite
the rich scattering [31, 25]. Furthermore, for rich-scattering MIMO systems, the RIS
configuration can be optimized in order to maximize the diversity of H (quantified,
e.g., via the effective rank of H) [3, 63]. When the RIS serves for information encod-
ing, it can serve as massive backscatter communications device [64, 65]. Indeed, in
comparison to traditional backscatter communications devices like the “Great Seal
Bug“ [66], RFID tags [67] or ambient backscatter setups [68], an RIS offers orders
of magnitude more degrees of freedom and a much larger aperture, enabling the
implementation of advanced modulation schemes and improved security [64]. In
particular, by optimizing for very special “perfect-absorption” conditions, physical-
layer security can be achieved in RIS-based massive backscatter communications
inside rich-scattering environments [65].

A second thread of applications of RIS in rich-scattering environments relates to
analog wave-based computing [69]. If the RIS serves for channel shaping, it enables
access to high-fidelity and in situ reprogrammable analog linear computing, which
has been demonstrated in particular for signal differentiation [12] and reflectionless
routing [13]. The role of the rich-scattering here is to add significant non-local
interactions between the RIS elements that boost their impact on the transfer function
and hence the fidelity with which a desired transfer function can be implemented.
Another way of interpreting this is that the longer the wave reverberates, the more
often it revisits the RIS and hence the more sensitive it becomes to the latter’s
configuration [70]. Such RIS-based wave processors implement a desired linear
mathematical operation at the speed of light, and significant parallelization is possible
thanks to the linearity of the wave equation [12]. On the other hand, if the RIS serves
for information encoding, the mapping from RIS to transfer function can be exploited
to implement non-linear analog functions at low signal power levels, as required by
energy-efficient physical neural networks (PNNs) [54]. However, in this case, some
conversions between the digital and analog domains are necessary which might limit
the speed and energy efficiency.

Finally, a third thread of applications of RIS relates to sensing [71]. Sensing
is broadly concerned with extracting information about a scene based on how it
scatters incident waves. Thereby, it encompasses imaging, localization, detection,
recognition, etc. If the RIS is used for channel shaping, it can enable the generation of
mutually orthogonal [63] or end-to-end optimized task-specific wavefronts [72, 73,
71, 74] to probe the scene, of which in particular the latter can lead to considerable
improvements in latency and other relevant metrics [72, 73, 71, 74]. In addition,
the reverberation provides a “generalized interferometric sensitivity” that enables
orders of magnitude better resolution than in free space [70]. If the RIS is used for
information encoding, it could act as programmable calibration scene although this
remains uncharted territory to date.
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4.2 Taxonomy of Algorithmic Strategies for Optimization

For any of the optimization objectives outlined in Sec. 4.1, a suitable cost function
C(H(c)) can be defined that must be minimized by optimizing the RIS configuration
c in order to reach the desired wireless functionality as closely as possible. Often-
times, additional constraints (e.g., regarding the RIS elements’ 1-bit programmabil-
ity) must be accounted for, leading to the following type of inverse design problem:

minc C(H(c)) (29a)

s.t. [c]𝑖 ∈ {𝛼−1
0 , 𝛼−1

1 }, (29b)

where 𝛼0 and 𝛼1 denote the two possible polarizability values available for dipoles
representing RIS elements in the case of 1-bit programmability.

Leaving aside the constraints from Eq. (29b) for a moment, one may be tempted
to suspect that by inversing the forward mapping F : c ↦→ H(c), i.e., by formu-
lating the inverse model I : H(c) ↦→ c, the inverse design problem is solved [75].
Unfortunately, inverse problems are generally ill-posed. On the one hand, there is
no guarantee that the desired channel matrix is even physically realizable. On the
other hand, if it is, there is no guarantee that there is only one RIS configuration
that realizes it. These concerns of “existance” and “uniqueness” explain the common
difficulty of solving the inverse problem and why there is typically no closed-form
solution to it (even though we have a closed-form forward model) [76, 77].

As an aside, sensing problems (see brief discussion in Sec. 4.1) also solve inverse
problems: what configuration4 explains the measurements? However, sensing prob-
lems differ from the inverse-design problems we discuss in this Sec. 4.2 in that (i)
there is no “existance” concern since sensing problems are based on measured rather
than desired channel coefficients, and (ii) a suitably diverse measurement scheme can
avoid the “uniqueness” concerns (and dedicated research efforts seek to find suitable
schemes based on spatial, spectral, or configurational diversity [78, 63, 71]). Hence,
while an inverse model I can solve sensing problems, it is usually not enough to
solve inverse-design problems.

A taxonomy of four major families of approaches to tackle inverse-design prob-
lems is presented in Fig. 3. Within the realm of approaches using forward mappings,
which is the focus of our discussion, we can distinguish between closed-loop and
open-loop forward mappings. A direct experimental measurement of the channel ma-
trix corresponding to a RIS configuration of interest is the most important example
thereof. Numerical full-wave simulations are another but rarely used example thereof,
because of the prohibitively large computational cost of simulating electrically very
large irregular scattering systems [62]. In terms of open-loop forward models, there
are the two approaches we already encountered in Sec. 3: neural surrogate forward
models [53, 54] and physics-compliant closed-form forward models [8].

4 In the sensing context, “configuration” refers broadly to anything defining the structure of the
scattering system: the locations and/or properties of the wireless entity.



RIS-Parametrized Rich-Scattering Environments 23

In
ve

rs
e

Algorithm

Iterative 
Optimization

Dictionary 
Search

Adjoint 
Method

Fo
rw

ar
d

C
lo

se
d

  L
o

o
p Experimental 

Measurement ✔ (✔) ✘

Numerical Full-Wave 
Simulation ✔ (✔) ✘

O
p

en
  L

o
o

p Neural Surrogate 
Forward Model ✔ ✔ ✔

Physics-Compliant 
Forward Model ✔ ✔ ✔

…

Fig. 3 Taxonomy of algorithmic optimization strategies in RIS-parametrized rich-scattering envi-
ronments, focusing on those based on forward mappings. Note that these strategies can to some
extent be combined, e.g., a dictionary search can initialize an iterative optimization or adjoint
method.

Based on the chosen forward mapping, different types of algorithms may be
employed to optimize the RIS configuration. The simplest algorithm is an itera-
tive optimization. This approach is naturally compatible with the constraint from
Eq. (29b). For instance, starting with a random RIS configuration, one can test el-
ement after element if switching its configuration reduces C and keep the change
of configuration in that case. Multiple loops over all RIS elements are generally
necessary due to the non-linearity of the mapping from RIS configuration to chan-
nel. Such kinds of iterative optimizations based on experimental measurements (or
sometimes also on numerical full-wave simulations) were the standard approach in
the field of RIS-parametrized rich-scattering systems until very recently. Now, these
iterative optimizations can be implemented based on neural surrogate forward mod-
els [53] or physics-compliant closed-form forward models [22, 31, 24, 25], avoiding
the prohibitive cost associated with the closed-loop approaches.

A simple alternative to iterative optimizations, or an approach to initialize those,
is a dictionary search. In its simplest form, it consists in generating a very large
dictionary of random RIS configurations and corresponding channels, and then
selecting the dictionary entry with the lowest value of C. Given the burden of
closed-loop forward mappings, this approach is more attractive when very large
dictionaries can be rapidly generated with open-loop forward models [8]. For the
inverse-design of static nanophotonic metasurfaces, this approach has been reported
to be appealing [79].

A third approach is the so-called “adjoint method” that considers the RIS config-
uration as trainable weights and backpropagates C in order to identify a RIS config-
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uration that minimizes C. This approach is well-established for the inverse-design of
static nanophotonic structures; the training of ANNs via backpropagation is mathe-
matically closely related to this adjoint method [80]. The adjoint method requires a
differentiable forward model, i.e., it is incompatible with closed-loop forward map-
pings via experiment or full-wave simulation. Moreover, it would generally require
continuously tunable polarizabilities for the RIS elements such that it is not straight-
forwardly compatible with the constraint from Eq. (29b). Nonetheless, this hurdle
can be overcome via tricks such as a “temperature parameter” [81] that gradually
tunes the distribution of the available polarizability values from continuous to dis-
crete over the course of the optimization [72, 71]. This approach has not been applied
to RIS inside rich-scattering environments to date, but it has successfully been ap-
plied to the end-to-end optimization of 1-bit programmable DMAs for task-specific
sensing [72]. DMAs are another example of a massively programmable complex
scattering system that is conceptually very closely related to the RIS-parametrized
rich-scattering radio environment.

Besides these three families of approaches based on forward mappings of some
kind, there are also approaches based on inverse mappings. We do not discuss those
in detail here. As stated above, significant efforts are necessary to address “exis-
tence” and “uniqueness” concerns in these cases, which might be achievable with
auto-encoder-like algorithms (coupling inverse and forward mappings), generative
adversarial networks or tandem networks. This is uncharted territory for the op-
timization of RIS under rich-scattering conditions to date. However, a substantial
literature on such approaches for the inverse-design of static nanophotonic metasur-
faces exists [76, 77].

Finally, we note that these broad families of approaches are not mutually exclusive
and hybrid approaches combining, for instance, a dictionary search with an iterative
optimization, may be appealing.

4.3 Efficiently Updating Physics-Compliant Channels

We have argued in Sec. 4.2 that solving the inverse problem based on open-loop
physics-compliant forward models is appealing. Most algorithms (gradient descent,
dictionary search, etc.) require many forward evaluations, i.e., evaluations of H for
different c. Based on Eq. (27), one may fear that each forward evaluation implies a
significant computational cost since it requires the inversion of an 𝑁P × 𝑁P matrix
associated with an algorithmic complexity of O(𝑁3

P). Fortunately, however, there
is an efficient way to update a previously evaluated channel matrix without per-
forming another full matrix inversion. Indeed, different channel realizations only
differ regarding parts of the diagonal of W and this insight enables efficient channel
updates [23].

We assume that we have previously evaluated the channel matrix ¤H corresponding
to the RIS configuration ¤c. Now, we seek an update of the channel matrix such that
it corresponds to a new RIS configuration ¥c instead. ¤c and ¥c differ regarding the
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configuration of 𝑑 ≤ 𝑁S RIS elements. We denote by M the set of indices of RIS
elements whose configurations differ between ¤c and ¥c, and the 𝑘th entry of M is
𝑛𝑘 . The corresponding interaction matrices ¤W and ¥W differ regarding 𝑑 diagonal
entries. Their difference ΔW = ¥W − ¤W can be expressed as 𝚫W = UCV, where
C ∈ C𝑑×𝑑 is a diagonal matrix that contains the 𝑑 non-zero changes of the inverse
polarizabilities and the matrices U = V𝑇 ∈ B𝑁P×𝑑 act as “selectors” of the entries
of M:

[C]𝑘,𝑘′ = 𝛿𝑘,𝑘′Δ𝛼
−1
𝑛𝑘
. (30a)

[U]𝑖,𝑘 = [V]𝑘,𝑖 = 𝛿𝑖,𝑛𝑘 . (30b)

Applying the Woodbury identity [82] straightforwardly yields:

¥W−1 =
( ¤W + UCV

)−1
= ¤W−1 − ¤W−1U

(
C−1 + V ¤W−1U

)−1
V ¤W−1. (31)

However, since we are only interested in ¥H ∝
[ ¥W−1]

RT , the most efficient approach
to obtain ¥H is [23]

¥H ∝
[ ¥W−1]

RT =
[ ¤W−1]

RT −
[ ¤W−1]

RM

(
C−1+

[ ¤W−1]
MM

)−1 [ ¤W−1]
MT . (32)

The algorithmic complexity of Eq. (32) is O
(
𝑑3) for the inner matrix inversion,

O
(
𝑁R𝑑

2) or O
(
𝑁T𝑑

2) for the first matrix product (depending on whether the left-
most or the rightmost is computed first), and O (𝑁R𝑑𝑁T) for the remaining one.

For the special case of a scattering environment composed of discrete dipoles
surrounded by free space that we considered in Sec. 2.1.2, efficient methods to
update the channel matrix upon displacements of wireless entities or changes of
the properties of the environmental dipoles exist, too [23]. Moreover, the Woodbury
identity can similarly be applied to RIS configuration updates in the impedance-based
physics-compliant model formulations [25].

•> Key Take-Home Messages of Sec. 4

1. RISs serve either for channel shaping or information encoding in applications
spanning from wireless communications via wave-based computing to sensing.

2. Optimizing the RIS configuration (under rich-scattering conditions or not) is an
inverse-design problem that can typically not be solved purely based on an inverse
model (unlike a sensing problem).

3. RIS optimization under rich-scattering conditions so far largely relied on exper-
imental or full-wave forward mappings of closed-loop nature, combined with
iterative optimizations.

4. Recent open-loop forward models, notably the compact closed-form physics-
compliant models seen in Sec. 2 and Sec. 3 (but also neural surrogate models),
can be efficiently used in iterative optimizations, but also for dictionary searches
or adjoint methods.
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5. Most optimization algorithms require the evaluation of many forward mappings.
In a physics-compliant model, these can be efficiently computed using the Wood-
bury identity as opposed to inverting the interaction matrix from scratch for each
forward mapping.

5 Summary and Future Research Opportunities

In this chapter, we have formulated physics-compliant end-to-end channel models
for RIS-parametrized rich-scattering radio environments in Sec. 2, we estimated
their parameters in unknown complex radio environments in Sec. 3, and we dis-
cussed how they can be used for open-loop optimization of the RIS configuration
for a desired wireless functionality in Sec. 4.

Looking forward, we expect that, among others, the following open research
questions will be addressed in the area of RIS-parametrized rich-scattering radio
environments:

• In terms of the formulations of physics-compliant models, it is important to har-
monize existing polarizability-based and impedance-based approaches by formal-
izing their equivalence via rigorous derivations from first physical principles [46].

• The insights derived from the physics-compliant models also raise the question
of whether future RIS design efforts should be dedicated to mitigating coupling
(e.g., inspired by existing approaches for patch antenna arrays [83, 84, 85, 86, 87])
or rather to purposefully engineering it (as suggested by recent “beyond-diagonal
RIS” (BD-RIS) ideas [42, 47, 48]). While this question is not specific to the
rich-scattering setting, the latter can be interpreted as a non-tunable randomly
connected BD-RIS. On the one hand, it has been observed on various occasions
that reverberation under rich-scattering conditions boosts the control of the RIS
over the channel [12]; on the other hand, theoretical works highlight similar
benefits of (tunable) BD-RIS over a “diagonal”-RIS in free space. This raises
the question whether a randomly connected rather than tunable BD-RIS may
constitute a good trade-off between the achievable performance improvement
with a BD-RIS and the complexity of the hardware implementation.

• In terms of estimating the model parameters, it is important to extend the existing
single-frequency approach in efficient manners to wideband scenarios, and to
develop a theoretical understanding of intriguing features like the phase transition
in the dependence of the model accuracy on the number of calibration examples.

• In terms of optimizing the RIS configuration, the recently unlocked potential
of open-loop control with compact physics-compliant models remains largely
unexplored.

• All discussions in this chapter were dedicated to static rich-scattering radio envi-
ronments. The more realistic case in which some of the wireless entities dynam-
ically move and possibly change their shapes then implies a non-linear double-
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parametrization of the wireless channels via the controllable RIS configuration
and the uncontrollable motion [88]. These two effects cannot be treated inde-
pendently from each other, requiring modifications of the model formulation,
the channel estimation and the RIS optimization. In particular, we expect that
this non-linear double-parametrization constitutes a qualitatively new motivation
for integrated sensing and communications (ISAC) in RIS-parametrized dynamic
rich-scattering environments [88, 89].
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