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Abstract  22 

Geological CO2 sequestration (GCS) remains the main promising solution to mitigate global 23 

warming. Understating the fate of CO2 behavior is crucial for securing its containment in the 24 

reservoir and predicting the impact of dissolved CO2 on the host formation. Most modeling-25 

based studies in the literature investigated the convective-reactive transport of CO2 by assuming 26 

isothermal conditions. The effect of temperature on the convective-reactive transport of CO2 is 27 

still poorly understood, particularly at the field scale. The objective of this study is to provide 28 

an in-depth understanding of CO2-related reactive thermohaline convection (RTHC) processes 29 

at field scale. Thus, a new numerical model based on advanced finite element formulations is 30 

developed. The new model incorporates an accurate time integration scheme with error control.  31 

Numerical experiments confirm high accuracy and efficiency of the newly developed model. 32 

The effect of temperature on CO2 transport is investigated for a field case in the Viking reservoir 33 

in the North Sea. Results show that including the temperature effect intensifies the fingering 34 

processes and, consequently, CO2 dissolution. Neglecting the thermal convection processes and 35 

the impact of temperature on the dissolution rate can significantly impact the model predictions. 36 

A sensitivity analysis is developed to understand the effect of parameters governing the 37 

dissolution rate on the fingering phenomenon and the total CO2 flux.     38 

 39 

Keywords: CO2 geological sequestration; Thermohaline convective processes; dissolution; 40 

Arrhenius law; advanced finite element methods; field case application;  41 

 42 
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1. Introduction 50 

Global warming is a crucial aspect of climate change, causing a wide range of consequences 51 

such as an increase in the frequency and severity of adverse weather events (Chen et al., 2021; 52 

Collins et al., 2013; Shi et al., 2020), an increase in global temperature at 1.5 C  above the 53 

preindustrial level (Masson-Delmotte et al., 2018), ramifications in ecosystems such as 54 

desertification in arid and semi-arid regions (Chen et al., 2021; Wang et al., 2009) and reduction 55 

in bio-diversity (“IPCC. (2019).,” n.d.). Global warming is mainly related to anthropogenic 56 

greenhouse gas emissions. Burning fossil fuels (coal, oil, and gas), as primary energy sources, 57 

and large-scale deforestation have led to an accumulation of large amounts of greenhouse gases 58 

in the atmosphere, of which the most important is carbon dioxide (CO2). Despite the ongoing 59 

efforts on reducing the use of fossil fuels as the source of energy and substituting renewable 60 

sources, currently, most of the worldwide power plants are based on fossil fuels (Whitley, 61 

2018). Therefore, the emission of CO2 to the atmosphere is currently inevitable and until other 62 

inexpensive, clean, and plentiful technologies are available, a temporary possible way to deal 63 

with global warming is mitigating the existing CO2 in the atmosphere. To this end, various 64 

approaches have been suggested including geologic CO2 sequestration (GCS), which is the 65 

most effective technology to mitigate large-scale CO2 emissions in the atmosphere (Zhang and 66 

Huisingh, 2017). In the Paris agreement, this approach is introduced as one of the most 67 

promising solutions to address the global warming challenge (UNFCCC, 2015). 68 

GCS consists of capturing 2CO  emissions at the industrial combustion sources (mainly fossil 69 

fuel-based power plants), compressing it to its supercritical state, transporting it, and injecting 70 

the supercritical CO2 into deep saline aquifers or depleted oil or gas reservoirs for long-term 71 

storage. GCS involves a complex series of technologies based on the knowledge of geology, 72 

in-situ fluid chemistry, geochemistry, hydrology, and environmental science. Despite the 73 
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reliability and richness of the injection techniques (Hoteit et al., 2019), the long-term geological 74 

storage capacity of  CO2 is not fully understood. 75 

Understating the fate of CO2 in the geological formation is essential for securing the 76 

sequestration and predicting the impact of dissolved CO2 on host formation. In this context, 77 

numerical modeling has become an essential tool that is widely used for several field 78 

applications such as understanding physical processes, predicting the storage capacity, 79 

evaluating leakage risks, and designing storage systems (Emami-Meybodi et al., 2015; Jiang, 80 

2011; Nordbotten and Celia, 2011). Despite the significant effort made in recent years on 81 

numerical modeling of GCS, some challenges are yet to be resolved. For instance, the 82 

robustness, reliability, accuracy, and large-scale applicability of these numerical models are not 83 

fully understood. Research on the development of new numerical models is indispensable to 84 

improve the capacity of current simulators and to include further functionalities related to new 85 

applications.    86 

The injected CO2 can be trapped through various physical and chemical mechanisms. This 87 

covers stratigraphic, residual, solubility, and mineral trappings (Kim et al., 2019). Physical or 88 

stratigraphic trapping is a crucial mechanism to ensure long-term entrapment of CO2. Due to 89 

the low density of CO2 compared to the brine in saline aquifers, injected CO2 migrates upward 90 

in the formation until reaching an impermeable cap rock where it is physically entrapped, 91 

forming a gas cap. CO2 continues to dissolve in brine, leading to solubility trapping. For large 92 

time scales, CO2 can also chemically interact with rock formation. The dissolution of CO2 in 93 

water increases its acidity, causing several primary minerals of the host rocks to dissolve into 94 

the formation water. As a result, the concentration of some cations such as Ca2+, Mg2+, and Fe2+ 95 

increases. Reactions between these cations and carbonic acid can form carbonate minerals such 96 

as CaCO3, MgCO3, and FeCO3. This interaction is defined as mineral trapping (Zhang and 97 

Song, 2014), (Soltanian et al., 2019). In this work, we focus on solubility and mineral trappings 98 
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which are crucial trapping processes due to their highly secure storage characteristics (Soltanian 99 

et al., 2017). In the following sections, we discuss two main shortcomings of the current 100 

numerical models and existing modeling-based studies.  101 

The first challenge of numerical models is their capacity to reproduce the multi-physical 102 

processes at the interface between the structurally trapped CO2 and the brine. Indeed, at this 103 

interface, CO2 dissolution in the brine occurs due to mixing processes, where a CO2-laden brine 104 

is formed whose density is higher than the underlying brine. This results in additional 105 

dissolution related to gravity-induced fingering, caused by the convective flow (Lu et al., 2009). 106 

The effect of convective flow on CO2 dissolution at the field scale has been discussed by 107 

Sathaye et al. (2014) and Ahmadinia et al. (2020) (Ahmadinia et al., 2020; Sathaye et al., 2014). 108 

Several modeling-based studies investigated the solubility trapping of CO2 with the variable-109 

density flow model coupling groundwater flow and mass transport under variable fluid density 110 

conditions. Depending on the objective of the study, different assumptions have been 111 

considered regarding the various physical processes. Several studies addressed the non-reactive 112 

convective flow (Farajzadeh et al., 2011; Hamann et al., 2015; Hewitt et al., 2014; Hidalgo and 113 

Carrera, 2009; Riaz et al., 2006; Singh and Islam, 2018). Convective-reactive CO2 dissolution 114 

is extensively investigated in the literature (e.g., (Andres and Cardoso, 2011; Emami-Meybodi 115 

et al., 2015; Ghesmat et al., 2011; Ghoshal et al., 2017; Hidalgo et al., 2015; Kim et al., 2019; 116 

Shafabakhsh et al., 2021). For instance, Babaei and Islam (2018) (Babaei and Islam, 2018) 117 

investigated convective-reactive CO2 dissolution in aquifers with an immobile water zone, 118 

while Erfani et al. (2020) (Erfani et al., 2020) studied the effect of geochemical reactions on 119 

CO2 dissolution in sandstone aquifers. Most previous works assume isothermal conditions. 120 

However, it is well-known that temperature gradient, naturally in a reservoir or artificially 121 

introduced by CO2 injection, can affect gravitational instability, fluid properties (notably 122 

viscosity), and dissolution processes (Ahmadinia et al., 2020; Emami-Meybodi et al., 2015). 123 
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The coupled thermal and solute convection is usually called double diffusion convection or 124 

thermohaline convection (THC). Specific interests in THC of CO2 appeared recently due to 125 

new applications involving coupled carbon storage and geothermal extraction (Wu and Li, 126 

2020). Islam et al. (2013, 2014a) (A. W. Islam et al., 2014; Islam et al., 2013a), investigated 127 

THC of CO2 in a brine-saturated geothermal reservoir. However, reactive THC (RTHC) of CO2 128 

is not well investigated in the literature (A. Islam et al., 2014), and the effect of temperature on 129 

convective-reactive CO2 dissolution are still poorly understood (Boudreau et al., 2020; Sjöberg 130 

and Rickard, 1984).  131 

While broad interest has been paid to the numerical solutions of the equations governing 132 

reactive processes, the equations describing transport and flow processes are usually solved 133 

based on standard finite element (FE) or finite volume methods. For instance, Babaei and Islam 134 

(2018) (Babaei and Islam, 2018) solved the stream function form of the governing equations 135 

using finite difference methods. The standard FE method is used in Kim et al. (2019) (Kim et 136 

al., 2019). The finite volume method is used in Farajzadeh et al. (2011) (Farajzadeh et al., 2011). 137 

A survey review on the numerical schemes used in the simulations of convective dissolution of 138 

CO2 is reported in Emami-Meybodi et al. (2015) (Emami-Meybodi et al., 2015). The standard 139 

numerical schemes used in the existing codes limit the applicability and reliability of these 140 

codes for the simulation of GCS at large space and time scales. Several works have shown that 141 

numerical simulations of variable-density flow problems are highly sensitive to the numerical 142 

scheme used in the approximation of the governing equations (Prasad and Simmons, 2005; van 143 

Reeuwijk et al., 2009; Voss et al., 2010). Standard FE or finite volume methods may generate 144 

unphysical oscillations that can affect the solutions' accuracy and convergence of the nonlinear 145 

solvers (Koohbor et al., 2020; Miller et al., 2013). Upwind schemes are usually implemented 146 

to avoid spurious oscillations ((Miller et al., 2013) and references therein). These schemes can 147 

reduce the numerical instability but at the expense of introducing numerical diffusion that can 148 
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overestimate the mixing processes of CO2. Numerical diffusion can also overestimate the 149 

dissolution processes (Batlle et al., 2002). This can affect the predictions of domain clogging 150 

due to chemical reactions (Xu et al., 2017). In addition, in existing codes, reactive processes 151 

are usually included via the operator splitting approach. For kinetic reactions, this approach 152 

introduces intrinsic splitting errors that are proportional to the time step used in the numerical 153 

solution (Fahs et al., 2009). These numerical artifacts can be avoided by using dense 154 

computational grids with small time steps, which increase the computational requirements and 155 

the CPU time of simulations. This limits the applicability of numerical models, especially in 156 

GCS applications that involve large time simulations for tens to hundreds of years at a large 157 

spatial scale. However, in the last years, advanced numerical methods (e.g., Mixed Hybrid finite 158 

elements (MHFE), Discontinuous Galerkin finite element (DGFE), Multipoints flux 159 

approximation approach (MPFA), error control based time stepping) have been developed for 160 

solving groundwater flow and transport equations in porous media. A detailed review of these 161 

numerical methods can be found in Miller et al. (2013) (Miller et al., 2013). These advanced 162 

numerical techniques allow for enhancing model applicability by improving the computational 163 

time while maintaining high accuracy. They have been applied to a wide range of problems 164 

involving groundwater flow, and transport processes (e.g., (Hirthe and Graf, 2012; Hoteit and 165 

Firoozabadi, 2018, 2008; Koohbor et al., 2020; Moortgat, 2017; Moortgat et al., 2016), but their 166 

applications to problems dealing with variable-density flow models are limited (Raeisi Isa-167 

Abadi et al., 2020; Younes et al., 2009). To the best of our knowledge, none of these numerical 168 

methods have been yet applied to RTHC problems.  169 

The objective of this paper is to address the above-discussed shortcomings of numerical 170 

simulations of reactive-convection of CO2 in geological formations by i) developing a new 171 

robust numerical model based on advanced numerical techniques, and ii) investigating the 172 

effect of temperature on the processes of convective-reactive CO2 dissolution. The numerical 173 
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model is developed based on the combination of the MHFE method (Younes et al., 2010) for 174 

groundwater flow and the DGFE method (Miller et al., 2013; Raeisi Isa-Abadi et al., 2020) for 175 

mass and heat transfer. The combination of these methods has shown several advantages in 176 

generating accurate and efficient numerical solutions of the variable-density flow problems 177 

(Younes et al., 2009), but it has never been applied to RTHC processes. Flow, mass transport, 178 

heat transfer, and chemical dissolution are solved sequentially. An adaptive time-stepping 179 

procedure, based on error control, is implemented to avoid operator splitting errors. The 180 

advantages of this scheme in the time integration of variable-density flow problems is 181 

highlighted in (Hirthe and Graf, 2012; Younes and Ackerer, 2010). This approach is extended 182 

in this work to model reactive processes. The numerical model is compared to the commercial 183 

FE software COMSOL Multiphysics. The new model is used to understand the effect of 184 

temperature on the processes of convective-reactive CO2 dissolution in a natural gas reservoir 185 

in the North-sea.  186 

2. Conceptual model and method 187 

2.1  The porous square benchmark:  problem description  188 

The numerical model developed in this work is adaptable for large-scale problems with 189 

complex geometries. However, as is common in the literature and theoretical research, we 190 

applied it to the problem of saturated porous square, which is widely accepted as a benchmark 191 

for several purposes such as understanding physical processes, comparing numerical codes, and 192 

evaluating the effect of aquifer characteristics on trapping process (Farajzadeh et al., 2011; A. 193 

Islam et al., 2014; Islam et al., 2013b; Kim et al., 2019). The popularity of this benchmark stems 194 

from the regularity of its geometry and the simplicity of the corresponding boundary conditions. 195 

Thus, our domain is a square of size  H m , filled with saturated porous media.  The domain is 196 

assumed to be homogenous. The boundary conditions for flow, mass, and heat transfer are 197 
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demonstrated in Figure 1. Vertical walls are impermeable and adiabatic. The top wall of the 198 

domain is exposed to the constant concentration of solute 2CO   3

2 .S

COC M L   . No dispersive 199 

CO2 flux is imposed at the bottom surface. Hot   H   and cold   C   temperatures are 200 

applied to the bottom and top boundaries, respectively. These temperatures are representative 201 

of a geothermal temperature gradient. Initially, the fluid is at rest with no dissolved 2CO  in the 202 

domain, and the fluid is at a reference temperature  0( )  . Geochemical reactions occur 203 

between dissolved 2CO  and calcium carbonate  3CaCO . The relative non-dimensional 204 

concentration of 3CaCO  is equal to 
3

3

CaCOC .s M L    before the dissolution of 2CO  in the water. 205 

There are many models for CO2 geological reactions. Levels of complexity and realism of these 206 

models depend on the intended application. The variability of models concerns the geochemical 207 

reactions as well as the laws used to describe the kinetic reactive processes. The simplified 208 

geochemical system considered in this work is widely used in the literature of convective CO2 209 

transport (e.g. Babaiee and Islam 2018, Tian and Wang 2017, Emami-Meybodi et al. 2015, 210 

Zhang et al. 2011). It assumes that dissolved CO2 results in the formation of H2CO3(aq), HCO3
- 211 

and CO3
2-, as in the following reactions: 212 

 

2 2 2 3
( ) ( )CO aq H O H CO aq   

2 3 3
( ) ( ) ( )H CO aq H aq HCO aq    

2

3 3
( ) ( ) ( )HCO aq H aq CO aq     

(1) 

Dissolved CO2 reduces the pH, and in the zone of low-pH the concentration of cations (Ca2+) 213 

increases, following these reactions:  214 

 
2 2

3 3
( ) ( ) ( )CaCO s Ca aq CO aq    (2) 
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The system can be reformulated using the Carbon dioxide (CO2) and Calcium Carbonate CaCO3 215 

as primary species. As suggested by Babaiee and Islam (2018), Ghesmat et al. (2011) and 216 

Romanov et al. (2015), the chemical reactions can be summarized as follows:  217 

 CO2 (aq) + CaCO3 (s) →Ca(HCO3)2 (aq) (3) 

The number of primary species is reduced to two by replacing the multicomponent geochemical 218 

system by equation (3). This assumes that the aquifer is entirely consisting of calcium carbonate 219 

and all the ions (Ca2+, HCO3
-, CO3

2-) are replaced with calcium bicarbonate. 220 

 221 
Figure. 1. Illustration of the conceptual model for GCS as a RTHC problem in a porous box. 222 

 223 

2.2 The mathematical model  224 

The governing equations describing the flow, mass and heat transfer and geochemical reactions 225 

processes are as follows: 226 

- continuity equation with Boussinesq approximation: 227 

 . 0 u  (4) 

Where, 1.LT   u  is the Darcy's velocity field. 228 
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- Darcy's law: 229 

  0;x z

k p k p
u u g

x z
 

 

  
      

  
 (5) 

Where, 1.xu LT     and 1.zu LT    are the horizontal and vertical components of Darcy's velocity 230 

field, respectively. 2k L    is the permeability of the porous media, 1 1. .M L T      is the fluid 231 

viscosity, 1 2. .p M L T     is the fluid pressure, 3.M L     is the fluid density, and 2.g LT     is 232 

the gravity acceleration. 233 

-  Mass conservation of the primary species ( 2CO  and CaCO3): 234 

 2 2 2 2 2

2 3

2 2

2 2
. .

CO CO CO CO CO

x z r CO CaCO

C C C C C
u u D K C C

t x z x z
 

     
     

      
 (6) 

 3

2 3
.

CaCO

r CO CaCO

C
K C C

t



 


 (7) 

Where,     is the porosity, 
2

3.COC M L    is the concentration of 2CO , 
3

3.CaCOC M L   is the 235 

mass fraction of CaCO3 to the mass of rocks,  t T  is the time, 2 1.D L T     is the molecular 236 

diffusion coefficient, n is the reaction order, and 
1 3 1[ . ]rK M LT 

 is the reaction rate. 237 

The reaction rate is modeled using the rate laws for kinetic reactions (Saaltink et al., 2001). In 238 

its rigorous form, when the full chemical system is considered, the reaction rate should be a 239 

function of the saturation index. However, as common for convective CO2 transport, when the 240 

saturation index is very small and with the previous simplifications, the rigorous format can be 241 

substituted by a constant coefficient multiplied by the concentration of the primary species and 242 

mass fraction for the mineral. 243 

 244 



² 

12 
 

- Energy balance: 245 

 

2 2

2 2x zu u
t x z x z

    
 

     
    

     
 (8) 

- Where,     is the ratio of heat capacity of the saturated porous domain to the fluid, 246 

    is the temperature and 2 1.L T     is the thermal diffusivity of the saturated porous 247 

domain. 248 

- Temperature and concentration dependence on density (Tabrizinejadas et al., 2020): 249 

 
20 0(1 . ( ))C CO TC          (9) 

Where, 3

0 .M L     is the density of native water at the reference temperature, 
1 3[ . ]C M L 

 and 250 

1[ ]T
  are, respectively, the solute and thermal expansions, and 0[ ]   is the reference water 251 

temperature. 252 

- The temperature dependence of the reaction rate (Petrou, 2012): 253 

 exp
.

a
r

E
K A

R

 
  

 
 (10) 

Where 
1 3 1[ . ]A M L T 

 is the pre-exponential factor, 2 2. .aE M L T     is the activation energy, 254 

2 2 1. . .R M L T      is the ideal gas constant.  255 

- The temperature dependence of the viscosity: 256 

  
0 1 2 3 4 5 6

2 3 4 5 6C C C C C C C                     (11) 

The coefficients in equation (11) are given as follows: 
0

1.37995C  , 
1

0.021224C   , 257 

4

2
1.360456 10C   , 7

3
4.645409 10C    , 10

4
8.9042735 10C   ,   1

5

39.0790692 10C    258 

and 1

6

63.8457331 10C  . 259 
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2.3 Dimensionless analysis  260 

We perform our analysis based on the non-dimensional form of the governing equations. The 261 

following dimensionless variables are used: 262 

2

2

3

3

22

3

. .
; ; ; ; ; ;

. .

;

CO

S

CO

CaCO C

S

CaCO H C

Cx z H p k t D
X Z P CO

H H D D H C

C
CaCO

C


  

 


 

     


 



u.
U

 (12) 

By assuming that the reference temperature is  0C C    and 
3 2

S S

CaCO COC C  , the non-263 

dimensional governing equations become as follow: 264 

 . 0U  (13) 

 2; . . .X Z S T

P P
U U Ra CO Ra Le

X Z


 
     

 
 (14) 

 
2 2

2 2 2 2 2
2 32 2

. .X Y

CO CO CO CO CO
U U Da CO CaCO

X Y X Z

    
    

    
 (15) 

 3
2 3. .

CaCO
Da CO CaCO




 


 (16) 

 

2 2

2 2
. . .x zU U Le

X Z X Z

    
   



     
    

     
 (17) 

In equations (13) -(17), the dimensionless parameters are defined as follows: 265 

- The local solute Rayleigh number expressing the ratio of solute buoyancy to solute 266 

diffusivity:  267 

 20. . . . .

. .

C CO

S

g k H C
Ra

D

 

 


  (18) 

where 
2COC is the difference between the highest and lowest concentration of 

2COC  in 268 

the domain. 
2COC  is equal to 

3

S

COC  because the lowest 
2COC concentration is assumed to 269 

be zero.   270 
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- The local thermal Rayleigh number, which is the ratio of thermal buoyancy to thermal 271 

diffusivity 272 

 
0. . . . .

.

T
T

g k H
Ra

  




  (19) 

 H C      is the difference between the highest and lowest temperature.  273 

- The Lewis number, expressing the ratio of thermal diffusivity to solute diffusivity, is 274 

 
.

Le
D




  (20) 

-  The local Damköhler number giving the ratio of geochemical reaction rate to diffusion 275 

rate is given by 276 

 2

2. .

.

s

r COK C H
Da

D
  (21) 

- The local Damköhler number is expressed as a function of temperature using the 277 

Arrhenius law): 278 

 0
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1
expDa Da

R R

 
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 
 (22) 

In equation (22), the parameters 
0Da , 1R  and 2R  are defined as follows:  279 
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2.4 A new numerical model for RTHC 282 

A new numerical model is developed to solve the governing equations (equations (13)-(17)). 283 

The new model is based on advanced formulations of the FE method. Appropriate formulations 284 

are used to treat the different mathematical operators. The main goal behind selecting these 285 

advanced formulations is to reduce CPU time, while maintaining high accuracy. The new model 286 

is based on the in-house code TRACES (Transport of RadioACtive Elements in Subsurface) 287 

(Shao et al., 2018; Younes et al., 2009). TRACES is extended in this study to deal with RTHC 288 

simulations. In TRACES, the flow is discretized with the MHFE method, which is more 289 

accurate than the standard FE method in simulating fluid flow in heterogeneous porous domains 290 

(Younes et al., 2010). The advection operators in the mass transport and energy conservations 291 

are treated with the DGFE method (Miller et al., 2013; Raeisi Isa-Abadi et al., 2020). This 292 

method leads to high accuracy solutions as it reduces numerical diffusion and unphysical 293 

oscillations (Miller et al., 2013). The dispersion-diffusion operators for mass and heat transfer 294 

are discretized using the MPFA method (Younes et al., 2013) Advantages of this combination 295 

of FE formulations have been discussed in (Fahs et al., 2016; Shao et al., 2018; Tabrizinejadas 296 

et al., 2020). The equations of flow, mass transfer and energy balance, under variable density, 297 

are solved sequentially. The reactive operator is also coupled to the flow and transfer processes 298 

with the sequential non-iterative approach. However, it is known that this approach introduces 299 

operator splitting errors proportional to the time step (Fahs et al., 2008). To control this error, 300 

we implement an adaptive time-stepping based on error estimation. The time step is adapted 301 

during the simulation based on error control to maintain the prescribed accuracy. Thus, after 302 

each time level, the next time step is calculated automatically in a way that error is less than the 303 

prescribed accuracy. The error is evaluated using the traction order of the Taylor series. More 304 

details about this time integration scheme can be found in Hirthe and Graf (2012) and Younes 305 

et al. (2010).   306 
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3. Comparaison TRACES vs. standard FE solutions   307 

3.1 Verification 308 

A new code (TRACES) has been developed to simulate RTHC of 2CO . This section aims at 309 

verifying the correctness of the new developed code. Thus, TRACES is compared to a FE 310 

solution obtained using COMSOL Multiphysics. The COMSOL model is developed by 311 

coupling the modules of ‘Darcy’s Law –dl’, ‘Heat Transfer in Porous Media –ht’ and ‘Transport 312 

of Diluted Species in Porous media –tds’. The reaction term is defined as a function of 313 

temperature and it is included in ‘tds’ module as in equation (10). This equation is implemented 314 

in COMSOL as ‘variables’ in “component definition”. The density is assumed to be a function 315 

of temperature and concentration as in equation (9). The Boussinesq approximation is 316 

implemented in COMSOL by assuming constant density in the three modules (‘dl’, ‘ht’ and 317 

‘tds’) and including variable density in the gravity term. The viscosity is considered as a 318 

function of temperature as in equation (11).  319 

In our analysis, we use quantitative metrics, which can be helpful for validating and 320 

benchmarking numerical codes. As common in the literature, we use the average Nusselt ( Nu321 

) and Sherwood ( Sh ) numbers to characterize the rates of heat and mass transfer to the domain, 322 

respectively. Nu  and Sh  are defined as follows (Rajabi et al., 2020): 323 
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For evaluating the capacity of the reservoir in capturing 2CO , we use the total diffusive flux at 324 

the domain top surface (
diffTF ). This is defined as a time integral of the instantaneous flux. At 325 

a dimensionless time * , 
diffTF  is calculated as follows: 326 
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*

0

 diffTF Sh d



   (28) 

Verification in the case of vertical concentration and temperature gradients is questionable due 327 

to the gravitational instability. Therefore, we considered a stable configuration by considering 328 

horizontal temperature and concentration gradients. Thus, Dirichlet boundary conditions of 329 

temperature and concentration on the vertical walls of the domain and assuming that there is no 330 

heat and mass fluxes across the horizontal walls. This case is inspired from (Tabrizinejadas et 331 

al., 2020).In order to avoid potential numerical oscillations in the FE solution, the comparison 332 

between TRACES and COMSOL is made for a test case with a smooth distribution of 333 

concentration and temperature (low convective flow regime and relatively slow reaction rate). 334 

This case is denoted by ‘Test case 1-H’, referring to horizontal concentration and temperature 335 

gradient. The non-dimensional parameters for this test case are listed in Table 1Erreur ! 336 

Source du renvoi introuvable.. The corresponding physical parameters used in COMSOL are 337 

given in Table 2. Parameters in these tables are physically plausible and consistent (Sainz-338 

Garcia et al., 2017). The viscosity is assumed to be independent of temperature (i.e. 0  ) to 339 

ensure constant thermal and solution Rayleigh numbers. To alleviate nonlinearity, we assume 340 

a first-order dissolution reaction. Thus, in equation (6), the reaction term (
2 3
.r CO CaCOK C C ) is 341 

replaced by 
2r COK C . In other words, the concentration 3CaCO  is assumed to be constant (i.e. 342 

equal to 
3CaCOCs
) in the reaction term. This term is dropped from the equations when 

3CaCOC  343 

becomes null.  344 

A triangular mesh of about 12K nodes is used in the simulations, for both COMSOL and 345 

TRACES. This mesh has been generated using the meshing tool in COMSOL. The flow, mass 346 

transport and heat transfer equations in COMSOL are solved simultaneously via the fully 347 

implicit approach. The time stepping technique is based on the Backward differentiation 348 
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formula. The order of the formula as well as the size of the time steps are updated automatically 349 

in order to reach the prescribed accuracy. The relative accuracy is set to 10-6. Same relative 350 

accuracy is considered for the time stepping in TRACES.  The comparisons between the results 351 

of ‘Test case 1-H’ obtained from TRACES and COMSOL are demonstrated in Figure 2. The 352 

dimensionless concentration and temperature distributions are plotted at a non-dimensional 353 

time 0.05   , and the metrics characterizing mass and heat transport are plotted over time. 354 

Both solutions are indistinguishable in terms of concentration ( 2CO  and 3CaCO ) and 355 

temperature distributions as well as for Nu , Sh  and 
diffTF . For the case of horizontal 356 

temperature and concentration gradients, these metrics are defined at the left vertical wall. 357 

These results confirm not only the correctness of the developed TRACES code, but also the 358 

COMSOL model and the post-treatment analysis for the evaluation of metrics used for 359 

characterizing the mass and heat transfer processes. 360 

Table 1. Non-dimensional parameters used for the test cases  361 

 ‘Test case 1-V’ 

and ‘Test case 1-H’ 

‘Test case 2’ ‘Test case 3’ 

SRa  300  800  1000   

TRa  30  80  1000  

Le  2  5  10  

0Da  1110  
115 10  

1110   

1R  310  
210  

210  

2R  25 10  
27 10  

25 10  

   0.3  0.3  0.3  

   0.46  0.46  0.46  

 362 

 363 

 364 

 365 

 366 
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 367 

Table 2. Dimensional parameters used for the test cases  368 

Gas constant 1 18.314 . .R J mol K   

Reference Temperature 
0

277.15K   

Porous box size 1H m  

Porosity  0.3 

Concentration of 2CO  at the inlet wall 
2

-31 mol.mS

COC   

Initial concentration of 3CaCO  
3

-3

CaCOC 1 mol.ms   

Freshwater density 
-3

0 1000 kg.m   

Solid phase density 
-32300 kg.ms   

Gravity 
-210 m.sg   

Viscosity 
3 -1 -1

0 10  kg.m .s   

Permeability 9 210  mk   

Cold temperature 277.15 KC   

Thermal capacity of water 
-1 -14200 J.kg .Kfcp   

Thermal capacity of soil 
-1 -1418 J.kg .Kscp   

Thermal Conductivity of water 
-1 -10.65 W.m .Kf   

Thermal Conductivity of soil 
-1 -15.725 W.m .Ks   

 ‘test case 1-H and V’ ‘test case 2’ ‘test case 3’ 

Thermal expansion 

coefficient of water 

4 -15.5 10 KT
   

4 -12.05 10 KT
   

-10.001KT   

Hot temperature 282.61 KH   316.17 KH   332.58 KH   

Mass Expansion 3 -10.015 m .molC   
3 -10.016 m .molC   

3 -10.01m .molC   

Molecular Diffusion 6 2 -11.67 10  m .smD    7 2 -16.67 10  m .smD    7 2 -13.33 10  m .smD    

Activation Energy -145419 J.molEa   -132442 J.molEa   -146085 J.molEa   

Pre-exponential factor 

in the Arrhenius law 

4 -1 -35 10  s .m .molA   4 -1 -35 10  s .m .molA   4 -1 -310  s .m .molA  
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Figure. 2. ‘Test case 1-H’: Comparison between TRACES and COMSOL for (a) dimensionless 369 

2CO  concentrations, (b) dimensionless 3CaCO  concentration, (c) dimensionless temperature 370 

distribution at 0.05  , (d) Nu , (e) Sh  and (f) 
diffTF . 371 

We also compared the results of TRACES versus COMSOL in the case of vertical temperature 372 

and concentration gradients, involving gravitational instability. This test case is called ‘Test 373 
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case 1-V’, referring to vertical concentration and temperature gradients (see Figure 1). The non-374 

dimensional parameters are kept the same as ‘Test case 1-H’. The same computational mesh 375 

and time step, as in ‘Test case 1-H’, is used in the analysis of ‘Test case 1-V’. Thus, numerical 376 

artifacts related to space or time discretization can be avoided. The comparison between the 377 

results of TRACES and COMSOL for dimensionless concentrations (CO2 and CaCO3) and 378 

temperature (at 0.05   ) as well as Nu , Sh  and 
diffTF  (over the time) are shown in Figure 3. 379 

This figure shows that both models provide equivalent results. Despite the equivalent numerical 380 

parameters used for time integration and spatial discretization, both models are not in full 381 

agreement. However, this agreement can be seen as satisfactory, knowing that, in the literature, 382 

matching results of this unstable configuration in space and time is somewhat unsuccessful (Xie 383 

et al., 2012). An important observation is that good agreement between COMSOL and 384 

TRACES is obtained for the total flux, which is the most important model output for the 385 

evaluation of reservoir capacity in capturing CO2. This means that numerical instability does 386 

not materially affect the total flux of CO2.    387 

 388 

 389 

 390 

 391 

 392 
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Figure 3. Comparison between TRACES and COMSOL for ‘Test case 1’V’: (a) dimensionless 393 

2CO  concentrations, (b) dimensionless CaCO3 concentration, (c) dimensionless temperature,  394 

all at 0.05  . (d) time variation of Nu , (e) time variation of Sh  and (f) time variation of TF  395 

 396 

 397 

 398 
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3.2 Advantages of the newly developed model (TRACES) 399 

One of the objectives of this work is to develop an accurate model for the simulation of RTHC 400 

processes, based on advanced FE methods and time integration techniques. This section aims 401 

at investigating the advantages of this newly developed model (TRACES), compared to the 402 

standard FE method (COMSOL). Several numerical schemes are available with COMSOL. In 403 

this work, we use the numerical scheme suggested by default in COMSOL, which is based on 404 

first order finite element scheme for the discretization of the mass transport equation and 405 

quadratic order finite element scheme for the discretization of the flow equation. This scheme 406 

is supposed to be the most suitable for the selected physics. It is selected in this work to imitate 407 

standard numerical schemes commonly implemented in commercial codes. We consider a 408 

challenging case dealing with sharp temperature and concentration distributions, and high 409 

Damköhler number. This test case is challenging because sharp temperature and concentration 410 

distributions may lead to unphysical oscillations or introduce numerical diffusion, while fast 411 

reaction rate requires small time steps to avoid operator splitting errors. This test case is denoted 412 

as ‘Test case 2’. As a mesh independent solution is required to compare the models, we limited 413 

this part to the case of horizontal thermal and solute gradients. This reference solution cannot 414 

be easily obtained in the case of vertical concentration and temperature gradients because 415 

inherent instability renders the solutions highly sensitive to the mesh. The non-dimensional 416 

parameters for ‘Test case 2’ are listed in Table 1. The physical parameters used in COMSOL 417 

are given in Table 2. As for ‘Test case 1’ the viscosity is assumed to be independent on 418 

temperature (i.e. 0  ) and first-order dissolution reaction is considered.  419 

A mesh-independent solution is obtained using TRACES with a mesh consisting of 12K nodes. 420 

With the same mesh, the FE solution (i.e., concentrations and temperature distributions) is 421 

different (Figures 4a-4c). The resulting FE solution exhibits spurious/unphysical oscillations. 422 

Examples of these oscillations are plotted in Figure 5. With the mesh consisting of 12K nodes, 423 
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low negative concentrations are obtained for CO2 (maximum negative value is -0.0066) (Figure. 424 

5a).  Due to the nonlinearity of the reaction term, these small oscillations in CO2 lead to 425 

incoherent results of CaCO3 with, for instance, negative concentrations (until -1.72) and larger 426 

values beyond physics (+1.93) (Figures. 5b and 5c). The difference between TRACES and FE 427 

solutions can be attributed to the unphysical oscillations encountered with the FE method. These 428 

solutions are reduced (even avoided) with the numerical scheme used in TRACES.  429 

By refining the mesh progressively, we observed that the FE solution is mesh-dependent. The 430 

simulation with 140K nodes is represented in Figures 4a-4c. The results are plotted for non-431 

dimensional time 0.05  . It is clear that, by refining the mesh, FE solution is converging 432 

towards the TRACES solution. But there is no full agreement between both solutions. A finer 433 

mesh should be used to get the same solution obtained with TRACES. But we stopped the mesh 434 

refinement at 140K nodes due to CPU time limitations. The oscillations are smoothed out with 435 

mesh refining, as can be seen in Figure 5. For CO2, very small negative values are observed 436 

(the maximum negative value is -6×10-6) (Figure 5d). Oscillations of CaCO3 have been 437 

effectively reduced with mesh refining, but they remain significant (Figures  5e and 5f). The 438 

maximum negative concentration is -0.33, and the largest value beyond 1 is 1.096. These results 439 

indicate the agreement between TRACES and the FE solution is improved when the oscillations 440 

in the FE method are reduced by mesh refinement. This confirms that the discrepancy between 441 

both solutions is related to the oscillations encountered with the FE method. The results of this 442 

test case show that simulating RTHC processes at high Rayleigh and Damköhler numbers is 443 

challenging for the standard finite element method. This test case can be used as a benchmark 444 

for comparing newly developed methods in future studies. For the nodes of 12K nodes, the FE 445 

method is slightly more efficient in CPU time than TRACES. CPU time with the FE method is 446 

about 3000s while with TRACES it is about 5000s. This is because the DG method in TRACES 447 

have more degree of freedom. However, CPU time should be compared at equivalent accuracy. 448 
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This means that, in our case, the TRACES solution obtained with 12K nodes should be 449 

compared to the FE solution obtained with 140K nodes. The CPU time for this later is about 450 

50 000s (about 14h). Thus, TRACES is 10 times more efficient than FE solution.  451 

  

 

 

Figure 4. Comparison between TRACES and std-FE for ‘Test case 2’: (a) dimensionless 2CO  452 

concentration, (b) dimensionless CaCO3 concentration, (c) dimensionless temperature, all at 453 

0.05  .  454 

 455 
 456 
 457 
 458 

 459 
 460 

  461 
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Figure 5. Oscillations with the std-FE solution for ‘Test case 2’. Negative CO2 concentration 462 

(a and d), CaCO3 concentrations larger than one and (b and e) and negative CaCO3 463 

concentration (c and f). All the results are presented at 0.05  .  464 

4. Effect of temperature on the processes of convective-reactive CO2 465 

dissolution 466 

Temperature gradient causes convective flow associated with density and viscosity dependence 467 

on temperature. It can also affect the reaction rate of the geochemical dissolution reactions. This 468 

section aims at investigating the effects of temperature on the process of convective-reactive 469 

CO2 dissolution. For the first timeF, this is done based on the porous square benchmark 470 

described in section 2.1. This allows for understanding the thermal effect under simplified 471 

conditions (i.e., small scale and homogenous domain). Then a field case study in an offshore 472 

reservoir at the North Sea is investigated for a wider understanding under more realistic 473 

conditions such as heterogeneity and large space and time scales.    474 

Our analysis is based on the comparison of three models with increasing levels of complexity 475 

and realism. The different simplifications and assumptions of these models are discussed below: 476 

- Model 1 (‘Isothermal’): In this model, the isothermal conditions are considered by 477 

assuming that the temperature is constant, in space and time. In this model, the density 478 
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is assumed to be a function of concentration while the reaction rates and the viscosity 479 

are constant. The latter is calculated as a function of the constant temperature via 480 

equations (10) and (11), respectively. This model is called ‘isothermal’. It imitates 481 

models usually used in previous studies, which are based on isothermal assumptions.  482 

- Model 2 (‘Linear Temperature’): This model assumes linear distribution of temperature 483 

with depth. The temperature is increasing with depth, but it is invariant in time. The 484 

viscosity and density are assumed to be independent of temperature, thus thermal 485 

convective processes are neglected. But, the reaction rate is assumed to be a function of 486 

temperature as in equation (10). This model is referred as ‘Linear Temperature’ in the 487 

rest of this paper.   488 

- Model 3 (‘RTHC’): in this model, all the RTHC processes are included. Thus, the 489 

temperature is assumed to be a function of time and space. It is obtained by solving the 490 

heat transfer equation (Equation (8)). Density, viscosity, and reaction rate are assumed 491 

to be a function of temperature.  This model is called ‘RTHC’.  492 

The three models are used to simulate both the porous square cavity problem and the field case 493 

study. Several metrics such as the temperature and concentration distributions, the cumulative 494 

total flux of CO2 at the top surface, and the total amount of CaCO3 are used in the analysis. The 495 

comparison between models “Isothermal” and “Linear temperature” allows for investigating 496 

the effect of the temperature dependence of the reaction rate on these metrics. Comparison 497 

between models “Linear Temperature” and “RTHC” allows for understanding the effect of 498 

convective flow on the dissolution processes. 499 

4.1 The hypothetical benchmark of porous square cavity 500 

The dimensionless analysis of this benchmark (see section 2.3)  shows that the processes of 501 

RTHC are governed by six non-dimensional parameters: 
S

Ra , 
T

Ra , Le , 
0

Da , 
1

R  and 
2

R . This 502 
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paper does not address the impact of these parameters on CO2 metrics. It aims at addressing the 503 

effect of neglecting heat processes on convective-reactive CO2 processes. This is why we focus 504 

on the models dealing with different assumptions of thermal processes with two ranges of 505 

Rayleigh numbers. We first run the three models (“Isothermal”, “Linear Temperature” and 506 

“RTHC”) with the parameters used for ‘Test case 1’ dealing with low thermal Rayleigh number 507 

(see Tables 1 and 2). For “Isothermal”,  
T

Ra  and Le  are set to be 0. The local Damköhler 508 

number is calculated as in equation (22) with a constant dimensionless temperature 0.5  . 509 

For the model “Linear Temperature” 
T

Ra  and Le  are also set to be 0, but the local Damköhler 510 

number is calculated as in equation (22) with a dimensionless temperature that varies linearly 511 

between 0 and 1 along the depth. For ‘Test case 1’, the simulations show equivalent results 512 

between the three models. These results are not presented for the sake of brevity. This indicates 513 

that at low Rayleigh numbers, at a small scale, and under homogenous configuration, the 514 

temperature has no effect on CO2 concentration nor the metrics characterizing CO2 storage and 515 

flux. We further investigate this benchmark at a higher thermal Rayleigh numbers. Thus, we 516 

consider a new test case (‘Test case 3’) dealing with a higher Rayleigh numbers and higher 517 

dependency of the reaction rate to temperature. Second-order dissolution reaction is assumed 518 

in this test case, as in equations (15) and (18). The non-dimensional parameters of this test case 519 

are given in Table 1 (‘Test case 3’). 
T

Ra  and Le  in this table are used only in “RTHC” model.  520 

For “Isothermal” and “Linear Temperature”, these parameters are set to zero. The physical 521 

parameters of ‘Test case 3’ are given in Table 2. The dependency of the Damköhler number to 522 

the temperature is plotted in Figure 6. This figure shows high variability of the Damköhler 523 

number with temperature with values ranging from 200 to about 6,000. These values are 524 

coherent with the range of variability of the Damköhler number considered in (Sainz-Garcia et 525 

al., 2017).     526 
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  527 

Figure 6. Variation of the Damköhler number as a function of dimensionless temperature 528 
in ‘test case 3’. 529 

Figure 7 shows the contour maps of normalized concentration of CO2, CaCO3, and temperature 530 

at 0.01   (equivalent to 30000s ) for ‘Test case 3’, simulated with three models. Density-531 

driven fingering processes are observed with the three models. Equivalent results have been 532 

obtained with “Isothermal” and “Linear Temperature”. However, the growth and depth 533 

development of fingers seem to be under-predicted with ‘Isothermal” (Figures 7a and 7d). This 534 

can be related to the fact that, near the domain top surface, the temperature with “Isothermal” 535 

is higher than that with “Linear temperature” (see Figures 7c and 7f). Thus, in this zone, the 536 

local reaction rate is higher with “Isothermal” than with “Linear temperature”. Faster 537 

dissolution of CO2 leads to less penetration of fingers in the domain. To confirm this conclusion, 538 

we further simulate ‘Test case 3’ with “Isothermal” by assuming lower constant temperature (539 

0.25  ). The results (not shown for the sake of brevity) indicate more penetrated fingers with 540 

a reduced constant temperature. Figures 7b and 7e show a wider layer of CaCO3 dissolution 541 

with “Linear temperature”.  This is coherent with the results of CO2 showing rapid fingers 542 

penetration with this model. However, at the top surface of the domain, lower concentration of 543 

CaCO3 can be observed with “Isothermal”, indicating more local dissolution with this model. 544 

This is related to the fact that “Isothermal” over-predicts the reaction rate in this zone. With 545 
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RTHC, unlike “Isothermal” and “Linear temperature”, due to opposite thermal (upward) and 546 

solute (downward) gradients, the convective CO2 fingers are irregular and not uniformly 547 

distributed. Temperature distribution is also affected by both thermal and solute buoyancy 548 

effects (Figure 7i). Due to thermal convective processes (Figure 7i), CO2 reaches the bottom 549 

surface of the domain but with low concentration (Figure 7g). Dissolution of CaCO3 takes place 550 

almost overall the domain. In the bottom surface, despite low concentrations of CO2, significant 551 

dissolution processes can be observed (Figure 7h). The CaCO3 concentration in this zone is 552 

almost zero. The high temperature at the bottom surface leads to a high reaction rate and 553 

enhances the dissolution processes.             554 

 555 

 556 

 557 

 558 

 559 

 560 

 561 

 562 
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 564 

 565 

 566 
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Isothermal 

(d) 

 
 

(e) 

 

(f) 

 

Linear Temperature 
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(h) 

 

(i) 

 
RTHC 

 
Figure 7. Dimensionless concentration of 2CO  (left) and CaCO3 (middle) and dimensionless 567 

temperature (right) for ‘test case 3’ with the three models at 0.01  . 568 

 569 

In the previous sections, Nusselt and Sherwood number are used to discuss the accuracy of the 570 

newly developed numerical model. As common in the literature (Tabrizinejadas et al., 2020), 571 

these numbers are used to provide quantitative comparison between different models. In this 572 
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section, as the main goal is understanding the effect of temperature on convective processes of 573 

CO2 we used more relevant outputs, as follows:  574 

- The non-dimensional metric giving the total amount of CaCO3 available in the domain 575 

is given by:   576 

 
3

1 1

3

0 0

CaCO
T CaCO dXdZ    (29) 

- The instantaneous total flux of CO2 at the top surface:  577 
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1

2
2

0

CO z

CO
TF U CO dX

Z

 
  

 
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- The cumulative total flux of CO2 at the dimensionless time  :  578 

 
2 2

0

Cum

CO COTF TF d



   (31) 

These metrics are investigated for a non-dimensional duration (
max ) of 0.01, which is 579 

equivalent to 30000s . Figure 8a plots the variation of the total amount of CaCO3 available in 580 

the domain with time, with the three models. Due to the dissolution processes, the three models 581 

show that the total amount of CaCO3 is decreasing with time. “Linear temperature” leads to 582 

larger 
3CaCO

T  than “Isothermal”, during all the simulated periods. This is coherent with the 583 

results of the previous section showing fast dissolution of CaCO3 with “Isothermal”. During 584 

the first period of simulation ( 0.0025  ), both models “Linear temperature” and “RTHC” give 585 

similar results. This is related to the fact that, at this stage, the convection flow is still not 586 

affecting the temperature distribution. Thus, this distribution is linear, and in consequence 587 

“Linear Temperature” and “RTHC” are equivalent. For 0.0025  , with “RTHC” the initial 588 

linear temperature distribution is disturbed by the convective flow. Due to convection 589 

processes, high temperatures can be found in the domain, which can be associated to higher 590 
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reaction rates. In consequence, fast dissolution processes occur. This explains the faster 591 

decrease of 
3CaCO

T  with “RTHC” than “Linear Temperature”.  592 

Figure 8b illustrates the time variation of the instantaneous total flux of CO2 at the domain top 593 

surface (
2COTF ). Similar behaviors can be observed with the three models, with a period of 594 

decreasing variation at the beginning of the simulation, followed by a period of increasing 595 

variation until becoming almost constant. This figure shows equivalent results between models 596 

“Isothermal” and “Linear temperature”. During a short time at the beginning of the simulation, 597 

the convective processes are absent. The CO2 flux is induced by the mass diffusion between the 598 

zones of high concentration at the top surface and low concentration within the domain. When 599 

CO2 infiltrates into the domain by diffusion, the concentration gradient at the top surface 600 

decreases, and in consequence, the CO2 flux decreases. After this short period of purely 601 

diffusion transport, convective flow starts due to solute buoyancy effects in “Isothermal” and 602 

“Linear temperature” models and both thermal and solute buoyancy effects in “RTHC”. 603 

Convective processes enhance the CO2 flux at the domain top surface. This explains this regime 604 

of increased CO2 flux after the first period of decreased variation. Once the convective flow is 605 

well-established, the CO2 flux becomes stable, as it can be seen in Figure 8b. From this figure, 606 

it is clear that “RTHC” leads to higher CO2 flux than “Isothermal” and “Linear temperature”. 607 

These latter two models under-predict the CO2 flux because they do not take into account the 608 

thermal convective processes.  609 

The time variations of cumulative CO2 flux obtained with the three models are given in Figure 610 

8c. Equivalent results can be observed with “Isothermal” and “Linear temperature” models. 611 

These models, by considering simplified assumptions of the temperature field, under-predict 612 

the total CO2 flux. The discrepancy between the results of “RTHC” and other models is 613 

increasing with time.     614 
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Figure 8. Time variations of the metrics characterizing CaCO3 and CO2 with the three models 615 
“Isothermal”, “Linear temperature” and “RTHC”: (a) the total amount of CaCO3 available in 616 

the domain (
3CaCO

T ), (b)   the instantaneous total flux of CO2 at the top surface (
2COTF ) and (c) 617 

The cumulative total flux of CO2 (
2

Cum

COTF ). 618 

 619 

4.2 Field study: The Viking field in the North Sea 620 

Previous studies on the effect of temperature on the processes of convective-reactive CO2 621 

dissolution are limited to hypothetical problems (A. Islam et al., 2014; A. W. Islam et al., 2014; 622 

Islam et al., 2013c). To the best of our knowledge, this topic has never been investigated for a 623 

real field application. The effect of heat on convective flow and geochemical reaction of CO2 624 

at large scale and under real geologic configuration is still not well understood. To address this 625 

gap, we investigate RTHC processes of CO2 in a natural gas reservoir at the Viking field in the 626 
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North Sea in England, which is under consideration for CO2 storage (Hoteit et al., 2019; Omar 627 

et al., 2021).    628 

 629 

Figure 9. Geological structure of the Viking field, showing the porosity distribution and the 630 

location of a vertical cross-section.  631 

The Viking field is an offshore field located within the coast of Lincolnshire in the North Sea,  632 

at a depth of approximately 2780m subsea. The reservoir consists of a heterogeneous sandstone 633 

formation with an average porosity of about 15% and permeability ranging from 10-12 to 10-14 634 

m2 (see Figure 9). The reservoir includes several normal faults with hanging wall blocks. 635 

A vertical cross-section of the reservoir is considered in this study, as shown in Figure 10a. The 636 

location of this cross-section, which intercepts a normal fault, is also shown in Figure 9. 637 

Impermeable flow condition is used for all the boundaries. We consider supercritical CO2, 638 

which has been injected outside our modeling area, to be trapped under the cap rock within a 639 

layer of about 100m thickness (Figure 10a). In this layer, the concentration of CO2 is considered 640 

to be constant ( 36 [mol/m ]). The initial concentration of CO2 in the bottom layer is assumed to 641 

be zero   
02

0
CO

C  . No mass transport boundary condition is imposed at the interface between 642 

the top and bottom layers. Instead, the full advection-diffusion-dispersion-reaction equation is 643 

applied in the bottom layer, while in the top layer; zero-time derivative of the CO2 concentration 644 

is applied. Zero CO2 flux is imposed at the vertical boundaries and at the bottom surface. The 645 

Porosity[-]

cross-section
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carbonic acid resulting from the dissolution of CO2 in the host water reacts with Calcium 646 

carbonate minerals of the site. Dissolution reaction processes are modeled with the second-647 

order kinetic model, as in equations (15) and (16). The corresponding parameters are given in 648 

Table 3 (Sainz-Garcia et al., 2017; Sanjuan and Girard, 1996; Sjöberg and Rickard, 1984). No 649 

chemical reaction is considered in the top layer. The initial concentration of CaCO3 in the 650 

bottom layer is assumed to be 36 [mol/m ] . The reservoir is simulated for a duration of 100 651 

years. Dispersion-diffusion processes are considered in the simulation of the field case. 652 

Longitudinal and transversal dispersivities are given in table 3.  653 

The reservoir is simulated with the three models described in the previous section 654 

(“Isothermal”, “Linear temperature” and ‘RTHC”). For “Isothermal” the temperature is 655 

assumed to be constant (365°[K]). For “Linear temperature” the temperature is invariable in 656 

time. It increases linearly with depth.  The geothermal gradient is 30° [K/km]. The lowest 657 

temperature at the higher point of the vertical cross-section is 357.15° [K]. This linear 658 

temperature distribution is used as an initial condition in the RTHC model. In this model, the 659 

temperature of the injected CO2 is assumed to be 303.15° [K]. This temperature is applied to 660 

the top boundary while the constant geothermal temperature is imposed at the bottom surface. 661 

The vertical boundaries are assumed to be adiabatic.  662 

The porosity and permeability maps of the domain are shown in Figures 10b and 10c, 663 

respectively (Omar et al., 2021). Temperature-dependent viscosity is considered as in equation 664 

(11). All physical properties of rocks and fluid are summarized in Table 3.   665 



² 

37 
 

 

  

Figure 10. Description of the site: (a) initial and boundary conditions (b) Porosity map, (c) 666 

permeability map 667 

 668 

 669 

 670 

 671 

 672 

 673 

 674 

 675 
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Table 3. Physical parameters used for the simulations of the real case 676 

 Parameter Value 

Gas constant 1 18.314 . .R J mol K   

Reference Temperature 
Ref

277.15T K  

Freshwater density 
-3

0 1000 kg.m   

Density of rock 
-32600 kg.mR   

Thermal capacity of water 
-1 -14200 J.kg .KfCP   

Thermal capacity of rock 
-1 -1880 J.kg .KRCP   

Thermal Conductivity of water 
-1 -10.65 W.m .Kf   

Thermal Conductivity of rock 
-1 -13.63 W.m .KR   

Thermal expansion coefficient of water -10.001KT   

Mass Expansion 3 10.00833 .C m mol   

Diffusion coefficient of dissolved 2CO  
2

9 2 15.32 10 .COD m s    

Longitudinal dispersivity 5L m   

Transversal dispersivity 0.5T m   

Activation energy 120 .aE kJ mol  

Pre-exponential factor 8 3 1 110 . .A m mol s    

 677 

The results of the three models are plotted in Figure 11. This figure depicts the spatial 678 

distribution for CO2 and CaCO3 concentrations and temperature at the end of the simulation 679 

(after 100 years). Figure 11 shows that, in contrast to the previous hypothetical benchmark, 680 

almost equivalent results are obtained with “Isothermal” and “Linear temperature” models. 681 

Figures 11a and 11d show that, with “Isothermal” and “Linear” models, there are almost no 682 

fingers in the right part of the domain. Some fingers can be seen in the left part, where high 683 

permeability is observed. “RTHC” leads to different results. A fingering phenomenon can be 684 

observed everywhere in the domain with the “RTHC” model (Figure 11g). Deeper and more 685 

developed fingers can be observed in the left part of the domain, where permeability is relatively 686 

high. In general, everywhere in the domain, the fingering phenomenon is more intensive with 687 

the “RTHC” than other models. This result gives first evidence that temperature can intensity 688 

the fingering phenomenon. This is important for GCS because the fingering phenomenon can 689 



² 

39 
 

affect the processes of CO2 dissolution.  However, these results should be considered with 690 

caution, and further simulations should be developed to better understand this behavior. Indeed, 691 

in the simulation with the “RTHC” model, the temperature at the top surface is lower than that 692 

used in the “Linear temperature” model. This latter is equivalent to the geothermal temperature. 693 

Thus, the temperature gradient between the top and bottom surfaces is higher in “RTHC” than 694 

in “Linear temperature”. This means that the difference between the fingering intensities 695 

observed with “RTHC” and “Linear temperature” could not be related to the heat transfer 696 

processes that are neglected in “Linear temperature”, but rather to the different temperature 697 

gradients used in these models. To verify this point, we developed a further simulation with the 698 

“RTHC” model, in which we assume that the temperature of CO2 trapped at the top surface of 699 

the reservoir is equivalent to the geothermal temperature in this zone. The results (not shown 700 

for the sake of brevity) of this simulation show intensive fingers, which confirms clearly that 701 

the intensified fingers with the “RTHC” model are related to the effect of temperature created 702 

but the geothermal temperature gradient.   703 

As in the previous example, the total amount of CaCO3 per unit of width (  
3

/
CaCO

C mol m ), 704 

available in the domain, is also investigated. It is given by:   705 

 23
COCaCO

C C d    (32) 

The cumulative total flux of CO2 at the top surface is also investigated. It is given by:  706 

 
2 2

0

t

Cum

CO COTFC TFC dt   (33) 

Where t is the time and 
2COTFC  is the instantaneous total flux at the top surface. 

2COTFC  is 707 

given by:  708 
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Figure 11. Results of the three models “Isothermal”, “Linear temperature” and “RTHC”: 709 
Spatial distributions of CO2 (left), CaCO3 (middle), and temperature (right) after 100 years.  710 

The results of the three models regarding the total amount of CaCO3 and cumulative CO2 flux 711 

are given in Figure 12. Equivalent results are obtained with “Isothermal” and “Linear 712 

temperature” models, as for the spatial distributions of CO2, CaCO3, and temperature in Figure 713 
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11. Figures 11 and 12 confirm that, when the heat transfer processes are not considered, the 714 

effect of temperature variability on the processes of convective-reactive CO2 dissolution is 715 

limited. Figure 12 shows different results with the “RTHC’ model and indicates that heat 716 

transfer processes have a significant impact on the dissolution of CO2 and in consequence, on 717 

the total CO2 flux and the total amount of CaCO3. For the first 20 years, the cumulative total 718 

flux of CO2 is over-predicted with the models “Isothermal” and “Linea temperature” (Figure 719 

12a). This is related to the low temperature of CO2 trapped below the caprock that can slow 720 

down the dissolution processes at the top surface of the reservoir. This is clear in Figure 12b, 721 

which shows more dissolution with “Isothermal” and “Linear temperature” models than 722 

“RTHC” model. After this first period of 20 years, the heat transfer processes occur due to 723 

convection. They increase the temperature in the reservoir and enhance the dissolution 724 

processes. The total amount of available CaCO3 becomes over-predicted with the “Isothermal” 725 

and “Linear temperature” models. More dissolution leads to more infiltration of trapped CO2 to 726 

the reservoir as it can be observed in Figure 12a. This figure shows that the “Isothermal” and 727 

“Linear temperature” models under-predict the cumulative CO2 flux after 20 years of 728 

simulation.    729 

  

 

 

 
Figure 12. Comparison between models “Isothermal”, “Linear temperature” and “RTHC”: (a) 730 

cumulative CO2 flux and (b) total amount of CaCO3 available in the domain. 731 
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The results in the previous analysis are based on deterministic values of parameters. However, 732 

several parameters could be uncertain. Thus, it is important to investigate the sensitivity of the 733 

results to uncertain parameters. A full sensitivity analysis can be performed in this context. 734 

However, as the main goal of this study is to investigate the effect of temperature of dissolution 735 

processes on CO2, we limited the sensitivity analysis to the parameters governing the rate of 736 

the dissolution, namely the activation energy ( Ea )  and the pre-exponential factor ( A ) in the 737 

Arrhenius law. We developed 9 further simulations with the “RTHC” model by considering all 738 

combinations of low, moderate and high values of Ea  and A . For Ea  the low, moderate and 739 

high values are considered to be 20, 40 and 60 ( 1.kJ mol ) while these values for A  are assumed 740 

to be 
610
, 

710
 and 

810
 ( 3 1 1. .m mol s  ).   741 

Figure 13 shows the CO2 concentration maps resulting from 9 simulations with the RTHC 742 

model. It can be observed that increasing the pre-exponential factor intensifies the fingering 743 

processes and leads to more CO2 dissolution. This is also observed when the value of the 744 

activation energy is increased from 20 to 40 1.kJ mol . However, almost equivalent results are 745 

observed when Ea  is increased from 40 to 60 1.kJ mol . Sensitivity of the CO2 concentration to 746 

Ea  is less pronounced at a high pre-exponential factor.  747 

 748 

 749 

 750 

 751 

 752 

 753 

 754 

 755 
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Figure 13. Results of reaction parameters sensitivity analysis with “RTHC” model: Spatial 756 
distributions of CO2  757 

The results of reaction parameters sensitivity analysis regarding the cumulative CO2 flux 758 

 
2

Cum

COTFC  are given in Figure 14. Figures 14a and 14c show that the cumulative CO2 flux is 759 

more sensitive to the activation energy at lower pre-exponential factor.  Whatever the value of 760 

A , there is no monotonic variation of 
2

Cum

COTFC  with respect to Ea . 
2

Cum

COTFC  is augmenting when 761 

Ea  is increased from 20 to 40 1.kJ mol , and then it is dropping when Ea  is increased from 40 762 

to 60 1.kJ mol . At high value of the pre-exponential factor, equivalent results are obtained for 763 

the high and low values of Ea . However, at low values of the pre-exponential factor, the results 764 

become different at after 70 years of simulation. Figures 14b and 14d show that the cumulative 765 

CO2 flux is more sensitive to A  at high activation energy. No monotonic sensitivity to A  can 766 
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be observed. 
2

Cum

COTFC  is augmenting when A  increases from 
610
 to 

710
 3 1 1. .m mol s   and is 767 

weakening when A  increases from 
710
 to 

810
. Results obtained with A  equal to 

610
 and  768 

710
 3 1 1. .m mol s   are almost equivalent with the lowest value of activation energy. For the 769 

highest value of activation energy, these results become different, and the discrepancy between 770 

them increases with time.   771 

Figure 14. Comparison between the results of cumulative CO2 flux with low, moderate and 772 

high values of activation energy and pre-exponential factor in the Arrhenius law: (a) and (c): 773 

Activation energy sensitivity analysis, (b) and (d): pre-exponential factor sensitivity analysis. 774 

 775 

 776 

 777 

 778 

 ‘Ea’ sensitivity analysis ‘A’ sensitivity analysis 

(a) 

 

(b) 

 
(c) 

 

(d) 
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5. Conclusion  779 

Most of previous modeling-based studies on the convective-reactive transport of CO2 in 780 

geological formations are limited to isothermal conditions and deal with small spatial scale 781 

problems. The main goal of this work is to investigate the effect of temperature on convective-782 

reactive transport of CO2 at large field scale. Thus, an advanced numerical model (TRACES) 783 

is developed for the simulation of RTHC process in the application of GCS. Appropriate 784 

numerical techniques are implemented in TRACES for the discretization of the spatial 785 

derivatives (MHFE and DGFE methods) and time integration (error control time stepping).  The 786 

new model is verified against a standard finite element solution obtained with COMSOL 787 

Multiphysics. Good agreement has been obtained for low Rayleigh numbers. The advantages 788 

of TRACES are compared with the standard Finite Element solutions, based on the common 789 

benchmark of porous box. Results demonstrated that TRACES solutions are less mesh-790 

dependent than the standard Finite element method, especially at high Rayleigh numbers. The 791 

DGFE allows for reducing spurious oscillations and for controlling numerical diffusion that can 792 

have significant impact on the model accuracy and performance. We provided quantitative data 793 

that can be used as reference solutions for benchmarking RTHC models in further studies.  794 

The effects of temperature on the convective-reactive transport of CO2 are investigated by using 795 

three different models with increasing level of complexity: Isothermal, Linear Temperature and 796 

RTHC. In “Isothermal” model the temperature is constant while in “Linear Temperature” model 797 

the temperature increases linearly with depth. The results of the porous box benchmark indicate 798 

that fingering phenomenon is under-predicted when the RTHC processes are neglected. The 799 

effect of temperature on CO2 transport is also investigated for a field case in the Viking reservoir 800 

in the North Sea. The results confirm that, at large scale and under realistic conditions of 801 

heterogeneity, neglecting the RTHC processes leads to an underestimation of the fingering 802 
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phenomenon. The results show also that the intensified fingering phenomenon improves the 803 

dissolution processes and increase the total flux of CO2 to the domain.     804 

The parameters controlling the effect of temperature on the reaction rate, namely the activation 805 

energy and the pre-exponential factor in the Arrhenius law, are uncertain. A sensitivity analysis 806 

is performed to investigate how the uncertainties related to these parameters can affect the 807 

results. This analysis shows that the increase of the pre-exponential factor intensifies the 808 

fingering processes and leads to more CO2 dissolution. Sensitivity of the CO2 concentration to 809 

the activation energy is less pronounced at a high pre-exponential factor. The cumulative CO2 810 

flux is highly sensitive to the activation energy at lower pre-exponential factor. There is no 811 

monotonic variation of the total flux with respect to the activation energy. The cumulative CO2 812 

flux is highly sensitive to the pre-exponential at high activation energy.  813 
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