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ABSTRACT

Riboswitches are structured allosteric RNA
molecules capable of switching between competing
conformations in response to a metabolite binding
event, eventually triggering a regulatory response.
Computational modelling of these molecules
is complicated by complex tertiary contacts,
conditioned to the presence of their cognate
metabolite. In this work, we show that Restricted
Boltzmann machines (RBM), a simple two-layer
machine learning model, capture intricate sequence
dependencies induced by secondary and tertiary
structure, as well as the switching mechanism,
resulting in a model that can be successfully
used for the design of allosteric RNA. As a case
study we consider the aptamer domain of SAM-
I riboswitches. To validate the functionality of
designed sequences experimentally by SHAPE-MaP,
we develop a tailored analysis pipeline adequate
for high-throughput probing of diverse homologous
sequences. We find that among the probed 84 RBM
designed sequences, showing up to 20% divergence
from any natural sequence, about 28% (and 47%
of the 45 among them having low RBM effective
energies), are correctly structured and undergo a
structural allosteric in response to SAM. Finally,
we show how the flexibility of the molecule to
switch conformations is connected to fine energetic
features of its structural components.

INTRODUCTION

Riboswitches are regulatory RNA elements commonly
found in bacterial messenger RNAs (mRNAs) upstream of
the coding sequence, capable of binding specific cellular
metabolites and inhibit or shutdown the expression of
downstream genes at either the transcriptional or translational
level (1} [68). One the largest studied groups are the SAM-
riboswitches (50), initially discovered as a conserved motif
present upstream of a number of genes involved in sulfate

© YYYY The Author(s)

assimilation into cysteine and methionine biosynthesis in
bacteria (23). They recognize S-adenosyl methionine (SAM)
as their effector metabolite and consist of two domains: an
aptamer part, which is specific to SAM binding, and the
expression platform. In order to perform their function, SAM-
riboswitches can switch between two competing structural
folds in response to the binding of their cognate metabolite.
Most SAM riboswitches characterized to date have been
shown to regulate at a transcriptional level, as follows (19, 20,
76, 80):

* In absence of SAM, the 3’-end of the aptamer sub-
domain captures a complementary sub-sequence in the
expression platform, which is then unable to form
the terminator hairpin loop. This conformation is
compatible with continuation of transcription, which
results in the eventual expression of a downstream gene.
This is the ON state, depicted in Figure[TJA.

e In presence of SAM, which binds within a pocket
in the aptamer sub-domain, the expression platform
forms a hairpin loop, which acts as a terminator
of transcription by recruiting NusA and prompting
early release of the nascent transcript from the RNA
polymerase. Therefore, the downstream gene is not
expressed. This is the OFF state, depicted in Figure[TB.

While six different SAM binding structural motifs have
been identified in nature, this study focuses on type I
SAM aptamers (SAM-I) (1). Some SAM-I aptamers regulate
gene expression at a translational level, by sequestering a
downstream Shine-Dalgarno sequence instead of forming the
terminator hairpin-loop (68). For simplicity, we focus on
transcriptional regulation in our description, since this has
been the prevalent mechanism studied in the literature to date.

The conformational flexibility needed for riboswitch
function is facilitated by several tertiary contacts that
cooperate to create a pocket around SAM (43| |50). Figure
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Figure 1. Structure, regulatory function, and sequence conservation of the aptamer domain of the SAM-I riboswitch, acting at a transcription level. (A) In
absence of SAM, the P1 helix of the aptamer domain is unpaired, leaving the 3’-end free to pair with the anti-terminator segment of the expression platform.
This conformation is incompatible with formation of a terminator motif, resulting in transcription of the downstream gene. (B) SAM (represented by the purple
hexagon) is captured in a groove contacting several sites around the central four-way junction. In the bound conformation, the P1 helix is fully base-paired. The
expression platform is then free to form a Rho-independent terminator hairpin, which stops transcription of the nascent RNA, thus blocking the expression of a
downstream gene. The figure also shows several structural elements of the consensus secondary structure of the aptamer domain, including helices P1, P2, P3,
P4, and a pseudoknot (Pk) in red. (C) Sequence conservation logo of aligned homologs of the SAM-I riboswitch aptamer domain family (RF00162 on Rfam).
Gaps are indicated by an empty-set character (). Secondary structure plots obtained with VARNA (10).

[TA shows the secondary structure of the aptamer domain
in absence of SAM, where transcription is allowed (the ON
state), while panel B depicts the structure when SAM is bound
and transcription continuation is prevented (the OFF state).
The downstream expression platform domain and following
mRNA gene segments are also represented schematically in
each case. SAM binding is reported to stabilize the formation
of a pseudoknot in the aptamer structure (50), indicated
in red in the figure. The presence of this pseudoknot has
been validated genetically (39) to be essential for riboswitch
function, and is directly observed in crystal structures of the
SAM-bound aptamer (43).

Because of the “mix-and-match” nature of riboswitch
aptamers and expression platforms (64), many authors chose
to study an isolated aptamer domain, outside the context of
its host RNA in the hope of yielding insights into the general
behavior of ligand recognition (63) and the structural switch
in response to ligand binding. As currently understood, the
aptamer domain exerts control over the surrounding sequence
(rather than the converse), and thus the regulatory outcome
is a function of ligand binding, which can be understood by
looking at the isolated aptamer. In support of this modularity,
full riboswitches or aptamer domains have been found to exist
in tandem, with specifities to the same or different ligands and
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functioning independently, resulting in sophisticated Boolean
logic-like regulatory gates, that permit expression of the
downstream gene only when one or more ligands are present
(381 154! 164, 166). Understanding how the aptamer domain by
itself is able to implement a structural switch in response
to the ligand is an important first step in the direction of
understanding the mechanisms of the full riboswitch.

In general, the sequence-to-function mapping of structured
RNAs is a complex problem. In the course of evolution,
sequence patterns necessary for function are conserved,
suggesting that large sequence datasets can shed light on
this mapping. Comparative analysis of RNA sequences
sampled during evolution and collected in Multiple Sequence
Alignments (MSA) (46) have been applied to predict RNA
structures from sequence only (3, 42, |53). Computational
methods exploiting sequence co-variation have been
successful in predicting RNA secondary structure, even
before experimental probing (18, 24). The majority of the
computational algorithms introduced to predict the structure
of RNAs rely on strong simplifying assumptions that are
enforced for purely technical reasons (mainly computational
efficiency (53, [75)), such as ignoring pseudo-knots and
other tertiary contacts, which however are known to be
biologically important. SAM-I riboswitches, in particular,
form a complex network of tertiary interactions around SAM
during binding, facilitating the structural switch (43), but
posing difficulties to prevalent secondary structure modelling
tools (35). Covariation analysis has been pursued with the
aim of predicting also pseudoknots and other tertiary contacts
from statistical couplings inferred from the conservation and
covariations in the MSA columns (12} [79), or by including
positive and negative evolutionary information such as in
the Cascade covariation Folding Algorithm (CacoFold) (52).
Purely machine learning approaches have recently shown
promising results in RNA structure prediction. ARES, a
geometric deep learning approach that attempts to rank
candidate structures for a sequence by their closeness to
the (possibly unknown) true crystal structure, (71), can
be used as an aid to sampling methods such as Rosetta
FARFAR2 (77) which typically produce a large number of
decoys without any indication of which one is more correct.
DeepFoldRNA (49)), using techniques similar to AlphaFold
(29), significantly outperformed the state-of-the-art in tertiary
structure prediction from sequence alone for common RNA
molecule benchmarks. Although these approaches look
promising, it is still an open question to understand why
AlphaFold-level accuracies are not reached in RNA structure
prediction. The mirroring problem of sequence design,
folding in a particular structure or performing a desired
function, has also long been investigated, especially focusing
on adopting target minimum free energy (MFE) secondary
structures by rational design (22} [81) . The issue of building
generative models effective in RNA design, not only with
structural but more generally a functional target, is still an
outstanding problem with many potential applications.

To address some of these questions, we employ in this
work Restricted Boltzmann machines (RBM), a simple two-
layer neural network. RBM can be regarded as building
blocks of deeper neural architectures (15, 27, |55), have
been successfully applied to diverse machine learning tasks
(211 158), and more recently to modelling protein sequences
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in various contexts (3, 4} |41} [73). We use RBM to develop
a probabilistic model of sequences in the SAM-I riboswitch
family. As we will show, RBM capture constraints acting at
the sequence level that enable aptamers to adopt the correct
secondary structure, form tertiary contacts and moreover
to effect a conformational switch in response to SAM,
compatible with the role of the aptamer domain in the
regulatory function of riboswitches.

This paper is structured as follows. In Methods, we describe
our pipeline, going from sequence data acquisition from Rfam
(31), to our implementation and training of the RBM, and
finally the experimental validation of designed sequences
by SHAPE-MaP probing (L1} 14} |67). Then in Results, we
study the features and constraints extracted by the RBM, and
evaluate experimentally the structural response of generated
and natural aptamers to SAM binding.

MATERIALS AND METHODS
Multiple sequence alignment of SAM-I riboswitches

The RF00162 family from the Rfam database (31) groups
sequence homologs of the aptamer domain of the SAM-
I riboswitch. We downloaded a manually curated seed
alignment from Rfam (version 14.7), containing 457 purported
aptamer sequences supported by literature evidence. These
seed sequences are aligned to a consensus secondary structure
(shown in Figure [TIB) that has been informed by the holo-
form of SAM-I riboswitch crystal structures (36, 43)). After
removing extended stems and variable loops, labeled as
insertions in the alignment, we obtain 108 matched positions
(including gaps that mark deletions) spanning four helices
that interleave around a central four-way junction. We trained
a covariance model (CM) (17) on this seed alignment
using Infernal (46) with default settings. Following standard
protocols (30), we then acquired 6161 additional sequences
from Rfam, collected from genome databases search fetching
for significant matches to the CM model. We constructed
a multiple sequence alignment (MSA) containing these
sequences, that we will refer to below as the full MSA, to
distinguish from the seed MSA that consists only of the 457
manually curated seed sequences. The sequence conservation
logo of the full MSA is shown in Figure[TA.

Infernal pipeline

Infernal (46) is a set of computational tools to facilitate
modelling RNA sequence families under a profile stochastic
context-free grammar (pSCFG) formalism, also known as
covariance models (CM) (17). A CM is capable of modelling
the conservation profile of important sites along the sequence,
as well as correlations between distant sites required by the
complementarity of base-pairs in a given secondary structure.
Infernal is routinely used in the maintenance of alignments in
the Rfam database (30,131). We employed Infernal to construct
the RF00162 full MSA that we use to train the RBM with
the procedure described in the previous section, as explained
above.

Fundamental assumptions at the core of the CM
enable implementation of efficient dynamical programming
algorithms to train, sample, and scan large genomes for
sequences that score highly under the CM (17). However,


https://doi.org/10.1101/2023.05.10.540155
http://creativecommons.org/licenses/by/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2023.05. At
(which was not certified by peer reviewP?é&?]‘é%uﬂTorW&iﬁ%

his vergion, posted May 12, 2023, The copyright holder for this preprint
sgr%%dm@&gl%eﬁez%ldisplay the preprint in perpetuity. It is

made available under aCC-BY 4.0 International license.

4 Nucleic Acids Research, YYYY, Vol. xx, No. xx

these assumptions also imply that the CM is unable to include
additional constraints in the probabilistic sequence model,
such as pseudoknots and other tertiary contacts in the 3-
dimensional fold of the RNA molecule.

Rfam CM. The Rfam database associates a CM model to each
family, trained on the seed alignment, that is used to efficiently
scan large genomes for significant sequence matches to the
family (the hits). The raw CM model downloaded from Rfam
is significantly regularized so that it is more effective in
fetching far homologs of a family in deep genome searches
(45). We will refer to this CM model as the Rfam CM.

Refined CM. Since the Rfam CM is strongly regularized, in
this work, we also trained another CM model on the full MSA,
with no regularization, that we call hereafter the Refined CM.
This model reproduces more closely some statistics of the
full MSA (conservation and covariances associated with the
secondary structure), possibly at the expense of recognizing a
more restricted set of homologs.

Untangled CM. As discussed previously, a CM model is
unable to model pseudoknots and other tertiary contacts
in the 3-dimensional structure of a RNA molecule. Based
on our knowledge of the consensus secondary structure of
the SAM-I riboswitch aptamer (Figure [T]A), we devised a
third CM model able to account for sequence covariation
in pseudoknot sites constructed as follows. Columns 77-80
of the MSA, corresponding to the sites on the 3’-end part
of the pseudoknot, were moved and inserted after site 28,
right next to the the sites at the 5’-end of the pseudoknot.
In this way, the pseudoknot is “untangled”, and is now
representable in the CM model as part of a pseudo-secondary
structure corresponding to the permuted MSA. Accordingly,
we proceeded to train a new CM model on the rearranged full
MSA. We call the resulting model the Untangled CM in what
follows.

Sampling the CMs. To better understand the limitations of
CM models and the advantages of RBM, we sampled 10000
sequences from each of the three CMs described above. For
the Untangled CM, the rearranged columns are permuted back
to their original positions after sampling. We used Infernal’s
cmemit program with default parameters, and without
insertions. Infernal computes a score of sequences aligned to
the CM, related to the likelihood of the CM to emit the a given
sequence. We computed this score using cmalign, with —g
(global) option to avoid local approximations (435).

Restricted Boltzmann machines

Definitions. Restricted Boltzmann Machines (RBM) (27)) are
bipartite graphical models over N visible variables v=
{v1,v2,...,uny} and M hidden (or latent) variables h=
{h1,ha,....,hpr}, see Figure PJA. In sequence data modelling,
N corresponds to the sequence length (/N =108 for the SAM-
I riboswitch), and the values of v; encode for the nucleotide
present at position ¢ of the sequence. In the case of RNA,
v; can take one of g=>5 possible values, corresponding to
the nucleotides A, C, G, U, and the gap symbol (—) of the
alignment. The hidden variables h,, can be real-valued, and

their number M will determine the capacity of the machine to
model complex correlations in the data, as we will see below.
The two layers are connected through the interaction weights
w;y,- An RBM defines a joint probability distribution over v
and h through

1
E(V,h) (1)

P(V,h):ZG_ s

where Z is a normalization factor, known as the partition
function,

z=Y" / e~ EV:h) gp 2)

and the energy E(v,h) is given by

N M N M
E(v.h)=> Vi(vi)+ Y Uu(hp) =D Y wip(vidhy  (3)
=1 pn=1 i=1lp=1

The functions V;(v;), Uy(h,) are potentials biasing the
distributions of single units. The visible units v; can take a
finite number of possible values, and therefore the quantities
V;(v;), called ‘fields’, can be stored as a ¢x N matrix.
Similarly, the weights w;, (v;) can be stored as a g x N x M
three-dimensional tensor. The hidden variables, on the other
hand, are continuous, and we chose to parameterize their
potentials using the double Rectified Linear Units (dReLU)
form, proposed previously in (73),

2
V2 /205y by >0

o ol @
Vb /2=0; hy B <0

)=

with real parameters vf , Qi, satisfying fyf > 0. The dReL.U is
an attractive choice because it is expressive enough to cover
several interesting settings. When 'y;f:v; and 92':0;,
(@) becomes equivalent to a single quadratic (i.e., Gaussian)
potential, and is closely related to Direct-Coupling Analysis
models popular in protein sequence modelling (8| [12] 44]
56, 61, [78). However, the Gaussian choice is unable to
parameterize more than two-body interactions, which can
be a limitation in RNA structure where some interactions
are known to involve more than two sites (e.g. stacking
interactions (7, 182))), as well as functional interactions that
can span complex structural and sequence motifs. dReLU can
also adopt a bimodal form when 9:[ >1 and 0, < -1, and
more generally are able to capture extensive sequence motifs,
beyond two-body interactions.

The likelihood of visible configurations under the RBM can
be obtained by marginalizing over the states of the hidden
units:

P(V)Z%/e_E(V’h)dh:%e— et (V) ©)

where Eqg(v) is the resulting energy as a function of visible
configurations v only, that incorporates effective interactions
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arising from the marginalized latent variables (see Figure 2[C):

ECH(V):ZVi(vi)—Zln/eziwi#”ih“_uﬂ(h“)dhu (6)
i 1

Although evaluating P(v) is computationally difficult
(because the partition function Z is intractable), Equation (6]
shows that the effective energy Eog(v) can be computed in
linear time in the number of units of the RBM.

Training the RBM. The likelihood assigned by the RBM to a
sequence depends on all the parameters of the model: the g x
N x M weights tensor wj, (v;), the 4M hidden unit dReLU
parameters yff,&i, and the ¢ x N visible unit fields V;(v;).
Given a set of aligned data sequences, these parameters are
learned by maximizing the average log-likelihood of the data

1

E =
Bumsa

Z logP(v), 7

vEMSA

plus a regularization term,

where the sum is taken over the sequences in the MSA,
which consists of Byiga sequences, and Areg is a non-negative
regularization parameter. This form of the regularization,
combining Lo and L norms, has been proposed by (73) to
favor sparse weights with balanced norms across all hidden
units. Regularization helps avoid over-fitting and promotes a
smoother training and sampling of the model (27).

To train the model, we perform a variation of gradient
ascent over £+ R. Schematically, if w; denotes a parameter of
the RBM (weights w;,, or a parameter of the potentials V;,U,,),
then after ¢ iterations of the optimization, the parameters are
updated during learning as follows:

2
’

®)

0
Wt+1:LtJt+7]87w(£+R), (9)

where 77 is a small positive learning rate. In practice, the
optimization is accelerated by an adaptive momentum term
(32) and a centering trick (40), following the implementation
of RBM in (21)). See Supplementary note[A]for further details.

Computing the gradient of £ requires to estimate the
moments of visible and/or hidden variables with respect to the
model distribution (27). We employ the Persistent Contrastive
Divergence (PCD) algorithm (70), where a number of Markov
chains sampled from the model are updated in each parameter
update. We have that:

g£<a(_g‘f(‘,))>MSA<a(_%‘jM>RBM. (10)

negative gradient

positive gradient

The first term is an empirical average performed over the data,
as in (7), while the second term is averaged over sequences

Nucleic Acids Research, YYYY, Vol. xx, No. xx 5

sampled from the RBM. We represent these terms as arrows in
Figure[2B. The first term (blue), tends to drive the parameters
w of the RBM such that the effective energy Eeg(v) of
sequences Vv in the data is lowered. This results in the model
assigning higher probabilities to regions of sequence space
densely populated by data. To do this, the hidden units of
the RBM must extract features shared by the data sequences
and thus likely to be important for their biological function.
Conservation of probability mass implies that regions of
sequence space not populated by data sequences must be
penalized. This is taken care of by the second term in (I0)) (in
red), which tends to increase the average energy of sequences
uniformly sampled from the RBM. This allows the RBM to
uncover constraints from the data, such as complementarity of
base-pairs in an helix of the secondary structure or avoidance
of base-pairs in a non-functional competing fold. Violation of
these constraints is likely to result in loss of function. The
net effect of the two terms (also called positive and negative
phase terms in earlier papers (27, 158)), is that the RBM
places most probability mass in regions densely populated
by data and low probability elsewhere. However, the finite
parameterization and discovered features usually extrapolate
also to novel regions in sequence space, not covered by the
data, where the model assigns high probability, as illustrated
in green in Figure 2B. The trained RBM model automatically
extracts features and constraints from the data, which are then
imposed in the generated sequences, in a manner akin to
the features used for positive and negative design, in rational
design approaches.

Sampling the RBM. Having trained the model, sampling can
be performed through a Monte-Carlo procedure known as
Gibbs sampling. It exploits the two-layer RBM architecture,
by noting that the conditional distributions of one layer given
the configuration of the other layer, factorize:

P(v/h) o] Jexp <_Vi(vi)+zwiu(vi)hu>
( H

(1)
P(h|v)x Hexp (—L{M(hu) + wa(vi)hu>
o i

These conditional distributions are therefore easy to sample.
The Gibbs sampling algorithm consists of iteratively sampling
one layer conditioned on the other layer, and vice-versa, for
a number of steps, and collecting the configuration of the
machine at the final iteration. If a large enough number of
steps are taken, the resulting sample is guaranteed to be a
good approximation of an equilibrium sample of the RBM.
Equilibration can be assessed by inspecting convergence of
quantities such as the average energies of the samples. For the
RBMs we trained in this work, we found that ~ 1000 Gibbs
sampling steps were more than sufficient to reach equilibirum.

Estimating the partition function. Evaluating the likelihood
P(v) of a given test sequence v requires computing
the partition function Z in (), which involves an
untractable summation over all the possible v sequences.
An approximate Monte-Carlo scheme known as annealed
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Figure 2. Restricted Boltzmann machines. (A) An RBM consists of two layers: visible and hidden. Each visible unit represents a site in an aligned sequence, and
takes values A, C, G, U, (corresponding to the four nucleotides) or — (the alignment gap symbol). Hidden units represent features, automatically extracted from
the data during learning. The two layers are connected by parameters, called weights. No connections are allowed within units of the same layer. (B) The RBM
is trained by maximization of a regularized likelihood, see equation @) A gradient term moves probability mass towards regions in sequence space densely
populated by data, automatically discovering features desirable for functional sequences (blue). An opposite gradient term removes probability mass from regions
unoccupied by data, automatically discovering constraints that if violated result in non-functional sequences (red). After training, the RBM also assigns positive
probability to interesting regions not covered by data (teal). (C) The RBM is able to model complex interactions along the RNA sequence. On the left, a hidden
unit interacting with three visible units is highligited. After marginalizing over the hidden units configurations, effective interactions arise between the visible
units, see Equation (). Here we represent schematically a three-body interaction, arising from the three connections of the summed hidden unit.

importance sampling allows us to obtain estimates of Z (48).
Our implementation follows (21)).

Further details. Our implementation of the RBM training,
sampling and partition function calculations, follows closely
that of (21). Additional details can be found in the
Supplementary Note [A]

Biophysical energy calculations

We computed biophysical binding energy predictions for
formation of P1 and the pseudoknot of various sequences
using the Turner energy model, as implemented in the
ViennaRNA package (35)), with the RNAeval program. For the
P1 helix, we computed the energy difference of each sequence
in the consensus secondary structure, which has P1 paired
(shown in Figure [IB), and in a conformation where P1 is
unpaired (Figure |1'El)3

To estimate the binding energy associated to the
pseudoknot, we used RNAeval on a secondary structure that
includes only the pseudoknot base paired sites, with all
other sites unpaired. We then considered only interior loop
contributions to the resulting folding energy.

Note that in both cases, intrinsic limitations of the
ViennaRNA implementation imply that we cannot model the
pseudoknot with other structural elements (and other tertiary
contacts) simultaneously.

SHAPE-MaP experiments

Selection of a representative set of natural SAM-I
aptamers sequences. SAM-1 aptamer natural sequences
were downloaded from the RFAM database (31). Then
CD-hit clustering program (https://github.com/
welzhongli/cdhit-web-server) was used to select
a set of representative sequences (34). An identity cut-off
of 85% and 70% was applied for sequences extracted from
the seed alignment and the full SAM-I sequence database
respectively. In total, 206 clusters were generated with a
representative sequence corresponding to each one (151
sequences from to the seed MSA and 55 sequences from to
the full MSA).

RNA preparation. DNA oligonucleotides representing the
206 sequences of the natural aptamers and the 100
sequences of the artificial aptamers preceded by the T7
promoter (5’CGGCGAATCTAATACGACTCACTATAGG3’)
and followed by a tag sequence representing a 10 nucleotide
barcode unique for each aptamer and a primer biding site were
purchased as an oligonucleotide pool (Twist bioscience®).
The Tag sequence was designed to avoid interference with
the aptamer secondary structure using RNAFold (35). The
oligo pool was PCR amplified using the T7 promoter as
forward primer and and five different reverse primers (see
supplementary material). RNA was transcribed and prepared
as previously described (13)), and was checked for the absence
of aberrant products by gel electrophoresis.

SHAPE probing and analysis. SHAPE chemical probing was
performed as described previously (62)). Briefly, 10 pmol of
RNA were diluted in 12 pL of water and denaturated for 3
min at 85°C. Then, 6uL of 3X pre-warmed folding buffer
with or without magnesium (0.3M HEPES pH 7.5, 0.3M KCl,
15mM MgCl2) were added and the solution was allowed to
cool down to room temperature. Samples were then incubated
at 30°C for 5 min. S-adenosyl-methionine (SAM) was added
at final concentration of 0, 0.1, 0.5 or ImM and samples
were incubated 15 min at 30°C. 9uL (corresponding to 5
pmoles) were aliquoted and 2uL of 50 mM 1M7 (1-Methyl-7-
nitoisatoic anhydre) or DMSO (Mock reaction) was added and
allowed to react for 6 min at 30°C. RNAs were then reverse
transcribed with the Superscript III reverse transcriptase
(Invitrogen®), a NGS library was prepared using NEBNext
Ultra II DNA Library Prep Kit (New England Biolabs®) and
final products were sequenced (NextSeq 500/500 Mid 2x150
flowcell). Sequencing data were analyzed and reactivity maps
were derived using shapemapper. IPANEMAP (Saaidi et al.
2020) was used to generate RNA structure models for each
sequences. In the end, the 306 selected sequences were probed
in the following conditions:

* 30°C, without Mg?T and without SAM (30°C)
* 30°C, with magnesium (Mg?™1).

* 30°C, with magnesium and 3 concentrations of SAM
(SAM+Mg).
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Figure 3. Statistical differences of SHAPE reactivities in paired and unpaired sites. (A) Histogram of reactivities of base-paired (blue) and unpaired sites (red) in
probed natural sequences belonging to the manually curated seed alignment. The inset shows the consensus secondary structure with sites colored according to
whether they are paired or unpaired. Sites with ambigous behavior (P1 helix, pseudoknot, indicated by empty circles in the inset secondary structure) are excluded
from both histograms. (B) Scatter plot of measured reactivities (on the x-axis) and their estimated standard errors (on the y-axis), as estimated by the standard
ShaPE-Mapper protocol (62), by first-order error propagation through the Poisson statistics of the mutation counts. The points are colored by the value of the
log-odds ratio In(P(7|bp) /P(7|np)) (see color bar), computed as explained in the text surrounding equation (I4). The blue (red) dashed line indicates a contour

separating sites over two times more likely to be paired (unpaired) than not.

Each probing reaction was repeated in triplicate.

Statistical analysis of SHAPE-MaP reactivities

Reactivity definition. SHAPE-MaP experiments result in
measurements of sequencing error rates at each site of the
RNA sequence, that correlate to the locations where the
SHAPE probe has reacted with the RNA. For each site i =
1,...,N of a sequence n, the reactivity is defined by (62):

Mpi—Un;g

i (2

T'ni =

where m,,; is the mutation rate in presence of the reagent,
uyn; 1S the mutation rate in its absence intended to cancel
out sequencing error biases, and d,,; is the mutation rate in
a de-naturating condition where the RNA is expected to be
unfolded, intended to cancel site-dependent biases. Working
with r,; is usually better since this form is purported to cancel
site-dependent biases in the raw SHAPE mutation rates, m,,;.
The basis of the SHAPE-MaP pipeline relies on differences in
the distribution of reactivities in base-paired and unpaired sites
(62). To confirm these differences in our data, we considered
the subset of probed sequences that belong to the manually
curated sequences of the seed alignment, since these are
the sequences for which we have more confidence in their
compatibility with the consensus secondary structure of the
SAM-I riboswitch family depicted in Figure[TB. We separated
the N =108 sites into base-paired or unpaired, excluding the
8 sites involved in the pseudoknot (see inset in Figure[3]A). We
then plotted the histograms of reactivities r,,; in FigurEEA. As
expected, there is a robust statistical difference between the

two sets of reactivities. Base-paired sites (blue in the figure)
tend to have lower reactivities, consistent with the fact that
they are less flexible in the RNA and hence less prone to react
with the SHAPE reagent. On the contrary, unpaired sites (red
in the figure) are more flexible and consequently more reactive
to the SHAPE reagent, consistent with their statistically higher
reactivities in Figure [3A.

Sampling noise. The finite number of sequencing reads
collected at a site implies a statistical error in the reactivity
computed by (12). Therefore, we cannot directly access
the true reactivity r,; at a site, but rather an experimental
measurement 7,; that fluctuates according to the number of
reads taken at the site. To model this uncertainty, we make
the simplifying assumption that the ideal reactivity of a site,
Tni,» depends only on whether the site is base-paired or not.
Intuitively, the form of the definition (12) is intended to
(approximately) cancel other site-specific influences on the
reactivity. Under this assumption, we can write:

Pni(";ni|bp) _ fP(T|bp)Pni(fm|7”)d7‘
Pni(fni|np) fp(r|np>Pni (fm|7’)d7‘

13)

where:

* P,;(Tn;|bp) is the probability of measuring a reactivity
Trns at site ¢ of sequence n, given that the site is base-
paired and conditioned on the finite number of reads
taken at this position.

o P,;(Tn;|r) is the probability of measuring reactivity 7,;
at site ¢ of sequence n, on account of fluctuations due to
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a finite number of reads, conditioned on this site having
a real reactivity of .

P(r|bp) is the probability distribution of reactivities of
base-paired sites, at infinite read-depth, assumed to be
homogeneous across sites.

* P,;i(Fpilnp) and P(r|np) are defined in a similar
manner for non-paired sites.

We approximate the distributions P(r|bp) and P(r|np) by
kernel density estimators fit on the histograms shown in Figure
3JA, under the (approximate) assumption that sequencing
errors are averaged out when all the reactivity measurements
are aggregated together. The kernel function used corresponds
to a standard normal, with a bandwidth set according to the
Silverman rule (63)).
Applying Bayes theorem (37) in (3], we can write:

Poi(Fnilbp) _ [ (P(r[bp)/P(r)) Ppi(r|Fn;)dr
Pni(":ni|np) f(P(r|np)/P(r)) ( |7’m)d7“

where P(r) is the histogram of real reactivities, regardless of
whether a site is paired or not,

P(r)=P(r|bp) P(bp)+ P(r[np) P(np)

_ P(r[bp)+ P(r|np)
B 2
where we set P(bp)=P(np)=1/2, as the most unbiased
choice. The posterior Py,;(7|7y;), on the other hand, quantifies
our uncertainty of the real reactivity r at site ¢ of sequence
n, conditioned on our information of the measurement
taken at this site. This uncertainty arises from the finite
sequencing reads available, which induce an experimental
error in our estimate of the quantities m,u,d appearing in
(12). Since the mutation count at a site can be modeled
by a Poisson distribution (62), the resulting form for the
posterior distributions of the mutation rates m,u,d is a Gamma
distribution, assuming a convenient choice of conjugate prior
(37). Then, we can produce a Monte-Carlo estimate of
Ppi(7|7n;) by sampling of the posterior Gamma distributions
of m,u,d, and then computing the reactivity through (12). If
the sampled reactivities fall predominantly far in the tails of
the histograms P(r|bp) or P(r|np), respectively, the reactivity
measurement is discarded as an outlier. In practice, we find
that 1000 samples for each site are more than sufficient.
These samples can then be used to approximate the numerator
and denominator of the right-hand side of (I4). In this way,
we produce estimates of the ratios Py;(7,,;|bp)/Ppi(Fpni|np),
quantifying the odds that a site is paired. Figure 3B shows a
scatter plot of reactivities in our dataset, with the standard-
error estimated by the standard SHAPE-Mapper pipeline
(62)) (which does a first-order error propagation through the
Poisson count statistics), with each point colored according
to the value of the log-odds-ratio (I4). The dashed lines are
approximate contours separating points which are over two-
times more likely to be paired (blue) or unpaired (red). The
fact that these contours are not straight vertical lines indicates
that by using (1), we are considering both the reactivity value
and its uncertainty in assessing the plausibility that a site is
paired or not.

(14)

15)

Structural motifs and SHAPE evidence scores. We can exploit
the odd-ratios Py;(7y;|bp)/ Ppi(7n;/np) computed above to
estimate the probability of the presence of a structural motif in
a sequence. To be precise, by a motif of length 2L, we intend a
set of base-paired sites, M ={i1,j1,...,i1,j1 }- For example,
the P1 helix motif involves the following base-paired sites:
{1,108,2,107,...,8,101}. We can then estimate an odds-ratio
that motif M is present in sequence n, from the reactivity data,
as follows:

Zl ( ni Tnz|bp)) (16)

ieM Py Tnl|np)

which we take as the definition of the SHAPE scores
Sn (M) that we will use in what follows. One advantage is
that this approach allows us to combine multiple reactivity
measurements in a more robust probabilistic measure,
achieving more statistical power than if we regarded individual
site reactivities by themselves. This way, we can assess in a
probabilistic manner, the presence of structural elements in
our probed sequences n.

To summarize, we define the scores Sy (M) to assess the
presence of a base-paired motif M. Similarly, we will denote
by Sp(i) the log-odds ratio that a site ¢ is base-paired in
sequence 1, @, according to the SHAPE data.

Limitations and robustness. We acknowledge some
limitations of the pipeline described in this section. First,
the definition of the histograms of base-paired and unpaired
reactivities (red and blue in Figure [3A) rely on the consensus
secondary structure of the SAM aptamer. However, it is well
known that the riboswitch is flexible and the set of base-paired
residues will depend on condition and aptamer.

To further validate the robustness of this pipeline, we have
also repeated the analysis, varying the following settings:

* To assess the impact of wrongly annotated sequences,
we replaced the histograms [3]A, originally computed
on the seed sequences only, by analogous histograms
computed on all probed natural sequences in the
alignment. The resulting histograms are very close
to BJA (see Supplementary Figure [S2B), and the
conclusions of our analysis remain unchanged.

* One can argue that the histograms in Figure might
be convoluted by noise, and further improvements could
be obtained by attempting to deconvolute this noise.
To assess the impact of the noise, we can go in the
opposite direction, of further convolving P(r|bp) and
P(r|np) by experimental noise and inspecting the effect
on the resulting histograms. More precisely, we can
resample the reactivities (I2)) from the site distributions
P, (r|7y;) and recompute the histograms using these
resampled reactivities in place of the original ones.
The resulting histograms suffer minor variations in
comparison to [JA (see Supplementary Figure [S3), and
the conclusions of our analysis remain unchanged.

 Sites labeled as base-paired / unpaired in the consensus
secondary structure can be regarded as being so in
only some conditions, and for some aptamers. Two
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examples are the P1 helix and the pseudoknot, which are
generally expected to undergo rearrangements related
to SAM binding. In the Supplementary Materials, we
have performed the following experiments: i) exclude
P1 from both histograms; and ii) include the pseudoknot
in the unpaired histogram. See Supplementary Figure
[S2C.D. In both cases, the histograms suffer minor
variations, and our overall conclusions are unaffected.

The histograms in Figure[3]A do not suffer appreciable changes
in all the cases we tested, and our conclusions remain
unaffected.

Principal component analysis

We carried out a principal component analysis (PCA) of the
natural MSA. First, we one-hot encode the natural sequences
in a ¢ X N x B binary tensor D, where B=6161 is the number
of sequences in the full MSA collected above. The tensor
has D¢ =1 if sequence n of the alignment has symbol
ac{l,...,5} at position i, and otherwise D =0. We then
compute a covariance tensor, defined as follows

1 1 1

b b b

ij =5 E Danjn— (B E Dfn> (B E Djn) a7
n n n

We flatten the tensor C’fjb into a ¢IN x ¢N matrix, and then
perform a standard eigenvalue decomposition on it. Individual
sequences are then projected along the two top components
(with largest eigenvalue) of the decomposition.

Accompanying software

All the code necessary to reproduce the results in this paper
is available as an open-source Julia (2, |9) package. It can
be obtained from Github, at the following URL: https:
//github.com/cossio/SamApp. Jl.

RESULTS
RBM learns more than secondary structure

We trained an RBM with 108 Potts visible units corresponding
to the aligned sequence sites, and 100 hidden dReLU units,
with a regularization weight of Areg =0.01. Implementation
details of the training can be found in Supplementary
Section [A] In addition, we have conducted detailed cross-
validation analyses supporting these architectural choices, see
Supplementary Figure [ST]

The riboswitch aptamer structural fold imposes contacts
between distant sites along the RNA sequence, which are
reflected in concerted covariations between nucleotides in
those columns in the MSA. To assess how well the RBM
captures sequence features connected to structural constraints,
we compute the following epistatic score (73)):

1 P(vadyp a' b’ 2
%=Z<Q5Zm A )D as)
MSA

a b a/ b/ P(Val7b)P(Va7b,)

for pairs of sites 7,5 along the sequence. Here, v®? denotes
a sequence v from the MSA, which has suffered a double

Nucleic Acids Research, YYYY, Vol. xx, No. xx 9

mutation, site ¢ was modified to the letter a, and site j was
modified to the letter b. P(v®?) denotes the likelihood
of this modified sequence, and the average (...)\sa is taken
over all sequences of the MSA. Note that we average over
all possible pair of mutations a’,b’ at sites i,5, dividing by
25:52, the number of possible letters (4 nucleotides and a
gap symbol) at these two positions. This score, introduced by
(73), is closely related to the Frobenius norm of interactions
used in Direct-Coupling analysis for contact prediction in
proteins (8), and measures how the epistatic effect of a pair
of mutations is enhanced in comparison to the effects of the
single mutations by themselves. In addition, we apply the
average-product correction (APC) to the matrix C;;, which has
been argued to decrease the impact of phylogenetic biases in
contact prediction (8, [16). The APC corrected contact matrix,

jl-j, is defined by:

>k Tk Til
>k Tkl

Figure @] shows a heatmap of the APC corrected matrix
J, for all pairs of positions along the sequence. For some
clusters of pairs of sites, J is significantly larger than for
others, suggesting a network of epistatic long-range contacts
detected across the sequence. We mapped these predicted
contacts to the secondary structure, Figure @B. It can be
seen that large values of [J;; correspond to contacts in the
secondary structure. The pseudoknot is correctly detected
by this framework, indicating that tertiary contacts are also
correctly modeled.

To assess how well the RBM models constraints associated
to the secondary structure, we computed the Infernal bit-
scores of RBM samples, using the refined CM model. In
Figure 4B, we show a scatter plot of Infernal scores versus
the RBM effective energies Eog (6). RBM sampled sequences
have Infernal bit-scores comparable to the natural sequences,
indicating that RBM samples satisfy the constraints imposed
by the CM model, as well as the natural sequences. On
the contrary, Infernal samples have effective RBM energies
significantly higher than the natural sequences (orange
threshold in the panel), suggesting that the RBM imposes
further constraints beyond those imposed by the CM, such
as tertiary motifs (pseudoknot, A-minor motif), and possibly
other functional constraints not representable by the CM, and
which are however important for the function of the aptamer.
To evaluate the impact of the pseudoknot on this energetic gap,
we repeated this experiment using the untangled CM instead
of the refined CM. Results are collected in Supplementary
Figure [S9] The untangled CM samples sequences with better
complementarity and Turner energies favorable for base-
pairing along the pseudoknot. However, an RBM energetic
gap of similar magnitude as in[4B is still observed, suggesting
that additional tertiary motifs or functional constraints might
be at play. Similar results are also obtained with the Rfam CM,
see Supplementary Figure [S9

We then inspected the hidden units of the model. We
find that hidden units learn extended features, corresponding
to long-range interactions along the sequence. Hidden units
#44 and #67 are found to have weights with the highest
norms, and are representative of the other hidden units of the

Jij=Tij— 19)
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Figure 4. How the hidden units encode sequence constraints relevant for function. (A) Contact map, constructed by computing an epistatic score from the RBM
marginal probability over sequences, see inset table and Equations @) and @) The highest epistatic scores correspond to secondary and tertiary contacts of the
SAM-bound aptamer structure, shown in the inset. (B) Scatter plot of Infernal bit-scores (z-axis) vs. RBM effective energies F.g (y-axis), for natural sequences
(gray) alignment, Infernal sampled sequences (from the refined CM model, in red), and RBM sampled sequences (blue). A threshold at E.g =—300 (orange
dashed line) highlights a separation in the effective energies assigned by the RBM to the Infernal generated sequences, in comparison to natural and RBM samples.
(C) Logos of the weights w;,, (v;) attached to exemplary hidden units (=44 and p=67), selected by having the highest weight norms). Sites are annotated
by the secondary structure element to which they belong with different colors, including the paired (P) helices P1 (light purple), P2 (green), P3 (yellow), and
P4 (teal). The sites participating in the pseudoknot (Pk) are also highlighted (red dashed box). The hidden units capture extended motifs, including long-range
contacts relevant for secondary and tertiary structure formation (as discussed in the text).

model. Figure [@C plots the weights attached to these units,
represented as sequence logos. In the plot, the size of a letter
is proportional to the corresponding weight, with letters below
zero corresponding to negative weights (see (69) where a
similar representation is used). In hidden unit #44, Watson-
Crick complementarity between sites 9 and 101 is favored,
which is compatible with the base-pairing of these positions
at the 5’ and 3’ ends of the P1 helix. The same unit also
places a large weight on complementarity between sites 25-26
and 76-77, helping stabilize the pseudoknot tertiary contact.
The fact that these complementarity constraints, belonging to
different structural motifs, are enforced by the same unit, is
compatible with the notion that P1 and the pseudoknot are
two structural elements that stabilize in closed conformation

in a concerted manner, in response to SAM. Hidden unit
#67, on the other hand, places significant weight in the
complementarity between sites 81 and 97, stabilizing P4.
This hidden unit also places moderate weights distributed
along various positions of P3, favouring a dichotomy between
stabilizing complementarity or deletions in this segment.
Indeed, many of the natural sequences lack the hairpin loop
of P3 (sites 50—64), in a manner compatible with the snegative
activation of hidden unit #67.
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Figure 5. RBM generates novel and diverse sequences that recapitulate statistics of natural homologues. (A) RBM samples reproduce single-site nucleotidic
conservation of the natural sequences (Pearson correlation =0.98). (B) Histogram of natural sequence lengths (gray) and of RBM generated sequences (red).
Note that insertions are discarded. Sequence length is defined as the number of aligned sites that are not gaps (deletions). (C) RBM samples reproduce the
statistics of nucleotidic covariation of natural sequences (Pearson correlation =0.82). Since the number of paired sites is very large, the points are colored by
their density in the plot, according to the colorbar legend. (D) Histograms of effective energies Eeg (@) of natural sequences (gray) and of RBM samples (red).
(E) Histograms of pairwise Hamming distances, among natural sequences (gray) and among RBM samples (red). (F) Histogram of Hamming distances, from

each RBM sampled sequence, to its closest natural sequence.

RBM generates diverse sequences compatible with the
statistics of natural homologs

The quality of the model fit after training, and the quality
of convergence, can be assessed by comparing statistics of
sampled sequences against the empirical statistics of the
MSA. In Figure 5]A, we compare the single-site statistics,
computed as the frequency of occurrences of each nucleotide
(or gap symbol) at each position of the alignment. The
agreement is excellent (Pearson correlation =0.98), indicating
that the RBM reproduces the conservation of important
sites (cf. Figure [I|C). Furthermore, RBM sampled sequences
reproduce the covariance of pairs of sites of the natural
sequences, as shown in Figure 5B. In this case, we compute
the deviation of the frequencies of co-occurring nucleotides
at pairs of sites from the expectation arising from their
independent conservations. Such joint covariations arise from
interactions across the sequence, related for example to
secondary or tertiary contacts, or other functional constraints.
The agreement is also excellent (Pearson correlation =0.97),
indicating that the RBM is able to reproduce the covariation
of the natural MSA. We also evaluated the RBM effective
energies Fog (6) of sampled sequences compared to the
energies assigned by the RBM to the natural sequences. As we
show in Figure5|C, the two histograms are in close agreement
to each other.

To evaluate the diversity of a set of sequences, natural or
generated, we compute the matrix of all possible pairwise

Hamming distances between pairs of distinct sequences,
where the Hamming distance is defined as the number of
positions where the two sequences differ. Figure[5]D shows the
histogram of these pairwise distances for the natural sequences
in gray. Typically, two randomly selected natural sequences
differ in about 40% of sites, or 43 out of the 108 aligned
sites. We then sampled 5000 sequences from the RBM, and
computed the histogram of their pairwise distances (between
themselves). We plot the result in Figure[5D in red. We see that
the histogram closely resembles the histogram of the natural
sequences. We conclude that the RBM generated sequences
recapitulate the natural diversity of the sequence homologs
family. Furthermore, the RBM generates novel sequences, not
seen in the data. Indeed, Figure [BE shows the histogram of
distances between each sampled sequence, and the closest
natural sequence to it. Typical RBM samples differ in 20
sites from the closest sequence in the MSA, and therefore
constitutes a truly novel sequence.

Finally, we observed a strong variation in sequence lengths
in natural sequences. In particular, dramatic variations of the
P4 helix have been reported in the literature (26, [72), where
riboswitches without P4 have been shown to be functional
although with lower affinities to SAM. Although our RBM is
not able to model insertions, it is still able to emit sequences of
varying lengths by having more or less gaps in the sequence.
We therefore compared the distribution of sequence lengths
generated by the RBM, with the histogram of natural sequence
lengths (not considering inserts) from the MSA. The plot
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Figure 6. Principal component analysis of natural MSA and generated sequences. (A) Projection of natural sequences of the full MSA onto the top two principal
components of the correlation matrix of the MSA. The largest taxonomic groups (with > 100 member sequences) are shown. Taxonomic annotations were fetched
from NCBI. (B) Projection of RBM sampled sequences on the top two principal components of the MSA (in red), with the natural sequences shown in background
(gray). (C) Projection of Infernal sampled sequences on the top two principal components of the MSA (in red), with the natural sequences shown in background
(gray). (D) Projections of the sequences probed in our experiments, divided according to their origin: Natural (green), sampled from Rfam CM (red), and sampled

from the RBM (blue).

in Figure [5F confirms that the RBM reproduces the correct
length statistics.

Overall, these results suggest that the RBM is able to
reproduce accurately several statistical features of the natural
sequences.

To further evaluate the sequence space coverage of RBM
samples, we considered a principal component analysis (PCA)
of the full MSA sequences. The top two principal components
(PC) are shown in Supplementary Figure[S5] The top principal
component captures a mode of variation associated to deletion
of the helix P4, as can be appreciated from the large number
of gaps in this region. We project every sequence of the
MSA onto the top two principal components. We obtained
the taxonomic class annotations of all sequences in the
MSA from Rfam. Figure [A shows the projections of all
natural sequences onto the top two components, with colors
corresponding to the most populated taxonomic classes. The
principal components appreciably separate taxonomic clusters
of natural sequences. In particular, a group of Actinomycetota
aptamers, in the top left corner of Figure[GA, have completely
deleted or very short P4 helix segments. Literature reports
suggest that SAM aptamers are able to function in absence
of P4 (72), although the affinity towards SAM decays with
decreasing P4 length (26). We then projected RBM sampled
sequences onto the two principal components, see Figure [6B.
The RBM samples span the full space, covering all the clusters
associated to different taxonomic classes. In contrast, Infernal-
generated sequences, shown in Figure |§p, span a limited
region of the principal component space, and remain confined
to a central location of the PCA plot. Since Infernal is able to
model a limited amount of covariation, this suggests that the
flexibility of RBM to capture further underlying interactions
in the data is important to model the full span of the familly

of homologues. Finally, Figure[6D shows the projection of the
sequences probed in our SHAPE-MaP experiments.

Selection of sequences for experimental probing

We probed a total of 306 sequences breaking down as follows.

RBM sequences. We generated sequences from the RBM by
Gibbs sampling. Equilibration was assessed by monitoring
the average effective energy of the sample. We found that
5000 steps were more than sufficient. We then sorted these
sequences by their value of E.g, and selected 70 sequences at
random, uniformly spanning the range of* energies observed
in the sample. The table of sequences and their associated
effective energies is reported in the Supplementary Materials.

We hypothesized that functionality of RBM sequences
should strongly correlate with their effective energy Eog. We
therefore define a group having low-RBM effective energies,
with E.g¢ <—300 and consisting of 53 sequences. We also
define a group of high-RBM effective energy sequences,
having E.g >—300, and containing 31 sequences. Setting
energetic thresholds is similar to sampling the model at a
temperature different from 1, also found to be helpful in
DCA models used for design (56). The chosen threshold value
E.g=-300 approximately separates the bulk of natural and
RBM sampled sequences, from the CM samples (Figure [dB).

Infernal sequences. We also sampled sequences from the
Rfam CM covariance model of the RF00162 family,
downloaded from Rfam. We used the Infernal cmemit
program (see Methods) to sample a large batch of sequences.
Then, we selected 30 sequences uniformly spanning the
range of Infernal bit-scores observed during sampling. The
covariance model can model correlations along the sequence
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comprised in the consensus secondary structure, but fails to
account for other correlations arising from tertiary contacts
or pseudoknots. Therefore, these Infernal generated sequences
serve as a baseline.

Natural aptamers. We selected 55 sequence members of the
hits MSA, and 151 sequence members of the seed MSA (not
part of the seed), as described in Methods. The selected natural
sequences are diverse, spanning various taxonomic classes
(see Figure [(D). A listing of probed sequences can be found
in the Supplementary Material.

Average SHAPE reactivity response to SAM

Reactivity measurements can be subject to significant noise,
related to sequencing errors and other biases (62). We
can counteract the impact of noise by averaging multiple
measurements. We have here computed the average reactivity
over groups of related sequences, for each site. For seed MSA
sequences,

Tni (20)

seed néeseed

where Bgeeq is the number of sequences in the seed alignment.
Similarly, we computed averages over the RBM designed
sequences with low effective energy (E.g <—300), RBM
designed sequences with high effective energies (Eog >
—300), and sequences sampled from the Rfam CM model
with Infernal. Then, to evaluate the response of the aptamers
to SAM, we computed for each aptamer and each site, the
difference in reactivity in the condition Mg+SAM minus the
condition with Mg only.

Figure[7A shows the average reactivity difference of natural
sequences from the seed alignment (in gray). The full MSA
has a similar behavior (see Supplementary Figure [S7). The
response to SAM is appreciable from the significant protection
of sites related to SAM binding and the structural switch.
Here we observe a reactivity decrease at the sites near the
pseudoknot (25-28, 77-80, labeled in red), and sites directly in
contact with SAM or forming the A-minor tertiary structural
motif (as indicated by the green arrows). This indicates that,
broadly sepeaking, sequences from the seed alignment are on
average SAM binders, as expected. The figure also shows the
bands indicating the standard deviation of the reactivity in the
group of sequences. Although these deviations are small, the
average behavior shown here does not preclude the possibility
that some sequences might fail to respond to SAM.

Figure[7|A overlays in blue the average reactivity difference
of RBM sequences with low effective energy (E.g <—300).
The average delta-reactivity profile of these RBM generated
sequences is in excellent agreement with the profile of the
natural sequences, exhibiting the protection that implies a
significant response to SAM. This shows that RBM designed
sequences of low enough energy are able to recapitulate the
behavior of their natural counterparts.

Figure then shows the delta reactivities of RBM
sequences with high energies (E.g > —300) in red, overlaid
on top of the natural profile (gray). This group of sequences
shows appreciable lack of protection at key sites, such as
10-11 (SAM contact), 73-76 (Pseudoknot and A-minor), and
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97-101 (SAM contact at P1). These sequences therefore show
no or weak response to SAM, indicating poor binding and
lack of a structural switch necessary for regulatory function. A
similar behavior is exhibited by Rfam CM sampled sequences
with Infernal, shown in Figure [7C. Again, these sequences
seem to be non-functional.

We can also confirm that the RBM sequences with Eqg <
—300 reproduce the reactivity response to magnesium of
natural sequences. See Supplementary Figure In contrast,
RBM sequences with higher energies (Eqg>—300) show
larger discrepancies. We conclude that low RBM energy
aptamers recapitulate structural responses to both SAM and
magnesium, of natural sequences.

SHAPE reactivies are in broad agreement with consensus
secondary structure

Sequence homologs in the RF00162 family are collected
based on similarity to a group of manually curated sequences
in the seed. Overall, for many of these sequences (both in the
seed and in the full alignment), direct experimental evidence
of their actual behavior and structure is limited, except
for specific cases, such as the Thermoanaerobacter teng-
congensis and the Bacillus sub- tilis yit/ SAM riboswitches,
which have been extensively studied in the literature fueled by
detailed knowledge of their published crystalized structures
(36} 143). For many other sequences in the MSA, their actual
behavior is at most hypothesized based on indirect evidence.

We have here obtained detailed SHAPE data of 151
sequences of the seed alignment. Our data shows that, in
average, these sequences are compatible with the consensus
secondary structure posited for the RF00162 family, shown in
Figure [IB. Indeed, we have computed the average evidence
scores ((¢)S) for each site 4, over the sequences in the seed
alignment probed in our experiments,

1

seed

<S(i)>seed: Sn(z)

néeseed

21

Figure [8] plots (S(7)) over the different conditions in our
experiment: no SAM and no Mg (30C), in presence of
magnesium (Mg) only, and with both magnesium and SAM
(SAM+Mg). Overall, the averaged scores are in detailed
agreement with the consensus secondary structure of the
aptamer, depicted in Figure[SA. Helices P2, P3, P4 are seen to
be base-paired in average in all conditions, with a mild overall
increase in the values of S with the addition of magnesium
and then SAM, indicating overal structural stabilization. The
central junction loop (CL), and the loops on the second helix
L2, the third helix L3, and the fourth helix L4, are consistently
measured as reactive when SAM is not present, indicating
that these sites are unpaired, as expected. Besides these major
structural motifs, we also appreciate finer details such as the
reactivity of single isolated bulge sites in positions 46 and
65 in absence of SAM. Next, comparing the behavior across
different conditions, we appreciate the effect of magnesium
and SAM on the structure. We highlight (in green) sites
that change significantly in response to SAM. These include
sites in direct contact with SAM (as known from the crystal
structure (43)), and other tertiary motifs known to form in
response to SAM. We discuss these next.
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Figure 7. Average differential reactivities in response to SAM: (A) for natural sequences (in gray) and low-E.g RBM generated sequences (in blue; Eog <
—300), (B) for natural sequences (in gray) and low- E.g RBM generated sequences (in red; E.g > —300), and (B) for Infernal generated sequences, using the
Rfam CM. For each group of sequences and each site, we computed the average reactivity difference of the condition with SAM+Mg minus the condition with
Mg only. The plots show the average profiles of sequences in the group, with the bands indicating 4 half one standard deviation. The green arrows indicate
locations expected to exhibit reactivity differences in response to SAM binding, while the red arrows highlight lack of protection in some groups of sequences in
those locations.
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Figure 8. Average reactivity scores, S(i) (see (I6)), per site of probed sequences, for the three conditions: no SAM and no Mg (30C), in presence of magnesium
(Mg), and in presence of magnesium and SAM (SAM+Mg). (A) Annotated secondary structure. The colors are the same used in the other panels. (B) Average
S(1) over probed sequences without SAM and without Mg (30C). (C) Average S(%) over probed sequences, in presence of magnesium (Mg). (C) Average S(%)
over probed sequences, in condition with SAM and magnesium (SAM+Mg). In B, C, and D, the annotations indicate locations of important structural elements,
with colors matching panel A: helices P1, P2, P3, P4, four-way junction (J1/2, J3/4), loops L3, L4, the pseudoknot (Pk), a kink-turn (Kt), the junction between
P4 and P1 (J4/1), and bulge sites (orange). In addition to the pseudoknot (Pk, in red), other sites are expected to suffer changes in reactivity in response to SAM
binding, forming additional tertiary contacts, such as a base-triple and the A-minor triple. These are indicated by green arrows in D, and discussed in the text. See
also Table[T]
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Figure 9. Pseudoknot formation is reflected in SHAPE reactivities. (A) Histogram of reactivities of base-paired (blue) and unpaired sites (red) in probed natural
sequences belonging to the manually curated seed alignment (cf. Figure E) Histogram of pseudoknot sites, in absence of SAM, is shown in black, and agrees

with the distribution of

SHAPE reactivities broadly support formation of
pseudoknot in natural sequences upon SAM binding

In addition to being compatible with expected secondary
and tertiary structural motifs, natural sequences are broadly
able to respond to SAM by performing a structural switch.
In particular, it is recognized in the literature that SAM
riboswitches stabilize a pseudoknot in response to SAM which
helps create a binding cradle for the ligand, as well as other
tertiary contacts. Having established reactivity histograms
associated to base-paired and unpaired sites (see Figure [3),
we reasoned that pseudoknot sites should have, in absence
of SAM, reactivities compatible with unpaired sites, while in
presence of SAM, the pseudoknot reactivities should instead
approach reactivities of base-paired sites. The plots in Figure
] confirm these expectations. We find that in absence of SAM
(left panel), reactivities of pseudoknot sites are in excellent
agreement with the unpaired reactivity histogram (red), while
in presence of SAM (right panel), the pseudoknot reactivities
shift towards the base-paired histogram (blue). We find a
similar result for the P1 helix, see Supplementary Figure[S4]
This result supports two conclusions: that, in spite
of possibly including non-functional sequences or other
biases, the histograms in Figure [BJA are accurate enough
approximations of the underlying probability distributions of
paired and unpaired reactivities; and second, that indeed most
natural sequences in the RF00162 alignment (seed and full)
probed in our experiments bind SAM and respond by the
expected structural switch. We remark that this statement is
only valid as an average over the bulk of natural sequences,

Table 1. Hallmark sites of structural switch in response to SAM

Cluster Sites

Pseudoknot 25,26,27,28,77,79
Kink-turn 34, 35, 36, 37
Base-triple 76, 100

A-minor 73,74

SAM contact 46, 47, 102, 103

Pl 101, 104, 105

Other sites 75

List of sites that exhibit observable SHAPE reactivity differences upon SAM binding.
Positions are numbered following the Rfam reference alignment. See also Figure@

and does not exclude the possibility that some particular
sequences fail to bind SAM, or respond in a different manner.

Structural switch in response to SAM is reflected in
reactivity changes of hallmark sites

Based on these observations, we selected a number of
hallmark sites across the aptamer sequence, that have
observable reactivity changes in response to SAM binding,
and are consistent with expectations from previous published
studies on SAM-I riboswitches. These sites are listed in[T} and
we discuss them next.

Pseudoknot. The pseudoknot is a tertiary contact formed
between sites 24-28 on loop L2 and sites 77-80, along the
junction between P3 and P4. Multiple sources of evidence
point to the importance of this motif to SAM binding,
from genetic studies (39), to crystal structure (36, 43), to
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sequence based statistical modelling (79). Consistent with
these previous observations, we find in our experiments that
sites 24-28, 77 and 79 in natural sequences exhibit significant
reactivity decrease upon SAM-binding, as can be appreciated
in Figures [7]and [B]D. We therefore include these sites in Table
il

Sites 78, 80, also belonging to the pseudoknot, do not show
significant protection upon SAM binding. As can be observed
in the crystal structure (pdb 2GIS, (43)) site 80 at the edge of
the pseudoknot is in a context and conformation favorable for
the 1M7 probe to stack under the guanine and react with the
cognate ribose, even when immobilized (E. Frezza, personal
communication). This probably explains why site 80 remains
slightly reactive even upon pseudoknot stabilization in the
presence of the ligand. Site 78 is seen to exhibit protection
in both conditions, likely due to other contacts formed outside
the pseudoknot in absence of Mg?™.

A-minor. The A-minor motif helps create a groove where
SAM is placed upon binding. It is an important ligand-
dependent structural element (36, 43| [65). While the two
conserved G-C base pairs (21-30, 22-29) involved in this motif
are stable and not reactive in any of the conditions assayed,our
data clearly show consistent protections of A73 and 74.

Base-triple. The base-triple is an important tertiary motif
observed in the bound structure of the aptamer (36, 143,
involving nucleotides (24, 76 and 100) in between the A minor
and the pseudoknot. Stabilization of this contact in response to
SAM has been reported previously (25} 43). Our data shows
consistent protection of sites 76 and 101 in response to SAM,
two of the sites involved in the base-triple.

Kink-turn. The kink-turn is a well characterized structural
element of the SAM-riboswitch, with a central role in the fold
of the aptamer, helping stabilize the coaxial stacking of the
four helices and supporting the formation of the pseudoknot
(65). Stabilization of this tertiary structure in response to
SAM has been observed, and evidenced both in the crystal
structure (36,43, 159)), previous SHAPE experiments (25)), and
simulations (63)). Consistent with these previous observations,
our data reveals significant protection at positions 34, 35, 36,
37 located in the kink-turn in response to both Mg?* and
SAM. We therefore include these sites in Table[l]

SAM contacts. A number of sites are in direct contact with
SAM in the bound structure, as has been established in
published 3-dimensional structures (43)). SAM sits in a pocket
between the interwoven P1 and P3 helices and the junction
between P1 and P2, forming a network of contacts that results
in stabilization of a number of sites. In particular sites 46, 47,
belonging to a bulge in P3, directly contact SAM. Since these
sites are initially unpaired, we expect a reactivity decrease
upon SAM binding. Sites 102, 103 of the 5’-end arm of the P1
helix are similarly embracing SAM. Since even in the isolated
aptamer domain, P1 might be disordered in absense of SAM
(see Figure[TJA), we expect significant reactivity decreases in
this region as well upon SAM binding.

P1 & other sites.

Stabilization of the P1 helix in response to SAM has a
key regulatory role, releasing a complementary sequence that
forms the hairpin loop and blocks downstream transcription,
see Figure[IB. We observe reactivity changes in sites 101, 104
and 105 of P1, likely reflecting the SAM induced stabilization
of P1. These sites are also near SAM in the bound structure,
though not in direct contact (43)).

Finally, we observe significant protection in site 75 upon
SAM binding. It is flanked by sites participating in the A-
minor (74) and base-triple (76) motifs, both of which are
significantly protected in response to SAM. The protection of
neighboring sites is likely to promote low reactivity at 75.

Low effective RBM energy correlates with structural
response to SAM

Having established a set of hallmark sites that exhibit robust
reactivity responses to SAM in most natural sequences, see
Table[I] we proceeded to exploit the reactivity measurements
at these sites to classify the behavior of all the probed
sequences in response to SAM. We computed a motif evidence
score S(M), as defined in (16), where M is the set of
hallmark sites identified in Ta Figure [10| plots S(M) in
the Mg and SAM+Mg conditions, against the RBM effective
energy F.g of the sequences probed in our experiments.
The structural switch in response to SAM, is manifested
in these hallmark sites, by a shift in S(M) from negative
values in presence of Mg (indicating these sites are likely
to be unpaired), to positive values in presence of both
SAM+Mg (indicating these sites are now likely to be paired).
We consider a threshold of In(5) for a 5-fold statistical
significance (shown as the yellow dashed lines in the figure).
Sequences that respond to SAM are shown as filled disks in
the figure. A summary of our results is presented in the Table

We find that SAM responding sequences (both natural
and designed) tend to have low RBM effective energies. In
particular, 47% of RBM designed sequences below an energy
threshold of E.g < —300 are functional aptamers, exhibiting
significant response in the hallmark sites. These sequences
have Hamming distances between 10 and 20 to the closest
natural sequence, see Supplementary Figure There are
two modes of failure for the remaining RBM sequences: either
the structural motifs (pseudoknot, P1, etc.) are always paired
regardless of whether SAM is present or not, or the structural
motifs never close. We find that the 55 RBM sequences that
we conclude are non-responsive to SAM fail to do so in the
second manner: they do not form the necessary contacts with
or without SAM. Sequences sampled from the Rfam CM are
non-functional, possibly on account of the inability of the CM
to model tertiary contacts like pseudoknots (17, 46).

Stabilization of structural elements in response to SAM is
consistent with energetic calculations

SAM binding results in a dramatic reorganization of the
structure of the aptamer. Formation of a pseudoknot and
stabilization of the P1 helix are two hallmarks of this
transition. We reasoned that, in order to respond to SAM, the
molecule must have a certain degree of structural flexibility
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Figure 10. Sequences with low RBM Eeg perform structural switch in response to SAM. Both panels show scatter plots of the log-odds score S (I6) evaluated
on the switch hallmark sites identified in Tableon the z-axis, against the RBM effective energy Eeq (6) on the y-axis. In the left panel, S is evaluated with
the SHAPE data of probed sequences in the condition with magnesium (Mg), while the right panel considers probing in presence of SAM and magnesium
(SAM+Mg). The filled points correspond to functional sequences for which we observe a significant response to SAM: S < —1In(5) in the Mg condition, and
S >1n(5) (five times more likely to be unpaired) in the condition with SAM+Mg (five times more likely to be paired). In other words, these are the sequences
that responde to SAM with significant reactivity changes in the selected sites. Sequences are colored according to their origin: Natural sequences (seed + full) are
in green, Rfam CM generated sequences in red, and RBM sequences in blue. The pink dashed line marks the energetic threshold Eeg = —300.

Table 2. Experimental functionality of different groups of probed sequences

Sequence group

Number (Conclusive)

Responsive to SAM (% of conclusive)

Not responsive to SAM (% of conclusive)

Natural 206 (170) 109 (64%) 61 (36%)
Seed MSA 151 (134) 90 (67.1%) 44 (32.8%)
Full MSA 55 (36) 19 (52.8%) 17 (47.2%)
Natural (Eeg < —300) 137 (121) 84 (69.4%) 37 (30.6%)
Natural (Eog < —310) 96 (86) 63 (73.3%) 23 (26.7%)
RBM 84 (76) 21 (28%) 55 (72%)
RBM (Eo < —300) 53 (45) 21 (46.7%) 24 (53.3%)
RBM (E.g < —310) 40 (32) 19 (59.4%) 13 (40.6%)
Rfam CM 16 (16) 0 (0%) 16 (100%)
All 306 (262) 130 (49.6%) 132 (50.4%)
All (Eegr < —300) 190 (166) 105 (63.3%) 61 (36.8%)
All (Bog < —310) 136 (118) 82 (69.5%) 36 (30.5%)

For the different groups of sequences (rows), the columns show: the total number of sequences probed in that group (with the number for which the experimental measurement was
conclusive in parenthesis), the number of sequences which were responsive to SAM by significant reactivity changes in the Hallmark sites identified in Tablem and the number that

were identified as not responsive.

to be compatible with the two competing folds and be
able to switch from one to the other. We computed the
binding energies of our probed sequences across the Pl
helix and the pseudoknot sites, using the Turner energy
model as implemented in the ViennaRNA package (33). We
observe that some sequences respond in one or more of these
structural elements when SAM is bound, by moving from
a conformation where the helix is unstable to a state where
the helix is stabilized. In order to implement this switch,
molecules cannot have a binding energy too low (or the motif
can never close), nor too high (or the motif will always be

closed). Figure [T1] shows that the sequences that respond to
SAM across these motifs are confined to a binding energy
window from -10 to 0 kcal/mol for P1, and between -8 and
-3 kcal/mol for the pseudoknot (Pk). Since P1 consists of 16
base-paired site, while the pseudoknot involves 8 sites, in both
cases the flexible energy band spans a range of 1.25 kcal/mol
per base-pair, or about one third of the typical base-pair energy

Sequences with energies above this window, tend to have
the structural element always open, while sequences with
energies below this window, have the structural element
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Figure 11. SAM stabilizes structural elements of the aptamer with intermediate binding energies. We consider the P1 helix (top row) and the pseudoknot (Pk,
bottom row). Leftmost panels show the histogram of Turner binding energies (computed with the ViennaRNA package (33)) associated to the motifs (P1 or
pseudoknot), of sequences designed by the RBM. The second and column plots on the z-axis the base-pairing log-odds ratio of the motifs, S(P1) for the P1 helix
on the top and S(Pk) for the pseudoknot on the bottom (defined in Equation (I6)), versus the Turner binding energy. In the second column, S is computed in the
condition with magnesium, while in the third column S is computed in the condition with SAM and magnesium (SAM+Mg). The aptamers are colored according
to their behavior in response to SAM: i) if S > In(5) in both conditions, the motif (P1 or Pk) is always closed (green); ii) if S < —In(5) in both conditions, the
motif is always open (red); iii) if S <—1In(5) with Mg but S > In(5) with SAM, the motif responds to SAM by closing (blue). Finally, points for which we
cannot establish their structural states with over 5-fold confidence are shown in light gray. To evaluate how the binding energy impinges on the aptamer response,
the fourth column shows the frequency (relative to the total number of aptamers) of each response type in three energetic bands. Error bars are computed based
on the number of probed aptamers in the corresponding energetic band. Consistent with biophysical expectations, we find that always closed aptamers tend to
have low binding energies, always open aptamers have high binding energies, and aptamers that respond have intermediate binding energies.

always open. Only sequences within this energetic window
are flexible enough to transition from one conformation to the
other. An optimal binding energetic band is also observed in
enzyme function, known as Sabatier’ principle.

We then considered a uniform sampling of sequences
generated by the RBM. The leftmost panel of Figure[TT|shows
that RBM samples preferentially have binding energies in the
expected intermediate band, and are thus compatible with the
structural switch required for riboswitch function.

In Figure [T} we find that 47 probed sequences close the
pseudoknot in response to SAM, and 54 probed sequences
respond to SAM by closing P1. Interestingly, 46 out of
the 47 sequences that pair Pk when SAM binds, are also

functional in the sense of Figure and show responses
in the sites in Table [T} In our data we don’t observe any
sequence that closes the pseudoknot but is found to be non-
functional. This is consistent with the known importance of
the pseudoknot in the response of the aptamer. P1 is somewhat
more ambiguous. We find 6 sequences that respond to SAM
by stabilizing P1 in Figure [IT] but they are classified as non-
functional in Figure [T0] indicating that these 6 sequences do
not display significant reactivity changes in the other sites
of Table [I] Therefore the stabilization induced by SAM in
these sequences is incomplete. These results are summarized
in Table3l
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Table 3. Aptamers response to SAM in structural elements

Hallmark resp.  Total ~ P1switch Plrigid Pkswitch Pkrigid
Yes 126 40 47 46 27
No 135 6 98 0 103

Comparison of structural response to SAM in hallmark sites, and response in the
structural elements P1 and the pseudoknot. The first row corresponds to the sequences
that respond to SAM in the hallmark sites defined in Table [T] while the second row
corresponds to sequences that do not exhibit response at these sites. The following
columns then show how many of these sequences also exhibit a switching response in
P1 or the pseudoknot (Pk). Note that the sums of the later columns (P1 switch + P1 rigid,
or Pk switch + Pk rigid) gives the number of sequences for which we are confident in the
switching response of the motif (P1 or Pk) and the hallmark sites, and is therefore less
than the Total in the second column.

DISCUSSION

The design of small regulatory RNAs has many applications
in developing laboratory tools for gene function studies and in
drug design, as they can be used to regulate gene expression.
Being able to design allosteric and regulatory RNA is also at
the core of DNA-RNA computing, and of the investigation of
possible scenarios for the origin of life (6} 28, 60).

In this work, we have studied the homologue sequence
family of aptamer domains of SAM-I riboswitches. We have
shown that RBM models, learned from sequence data, are
effective as generative models, able to design artificial SAM-
I riboswitch aptamers that successfully transition between
conformations upon SAM binding.

To probe artificial sequences we have carried out a high
throughput SHAPE-MaP (62) screening of many sequences,
including both natural belonging to the SAM-I riboswitch
aptamer family, and artificial generated by the RBM and a CM
model. We have developed a statistical pipeline to analyze the
measured SHAPE reactivities, which takes advantage of the
closely related statistics of the ensemble of tested sequences
and their shared consensus secondary structure. Our analysis
does not rely on a biophysical implementation of the Turner
model (35), and is fully compatible with tertiary contacts such
as pseudoknots, which pose difficulties for other tools (14}157)
but are however essential to model complex conformational
changes such as those occurring in riboswitches.

State of the art design methods for RNA are based on
computational frameworks to fold sequences on a given
secondary structure from the knowledge of thermodynamics
parameters for the pairing energies (74), and eventually
including tertiary elements such as pseudoknots (81). Such
methods have been used to obtain sequences with bistable
secondary structures (22) and have been extended to take into
account both positive and negative design elements (52, [81),
and also to participative rational design (33)).

The machine learning method implemented here includes
two key ingredients differing with respect to the rational
design: 1) it exploits the sequences sampled through evolution
and collected in sequence data bases, of SAM-I riboswitches
sequence, building upon the frameworks introduced in
homology and covariation detection (12, 142, |47} |52} [79); ii)
it uses only the statistics of the natural sequence to build
the model encoding at once in the parameter of the RBM
model the multiple constraints which allow to the natural
sequences in this family to properly fold in the secondary and
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tertiary structure and function by the allosteric response to
SAM binding. Learning of the parameter of the RBM model
is done in an unsupervised way through contrastive divergence
(see Method Section ) (27) which includes both a positive and
negative design term.

We have first verified that the RBM model learned from
sequence data encode structural constraints by predicting
nucleotide-nucleotide contacts in the secondary structure and
in the pseudoknot, performing at the same level of pairwise
Potts models previously introduced to this aim ((12}/79). Deep
network learning approaches recently introduced, goes further
in the direction of structural predictions from sequence data
aiming at a complete structure predictions and following the
impressive success of analogous approaches in the protein
field (29,149,151} [71)).

We have then verified through SHAPE-probing that the
design of synthetic bistable aptamers was successful for
the RBM model but not for the CM model taking only
into account secondary-structure constraints: 50% of artificial
sequences with an average 20% distance with any natural
one were switching conformation in response to SAM, while
Infernal generated sequences were not.

To generate sequences with Infernal we have so far used
the default parameters used for homology detection (47)),
called Rfam CM in the text. We have further extended the
comparison with standard covariation and rational design
models in three directions: i) better parametrizing the Infernal
model for sequence generation to better reproduce the natural
conservation profile in the generated sequences, ii) adding
the pseudoknot in the covariance model, iii) generating
sequences by rational design using the Infrared pipeline (81).
For all the generated sequences in the three classes above
the RBM energies are as large for the ones generated with
the artificial Infernal sequences already tested, predicting
that these sequences do not switch upon SAM binding
(See Supplementary Figure [S9). We plan to experimentally
investigate this hypothesis in the future. Moreover we plan
to extend our modeling of SAM riboswitches by including
the expression platform, and to investigate more deeply the
mechanisms for functionality switches in different subfamilies
of the SAM-riboswitches family. Finally the RBM model can
be applied to design other RNA from their respective MSA,
including longer and more complex RNA such as ribosomal
and messanger RNA.
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