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Abstract

Numerical simulations of temporally-evolving droplet-laden plane jets are performed in conditions rel-

evant to rocket main engines fed with liquid oxygen (LOx) and gaseous methane (CH4). The computations

are performed using a direct numerical simulation (DNS) solver with the liquid phase represented within

the discrete particle simulation (DPS) framework. Considering the multiplicity of the physical phenom-

ena that are involved in such conditions – e.g., atomization, dispersion, evaporation – a progressive and

phenomenological methodology is retained to proceed with a complexity-increasing set of computations.

Thus, the development of a purely gaseous jet is first studied with the corresponding set of data providing

a reference or baseline condition. Then, other conditions are considered to analyze the influence of (i) liq-

uid droplet evaporation and (ii) molecular mixing processes as described by two distinct multicomponent

transport models. The analysis of the obtained results shows that both evaporation and molecular transport

representation play a crucial role in the plane jet development and may drastically alter its characteristics

before ignition and subsequent combustion stabilization may take place. Finally, the obtained results also

unambiguously put into evidence the influence of the Lewis number onto the vaporization rate.
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1. General introduction

Since the early works of Townsend (1956), Bradbury (1965) or Bradbury and Riley (1967), the structure

of unbounded turbulent plane wakes and jets has received considerable attention. Especially, experiments

conducted on such turbulent free shear flows have confirmed the relevance of some self-similar features that

characterize their spatial development. The corresponding flowfields have been also widely studied through5

computational studies. Thus, early computations of such turbulent plane jets were conducted in two di-

mensions, see for instance Comte et al. (1986), with special attention paid to vortex pairing and dynamics.

More recently, the increase of computer performance has made possible performing three-dimensional nu-

merical simulations of such plane jets until they reach their fully-developed turbulent state. With a few

exceptions, e.g., Stanley et al. (2002), the corresponding numerical simulations were performed within the10

temporal framework and it must be emphasized that self-similarity does also apply to such temporally-

evolving plane jets (Sadeghi et al., 2018).

In the present study, we analyze temporally-evolving turbulent plane jets but with one of the two streams

seeded with liquid droplets. In this respect, it is noteworthy that the possible influence of a dispersed phase

on free shear flow development has been previously studied by Dai et al. (2019a,b) who considered the15

case of compressible mixing layers seeded with solid particles. In contrast to these previous studies, some

attention is presently paid to the influence of vaporization-induced mass transfer. Two different molecular

mixing models are also used to analyze the possible effects of departures from the unity-Lewis assumption,

an approximation that remains widely used in the modelling of turbulent reactive two-phase flows.

The manuscript is organized as follows: section 2 presents the retained geometry, flow conditions, com-20

putational methodology – with further details about the mathematical model provided in an appendix – and

resulting set of numerical databases. Section 3 is focused on the description of the reference (i.e., baseline)

gaseous case whereas the influence of the dispersed phase is studied in section 4. Finally, the manuscript is

ended by a short section 5 where the possible effects of the molecular transport model are discussed before

some conclusions are drawn and some perspectives are gathered in the last concluding section.25

2. Problem description

2.1. Computational model

The new set of databases generated within the framework of the present study is constructed using the

DNS-DPS solver Asphodele. This solver, the main features of which have been already presented else-
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where (Reveillon et al., 2011), is based on a dilatable low-Mach number framework (Majda and Sethian,30

1985). Within this framework, the pressure p is decomposed into two distinct contributions: the thermody-

namic pressure p0 and the dynamic pressure p1. Indeed, as long as the flow velocity u remains sufficiently

small with respect to the speed of sound c, in such a manner that the Mach number M = u/c remains smaller

than 0.3, the pressure can be expanded as p(x, t) = p0(t) + γM2 p1(x, t) + O(M4), where γ denotes the heat

capacity ratio, and γM2 is a small parameter (significantly smaller than unity). The first contribution p0,35

which is relevant to the equation of state (EoS), is spatially uniform whereas the second contribution p1,

which appears in the RHS of the momentum equation, may display spatial variations.

The resulting low-Mach number form of the Navier-Stokes equations is presented in Appendix A. Spa-

tial derivatives are evaluated on regular meshes by making use of high-order precision finite difference

schemes while time integration is carried out with a minimal storage third-order explicit Runge–Kutta40

scheme. The low-Mach number solver Asphodele is based on a quite standard projection algorithm with the

density variation appearing through its first-order temporal derivative in the RHS of the Poisson’s equation

and this derivative being evaluated using a strategy similar to the one introduced by Cook and Riley (1996).

The resolution of the Poisson’s equation makes use of the HYPRE library (Falgout and Yang, 2002). The

dispersed liquid phase, which is described from a Lagrangian point of view, is solved within the particle-45

source in cell (PSI-cell) framework (Crowe et al., 1977). The interested reader may found futher details

in Appendix A and in the previous work of Zhao et al. (2020).

2.2. Computational setup and associated velocity field

The computational geometry is inspired by the one previously considered by Abdelsamie and Thevenin

(2017). A rectangular computational domain is considered. Periodic boundary conditions are prescribed50

along all directions. The streamwise, vertical, and spanwise directions are hereafter denoted by x1, x2, and

x3, respectively. The initial velocities (i.e., at t = 0) of the central jet and coflowing stream are referred

to as U1 and U2, respectively, where U2 < U1. Thus, the initial value of the convective velocity is Uc ≡

uc(t = 0) = (U1 + U2)/2 and the one of the velocity difference between the central jet and coflowing

stream is ∆U ≡ ∆u(t = 0) = U1 − U2. At this level, it is worth emphasizing that, in the present work,55

upper case letters refer to initial values, whereas lower case letters denote instantaneous values. The initial

jet thickness H is defined as twice the characteristic half-width of the initial streamwise velocity profile

H ≡ 2 δ00.5 = 0.715 mm. Finally, droplets are randomly scattered within the central part of the jet. The initial

velocity of each droplet matches the surrounding flow velocity, i.e., at t = 0, no slip velocity is considered
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between the droplets and the gas carrier phase. A simplified representation of the retained computational60

setup is depicted in Fig. 1.
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Figure 1: Sketch of the computational setup. The acronym BG refers to burned gases issued from the combustion of a stoichiometric

mixture of methane in pure oxygen.

The characterization of the developing plane jet makes use of the convective velocity

uc(t) =
1
2

(
max

x2
(⟨u1⟩ (x2, t)) +min

x2
(⟨u1⟩ (x2, t))

)
(1)

together with the velocity difference between the central jet and coflowing stream

∆u(t) = max
x2

(⟨u1⟩ (x2, t)) −min
x2

(⟨u1⟩ (x2, t)) . (2)

where ⟨φ⟩ denotes the Reynolds-averaged value of any quantity φ.

Averaging is performed along the streamwise and spanwise directions (Taguelmimt et al., 2016; Van-65

Dine et al., 2020), i.e., in horizontal planes. Thus, the average of any quantity φ is evaluated from:

⟨φ⟩ (x2, t) =
∫ L1

0

∫ L3/2

−L3/2
φ(x1, x2, x3, t)dx3dx1

/
(L1L3) , (3)

and the corresponding fluctuation is φ′ = φ − ⟨φ⟩.
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The vertical and spanwise velocity component (u2 and u3) are initially set to zero, whereas the value of

the longitudinal component is initialized using a hyperbolic function:

u1(x1, x2, x3, t = 0) = (U1 + U2)/2 + (U1 − U2)/2 · tanh
(
2
(
δ00.5 − |x2|

)
/δ0ω

)
(4)

= Uc + ∆U/2 · tanh
(
2
(
δ00.5 − |x2|

)
/δ0ω

)
. (5)

The quantities δ00.5 ≡ δ0.5(t = 0) and δ0ω ≡ δω(t = 0) refer to the initial values of the jet half-width δ0.570

and vorticity thickness δω = ∆U
/
|∂ ⟨u1⟩ f /∂x2|max, respectively. The jet half-width δ0.5(t) is defined by

⟨u1⟩ (δ0.5, t) = ⟨u1⟩ (−δ0.5, t) = uc(t). At this level, it is worth noting that, even if the retained configuration

features a symmetry plane at x2 = 0, the above definitions may lead to different values of the half-width

and vorticity thickness depending on whether the formulas are applied to the upper or lower parts of the

plane jet. Therefore, unless otherwise stated, for each these characteristic length scales, the arithmetic75

mean of the upper and lower values is considered. The transition of the plane jet is obtained using a

low-amplitude perturbation (white noise) that is superimposed on the transverse and spanwise velocity

components (Carbajal Carrasco, 2021). Such perturbations are indeed prone to trigger the development of

the plane jet natural instability modes. Their amplitude was presently set to 0.2 percent of the convective

velocity.80

As mentioned above, the computational conditions have been chosen to be representative of the ignition

phase of rocket main engines. This ignition phase takes place at moderate pressure, i.e., below the nominal

value of the combustion chamber operating pressure, and thus it does not require the consideration of some

high pressure (supercritical) effects that have been discussed elsewhere (Candel et al., 1998; Yang, 2000;

Oefelein, 2005; Demoulin et al., 2009). Thus, the value of p0 has been set to 10 bars, a value that is typical85

of rocket engine ignition computation (Gomet et al., 2014). The fuel (i.e., methane) is at its gaseous state

whereas the oxidizer (pure oxygen) is at its liquid state. Primary and secondary atomization of the liquid

oxygen jet is not considered and a monodisperse spray of liquid oxygen (LOx) droplets is considered. The

gas is a mixture of methane and residual burned gases (BG) issued from the combustion of a stoichiometric

CH4/O2 mixture. The total mass of burnt gases corresponds to thirty percent of the total mass of fresh90

reactants (methane plus liquid oxygen). It should also be pointed out that the spatial discretization is uniform

along the three directions ∆x = ∆x1 = ∆x2 = ∆x3 with ∆x approximately equal to 27 µm. In this respect,

the liquid droplet diameter ad satisfies the condition ad/∆x < 0.3. Thus, its values fulfills the criterion

ad/∆x < 0.6, which is commonly retained to proceed with DNS-DPS simulations in the literature (Wang

and Rutland, 2007; Neophytou et al., 2011; Wang et al., 2014). It is also noteworthy that the global value95
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of the liquid volume fraction and liquid mass fraction are significantly smaller than unity. Especially, the

global value of the liquid volume fraction is Φv = 2.07 · 10−5, which is relevant to the dilute regime and

fully consistent with the number of liquid droplets per computational cell that ranges between zero and two.

The ratio of the liquid and gas density is 993.90. Finally, according to Balachandar and Eaton (2010), it

must also be emphasized that, since the ratio of the particle diameter to Kolmogorov scale1 is of the order100

of one tenth and the liquid volume fraction quite small, the carrier-phase turbulence is expected to be nearly

the same as the equivalent single-phase flow.

At this level, it must be emphasized that simulations of turbulent two-phase flows with evaporation,

such as those performed for the purpose of the present study, are subject to several constraints that are

difficult to accommodate and the possible influence of grid refinement remains a source of questioning.105

From a more general point of view, two-phase flow DNS would formally require full grid resolution both

in and around each liquid droplets. For instance, such DNS computations have been recently performed

(i) to study how a reduced set of possibly vaporizing liquid droplets (or blobs) modifies the turbulent flow

field topology (Onofre Ramos et al., 2022a) or (ii) to analyse the influence of evaporation on scalar mixing

in the gas phase (Onofre Ramos et al., 2022b; Germes Martinez et al., 2023). The associated changes110

result from interactions between the two phases (liquid and gas) at scales that are smaller than the droplet

size. The corresponding processes are not resolved through discrete particle simulations (DPS) conducted

within a Lagrangian framework such as those considered herein. However, when the computational study

is concerned with the evaporation of spray jets – possibly followed by chemical reactions – featuring an

important number of droplets and with a focus placed on larger scale features of spray-gas interaction and115

dispersion, performing DNS computations such as those mentioned above (Onofre Ramos et al., 2022a;

Germes Martinez et al., 2023) still remains rather impractical. In such cases, another approach consists

in simulating the gas-phase carrier fluid with a high-resolution Eulerian method, while the liquid droplets

are simulated within a Lagrangian particle framework. This is the approach that has been retained for the

purpose of the present study and it is herein referred to as DNS-DPS where DPS stands for discrete particle120

simulation. The DNS terminology is used because, despite flows inside the droplets or their immediate

wake regions not being resolved, the gas-phase flow is highly resolved without any resort to a turbulence

model. This approach allows studies of sprays featuring a large number of droplets with a focus placed on

larger scale features of spray–gas interaction and mixing.

1This value will be evaluated in the next section.
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Thus, in spray combustion computational solvers – such as the one retained for the purpose of the present125

study – the Euler-Lagrange (EL) approach remains a common strategy for simulating the reactive two-

phase flow. The coupling between the continuous (gas) and dispersed (liquid) phases is achieved through

the introduction of source terms2 in the Eulerian transport equations that are solved for the gas phase,

while the effect of the gas phase is considered through the specification of boundary conditions relevant to

the gas film around droplets (or groups of droplets). At this level, it must be emphasized that, with few130

exceptions (e.g., Akiki et al. (2017)), the later mostly relies on the picture of a single (isolated) droplet in

an homogeneous gaseous media, with the corresponding models incorporating some possible corrections.

“Ambient-gas” conditions are thus required to determine the droplet vaporization rate, heating rate, and

drag. The corresponding theoretical models do involve conditions at the edge of the gas film. However,

the neighboring computational points may lie inside the gas film. Especially, in the case of DNS-DPS135

computations – such as those conducted for the purpose of the present study – grid points lie in the direct

vicinity of droplets. Such limitations have been early emphasized by Rangel and Sirignano (1989) for

the evaluation of the vaporization rate. This raises the issue of coupling terms convergence under mesh

refinement (Gualtieri et al., 2013; Capecelatro and Desjardins, 2013). Indeed, in regard to the drag force,

as deduced from a Stokes law that considers single spherical particles, its determination does involve the140

gas velocity conditions “at infinity”, i.e., sufficiently far from the region perturbed by the particle motion.

In this respect, it must be emphasized that the present set of computations has been conducted considering

the two-way couplings between the gas and liquid droplets but within a standard particle in cell (PIC)

framework. However, it should indeed be acknowledged that, within such a framework, the back-reaction

of the particle on the fluid has been shown to be grid-dependent. Thus, one possible direction for future145

developments of our computational model would consist in improving the accuracy of the Stokes drag

determination (Horwitz and Mani, 2016; Ireland and Desjardins, 2017; Esmaily and Horwitz, 2018) and

possible influence of neighboring droplets (Akiki et al., 2017).

Finally, the value of the Stokes number St, presently defined as St = τVd∆u/δ0.5 with τVd the droplet

relaxation time (Hu et al., 2002), is St = 25. At this level, it is noteworthy that other definitions of St are150

available in the literature but the one provided above seems to be the best suited for the purpose of the

present study devoted to plane jets.

2The detailed expressions of these source terms are provided in Appendix A.
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2.3. Characterization of the multicomponent mixture composition

The composition of reactive multicomponent mixtures is standardly characterized through the use of the

mixture fraction variable (Bilger, 1976; Peters, 1984). Indeed, provided that the differences in the molecular155

diffusion coefficient remain negligible from one chemical species to another – i.e., unity Lewis number

approximation – the mixture composition is unambiguously characterized through the single knowledge of

the mixture fraction value.

From a general point of view, the mixture fraction is a conserved scalar that is bounded between zero (in

the oxidizer) and unity (in the fuel). It can be thought as a fuel inlet tracer (Gomet et al., 2015) that provides,160

at any time and location, the proportion of mass that is issued from the fuel inlet stream. It can be defined on

the basis of the number of retained chemical species (or molecules) Ns and number of corresponding atoms

Na. In addition to this, introducing the quantity Γ as a subset of Na containing only na atomic species, the

mixture fraction associated to the subset Γ is defined as

ξΓ =

na∑
β=1

bΓ, β · (Zβ − Zβ,ox)
/ na∑
β=1

bΓ, β · (Zβ, f uel − Zβ,ox) , (6)

where Zβ is the mass fraction of the atomic species β. The indexes f uel and ox refer to the values taken in165

the fuel and oxidizer streams, respectively. For each subset Γ, weighting coefficients bΓ, β are introduced. It

is straightforward that, for any set of weights that satisfies the condition
∑na
β=1 bΓ, β(Zβ, f uel − Zβ,ox) , 0, the

expression given by Eq. (6) ensures ξΓ,ox = 0 and ξΓ, f uel = 1.

For instance, a simple definition of the mixture fraction can be obtained by considering the subset

O = {O}, which leads to:170

ξO = (ZO − ZO,ox)/(ZO, f uel − ZO,ox) . (7)

This definitions corresponds to a mixture fraction definition based on the oxygen atom conservation.

For the subset B = {C,H,O} and using values of bΓ, β such that bB,C = 2(WC)−1, bB,H = (2WH)−1, and

bB,O = −(WO)−1, the following expression is obtained:

ξB =
2(ZC − ZC,ox)/WC + (ZH − ZH,ox)/(2WH) − (ZO − ZO,ox)/WO

2(ZC, f uel − ZC,ox)/WC + (ZH, f uel − ZH,ox)/(2WH) − (ZO, f uel − ZO,ox)/WO
, (8)

which is nothing but Bilger’s mixture fraction definition (Bilger et al., 1990).

By taking into account the specificity of the retained configuration, namely, a plane jet where the main175

stream is a mixture of fuel and burnt gases, whereas oxidizer is available in the form of a spray of LOx

droplets, the choice of the mixture fraction definition is not trivial. Therefore, the relevance of the two
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definitions provided above – i.e., Eqs.(7) and (8) – will be studied. In this respect, it should be pointed

out that the range of variation of the oxygen mass fraction is constrained by the vaporization process in

the sense that its theoretical maximum value corresponds to the saturation condition YS
O2

. Therefore, the180

oxidizer stream atomic mass fraction is set in such a manner that it satisfies the saturation condition

ZO,ox = 2YS
O2

WO

WO2

+
∑
α,O2

aO,αYα,ox
WO

Wα
(9)

Nomenclature Meaning

Molecular transport
LeU Unity Lewis number

LeNU Non-unity Lewis number

Dispersed phase

PEV Pre-vaporized

NEV Non-vaporizing

EV Vaporizing

Table 1: DNS database nomenclature.

2.4. Description of the DNS database

A nomenclature is introduced so as to discriminate each computational conditions, see Tab. 1. The

classification is based on (i) the multicomponent molecular transport model and (ii) the dispersed phase

representation with three possible cases: pre-vaporized, non-evaporating droplets, and finally evaporating185

droplets. It is noteworthy that “pre-vaporized” refers to a case with the droplet evaporation assumed to

be infinitely fast: the corresponding cases (LeU-PEV and LeNU-PEV) are purely gaseous but feature a gas

composition that accounts for the corresponding mass of oxygen. Thus, the resulting database includes six

distinct cases, see Tab. 2.

LeU LeU-PEV LeNU-PEV

LeU-NEV LeU-EV LeNU-EV

Table 2: DNS database constitution.

Finally, it should also be pointed out that the configuration LeU does not take into account the dispersed190

phase: it corresponds to a purely gaseous condition featuring a homogeneous composition. This config-

uration is retained as a reference so as to evaluate the impact of the liquid phase on the multicomponent
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flowfield. To summarize, three gaseous cases (LeU, LeU-PEV, and LeNU-PEV) are considered together with

three two-phase flow cases (LeU-NEV, LeU-EV, and LeNU-EV).

3. Reference case195

The present section is aimed at providing some information on the plane jet development in the reference

(baseline) LeU case before embarking on possible effects induced by mass transfer (molecular diffusion

representation and/or vaporization).

3.1. Mixing layer growth during the potential core phase

Figure 2 depicts the evolution of the vorticity thickness δω as a function of the normalized time τω =200

t∆U/δω,0. As emphasized in the previous section, different values of the vorticity thickness may be obtained

in the upper and lower parts of the plane jet. Provided that the mean velocity profile is symmetric, both

values should be identical. The presence of slight disparities in the velocity profile may however induce

some differences in the corresponding upper and lower evolutions. For the sake of consistency, only the

time-steps relevant to the potential core phase, further detailed below, are considered.205

0 10 20 30 40 50 60 70
τω

0

1

2

3

4

5

δ ω
/δ
ω
,0

Figure 2: Temporal evolution of the normalized vorticity thickness. + upper part of the jet; ◦: lower part. Solid line: mean

evolution. Dashed: linearized evolution.

Between τω = 0.0 and τω = 70.0, both estimates of the vorticity thickness follow a standard evolution,

which is rather similar to the one observed in temporally-evolving mixing layers. It is noteworthy that the

corresponding evolution is linear, which is relevant to self-similarity.
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In the case of temporally-evolving mixing layers, this evolution is characterized on the basis of the

normalized growth-rate δ̇ω = (dδω/dt)/∆U. In the present case, it is δ̇ω = 0.065. In order to make easier the210

comparison of the present results with those previously obtained for spatially-evolving mixing layers, it is

possible to approximate the growth-rate of an equivalent spatially-developing mixing layer δ′ω,x as follows

δ′ω,x =
1
η

dδω
dx1
=

U1 + U2

U1 − U2

dδω
dx1
=

1
η

dt
dx1

dδω
dt
=

2
∆U

dδω
dt
= 2δ̇ω . (10)

In the above expression, the parameter η is given by (U1 − U2)/(U1 + U2) = ∆U/(2Uc) and it has been

assumed that the temporal window is moving at the convective velocity Uc = (U1 + U2)/2. With this defi-

nition, it is possible to compare the present results to those previously reported for incompressible mixing215

layers. The corresponding values are summarized in Tab. 3.

Reference Type δ′ω,x

Spencer and Jones (1971) Exp. 0.160

Wygnanski and Fiedler (1970) Exp. 0.190

Stanley and Sarkar (1997) DNS-2D 0.143

Martínez Ferrer et al. (2017) DNS-2D 0.166

Bogey (2000) DNS-2D 0.180

Rogers and Moser (1994) DNS-3D 0.130

Bell and Mehta (1990) DNS-3D 0.163

Present work: case LeU DNS-3D 0.130

Table 3: Normalized growth-rate of different incompressible mixing layers.

Finally, it appears that, during the potential core phase, the growth-rate of the mixing layers relevant to

the upper and lower parts of the plane jet is quite similar to the one documented for mixing layers. Then,

both mixing layers begin to interact and this interaction marks the beginning of a new phase that will be220

referred to as the auto-similarity phase.

3.2. Flow development during the auto-similarity phase

The temporal evolution of the jet is now followed according to a normalized time τ0.5, which is defined

on the basis of the jet half-width, i.e., τ0.5 = t∆U/δ00.5. As emphasized above, sheared flows are known to

display some auto-similar characteristics (Townsend, 1956). Especially, in plane jets, auto-similarity can be225

put into evidence by recasting the mean streamwise velocity component into the product of a characteristic
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velocity us (Bradbury, 1965) – which is only time-dependent – and a function f that depends only on a

normalized spatial coordinate x2/ls:

⟨u1⟩ (x2, t) = us(t) f (x2/ls) (11)

In general, the values of us and ls are set to uc and δ0.5, respectively. At this level, it is noteworthy that,

in most of the studies, the retained characteristic velocity is the jet centerline velocity and not the convective230

velocity as defined by Eq. (1). However, it must be emphasized that, in the corresponding configurations, the

jet exits into a quiescent medium and/or the computational domain is sufficiently large, in such a manner

that the coflowing stream velocity U2 remains constant. In such conditions, the jet centerline velocity

may be readily expressed as a function of the convective velocity by using a Galilean transform. Finally,

recent study by Sadeghi et al. (2018) established that the use of such auto-similarity laws, which may seem235

empirical at first sight, can be more formally justified.
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Figure 3: Temporal evolution of the normalized convective velocity uc (left) and half-width δ0.5 (right).

The temporal evolution of the aforementioned functions is depicted in Fig. 3. The persistence of the

potential core can be readily delineated at the early stages of the plane jet development. The normalized

convective velocity and half-width indeed remain almost unchanged with respect to their initial values:

the two shear layers that develop on the plane jet boundaries behave as independent mixing layers. In240

the present case, this behaviour is observed until τ0.5 is approximately equal to seventeen, a value quite

similar to the value τ0.5 = 16.9 previously documented by Bogey and Pineau (2018) in their study of a

temporally-evolving low-Mach number round jet. The potential core phase is followed by a sharp decay of

the velocity and the auto-similarity phase begins. The possible self-similarity of the flow development is
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now evaluated on the cross-stream profiles of the mean longitudinal velocity component ⟨u1⟩, see Fig. 4. The245

corresponding data are collected after the jet potential core phase. On the left side of this figure, the values

of the abscissa x2 and mean velocity ⟨u1⟩ are simply normalized by the initial half-width and convective

velocity, respectively, and the corresponding profiles obviously display a non-negligible scatter. This is in

contrast with the results issued from a normalization that makes use of uc and δ0.5 in Eq. 11. Indeed, once

normalized, all profiles collapse onto a single bell-shaped function. Slight departures from self-similarity250

may however be observed at the bases of these normalized profiles. This may be explained by the presence

of some perturbations in the vicinity of τ0.5 = 25.0, see Fig. 3. Therefore, the values τ0.5 = 18.0 and

τ0.5 = 25.0 are retained as relevant boundaries to perform auto-similarity analyses.
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Figure 4: Left: profiles of the mean streamwise velocity component ⟨u1⟩ plotted versus x2, values are normalized by the initial

half-width and convective velocity. Right: profiles normalized using the auto-similarity functions. Nine profiles equi-distributed

between τ0.5 = 18.0 and 34.0.

Spatially-developing plane jets display a direct proportionality between their thickness and the inverse of

their squared centerline velocity (Schlichting, 1968). A similar proportionality holds between their squared255

convective velocity u2
c and the inverse of their half-width 1/δ0.5, see for instance Gordeyev and Thomas

(2000) or Stanley et al. (2002). This is in contrast to their temporally-developing counterparts, which

are characterized by a convective velocity that is inversely proportional to their half-width (Sadeghi et al.,

2018). The evolution reported in Fig. 5 indeed confirms this tendency: the ratio uc,0/uc is found to be

approximately equal to δ0.5/δ00.5, provided that the latter remains smaller than 2.2. This limit in the domain260

of variation of δ0.5/δ00.5 is an outcome of the computational domain dimensions: the close proximity of the

boundary conditions indeed induces some departures from linearity.
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Figure 5: Inverse of the convective velocity uc versus half-width δ0.5. Dashed line: linear evolution up to δ0.5/δ
0
0.5 = 2.2 (τ0.5 = 50).
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Figure 6: Top view – whole computational domain – of the iso-contour of the second invariant of the VGT Q/Qmax = 0.001

(approximately 0.01 × ∆u/δ0.5) colored with the value of the longitudinal velocity component u1. Case LeU.
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The plane jet development can be pictured on the basis of some criteria that are commonly used to

identify flow structures (Lesieur et al., 2005), see Appendix B. For instance, an iso-contour of the second

invariant Q of the velocity gradient tensor (VGT) is depicted in Fig. 6 for different time steps. In the early265

stages, it is rather difficult to delineate coherent structures and, in this regard, it seems worth reminding that

a white noise was initially used to trigger the development of Kelvin-Helmholtz instability. Later on, and

especially from τ0.5 = 15.0, large coherent structures can be delineated.
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τ0.5 = 10
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τ0.5 = 35
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τ0.5 = 15

τ0.5 = 25

τ0.5 = 45

Figure 7: Top view – whole computational domain – of the iso-contour λ2/λ2,max = 0.001 colored with the value of the longitudinal

velocity component u1. Case LeU.

Two sets of tube-shaped vortices do appear with one set located on the upper part of the jet and another

located on its lower part. The two sets start developing independently from each other. Subsequently,270

between τ0.5 = 15.0 and τ0.5 = 20.0, the upper and lower sets start to interact, and this interaction marks

the end of the potential core stage. Tri-dimensional effects become visible with the birth of hairpin-shaped

vortices (Bernal and Roshko, 1986) and this may induce some dissymetries in the mean velocity profile.

Finally, when the largest structures collapse (τ0.5 ≥ 45.0), the flow structure seems to be more “chaotic”,

which sign its transition to turbulence. A similar behavior is observed through the consideration of the275

λ-criterion instead of the Q-criterion, see Fig. 7. However, with this criterion, the footprint of the hairpin
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vortices is visualized slightly early.

3.3. Towards developed turbulence?

The transitional flow is now inspected on the basis of its small-scale characteristics. Indeed, at latter

stages of its development (i.e., τ0.5 > 120.0), the flow topology features some characteristics that are closer280

to those of homogeneous turbulence. For instance, this is visible of the joint statistics of second and third

invariants of the VGT that are reported in Fig. 8. The corresponding distribution indeed displays a tear-drop

shape similar to the one early reported by Ooi et al. (1999) in the case of homogeneous isotropic turbulence

(HIT). This feature is indeed typical of many types of turbulent flows including sheared turbulence (Tsi-

nober, 2009). It is also relevant to turbulent two-phase flows provided that the VGT statistics are collected285

in the carrier phase (Onofre Ramos et al., 2022a).
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Figure 8: Iso-lines of the joint PDF of the second and third VGT invariants (Q and R) normalized by the vorticity norm. The

spacing between consecutive iso-lines is one decade and decade exponents are, from outer to inner: −2, −1, and 0.

At this level, the size of the computational domain as well as the numerical resolution deserve to be

analyzed in further details. To this purpose, the computational domain dimensions are compared to the

turbulent scales in order to verify that: (i) the extents in the streamwise and spanwise directions are large

enough to capture the largest length scales, and that (ii) the smallest scales, as given by the Kolmogorov290

scaling, are properly solved. Two different methods can be used in conjunction with scaling relationships in

order to evaluate turbulent scales (Pope, 2000). In the first approach, integral length scales are deduced from

the two-point correlation computations, whereas the second approach makes use of the computed turbulent
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kinetic energy ⟨k⟩ and dissipation rate ⟨ε⟩:

ℓt = ⟨k⟩3/2 ⟨ε⟩−1 and ηK = ⟨ν⟩
3/4 ⟨ε⟩−1/4 . (12)

where ℓt and ηK denote the integral and Komogorov length scales, respectively. The averaging is performed295

for values of the normalized times τ0.5 that are larger than 120.

For any quantity φ, the two-point correlation along the direction xi can be expressed as follows:

Ri,φ(∆xi, x2, t) =
〈
φ′(x1, x2, x3, t)φ′(x1 + δ1i ∆xi, x2, x3 + δ3i ∆xi, t)

〉
/
〈
φ′2

〉
, (13)

where δ1i denotes the Kronecker delta operator.

Figure 9 reports two-point correlations of the velocity field components along the longitudinal and span-

wise directions. Five locations are considered along the x2 direction: the jet center-line, the two shearing300

interfaces, and locations close to the boundary condition, with one point on each side (upper and lower

parts) of the plane jet. As expected, the correlation decreases as the distance ∆xi between the two points is

increased and the small values obtained at large abscissa (i.e., in the middle of the domain) confirms that

there is no remarkable contamination of the results by finite domain size effects.

Turbulence integral length scales along the spanwise and streamwise directions can be deduced from305

these correlations (Pope, 2000):

ℓt,i =

∫ Li/2

0
Ri,uid(∆xi) . (14)

The values of the integral length scales, as evaluated from Eq. (12) and Eq. (14), are reported in Tab. 4.

The obtained results show that the integral length scales remain of the order of one tenth of the extent

of the computational domain, which is fully consistent with values previously documented in other ref-

erences (Pantano and Sarkar, 2002; Pantano et al., 2003; Mahle, 2007). Moreover, the ratio between the310

streamwise and spanwise integral length scale is close to two, a rather standard value for this kind of flow

configuration (Pope, 2000). Finally, it is noteworthy that the estimates deduced from Kolmogorov scalings,

as given by Eq. (12) , are slightly smaller than those deduced from the correlation function.

ℓt,1/ℓt,3 ℓt,1/L1 ℓt,3/L3

Eq. (12) 1.70 0.078 0.092

Eq. (14) 1.76 0.132 0.149

Table 4: Integral length scales versus domain dimensions.
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Another relevant characteristic length is the Taylor micro-scale λT . It can be determined from the two-

point correlation profiles (Pope, 2000):315

λT,1 =
(
− f ′′1 (r = 0)/2

)−1/2
and λT,3 =

(
− f ′′3 (r = 0)/2

)−1/2
, (15)

where fi = Ri,ui for a given value of x2 and at a given time. In this expression, the notation ′′ represents the

second derivative with respect to r, the distance that separates the two points. Considering the osculating

parabola pi of the curve described by fi leads to:

pi(r) = 1 + r2 f ′′i (0)/2 = 1 − r2/λ2
T,i , (16)

from which the value of the Taylor length scale value can be deduced. At this level, it should be pointed

out that, for this type of flow configuration (Pope, 2000), the Taylor length scales are inter-related: λT,3 =320

λT,1/
√

2. Figure 10 illustrates the use of the osculating parabola so as to deduce the Taylor scales. For

instance, considering the point where the osculating parabola crosses the abscissa axis leads to a value of

λT,1/L1 approximately equal to 0.06. The obtained values are reported in the first line of Tab. 5. They are

compared to those deduced from the scaling provided below in Eq. (17). The ratio λT,1/λT,3 is indeed found

to be rather close to
√

2 and this value is better approached using Taylor length scale values issued from the325

two-point correlations.

λT,1/λT,3 λT,1/L1 λT,3/L3 λT,1/∆x λT,3/∆x

Eq. (16) 1.35 0.056 0.083 31.4 23.2

Eq. (17) 1.24 0.031 0.050 17.4 13.9

Table 5: Comparison of the Taylor micro-scales with respect to computational dimensions.
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Figure 10: Osculating parabola (dashed line) to two-point correlation profiles (plain line) at point x2/δ0.5 = 1.0.
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Based on the turbulent Reynolds number definition Ret = k1/2ℓt/ν = k2/(εν), and considering scalings

relevant to HIT, the following expressions can be obtained:

λT/ℓt =
√

10 Re−1/2
t , ηk/ℓt = Re−3/4

t and λT =
√

10 η2/3
k ℓ

1/3
t , (17)

As a computational resolution check, it is worth verifying that the spatial discretization step ∆x remains

the same order of magnitude as the Kolmogorov scale. In this regard, it must be emphasized that this330

does not necessarily mean that the ratio ηk/∆x must be strictly larger than unity (Moin and Mahesh, 1998).

The Kolmogorov length scale value is determined using two distinct methods: the first makes use of the

resolved mean dissipation rate, see Eq. (12), and the second is based on the two-point correlation used in

conjunction with the Kolmogorov scalings, as given by Eq. (17). The resulting values are reported in Tab. 6.

The obtained estimates suggest that the level of computational resolution is indeed sufficient and it is also335

noteworthy that both methods lead to values that are the same order of magnitude.

4. Influence of the dispersed phase

The possible influence of droplet dispersion and vaporization on the flowfield development is now stud-

ied on the basis of the three cases LeU-EV, LeU-PEV, and LeU-NEV. Case LeU-NEV does not take droplet

vaporization into account. Put in other words, the mass and energy couplings between the two phases have340

not been considered. However, the momentum coupling is maintained. Thus, this case displays some simi-

larities with the particle-laden mixing layers previously studied by Dai et al. (2019a,b). Then, case LeU-PEV

corresponds to a limit situation where vaporization is assumed to be infinitely fast. The third case LeU-EV

can be thought as an intermediate situation where vaporization competes with other physical processes. By

taking into account different two-way coupling terms, the jet development is expected to differ from one345

situation to another.

ηk,1/ηk,3 ηk,1/L1 ηk,3/L3 ηk,1/∆x ηk,3/∆x

Eq. (12) 1.06 0.003 0.007 1.94 1.83

Eq. (17) 1.19 0.007 0.011 3.65 3.07

Table 6: Comparison between Kolmogorov length scale estimates and domain dimensions.
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Figure 11: Comparison between temporal evolutions of the normalized convective velocity (left) and half-width (right) obtained

for the simulations conducted under the unity-Lewis number approximation.

4.1. Flowfield development

The temporal evolution of the characteristic half-width δ0.5 and convection velocity uc, as evaluated

during the transition and potential core phases, are reported in Fig. 11. The corresponding set of results

undoubtedly shows that the influence of the dispersed phase is non-negligible. In this respect, case LeU-EV350

exhibits the largest differences with the reference case LeU. In particular, for the convective velocity, a

significant decrease is first observed until τ0.5 = 5. This is a direct outcome of the evaporation term, indeed,

since x1 and x3 are homogeneous directions, the transport equation of the mean density reads:

∂ ⟨ρ⟩

∂t
=

〈
ḋρ

〉
−
∂ ⟨ρu2⟩

∂x2
. (18)

At the beginning of the simulation, droplets are mostly concentrated within the central part of the jet.

Evaporation may take place and it is indeed very effective since, at this location, droplets are the largest355

and gaseous oxygen mass fraction is the lowest. Thus, the coupling term in Eq. 18 contributes to a density

increase at the center of the jet as illustrated in Fig. 12. As further discussed below, the evaporation term

also contributes with a positive sign in the momentum budget equation. Nevertheless, since the density

increases in the central part of the jet (see the left side of Fig. 12), momentum conservation is achieved

through an overall diminution of the jet center-line velocity. At this level, it must be emphasized that, in the360

momentum transport equation, there is another contribution which does involve the slip velocity between

the two phases, see Appendix A. In this respect, it should be recalled that, at the start of the computation,

LOx droplets have been randomly scattered within the high-speed central part of the planar jet with no

initial slip velocity.
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Figure 12: Left: temporal evolution of the normalized density (LeU-PEV and LeU-EV cases). Right: mean velocity profiles at

τ0.5 = 10 (LeU and LeU-EV cases).

At time τ0.5 = 10 the computational domain still contains a proportion of around forty-five percent of365

the initial number droplets. However, ninety-nine percent of the initial liquid mass has already been evapo-

rated. This explains why the convective velocity and density evolutions stabilize after τ0.5 = 8. Finally, all

droplets are fully evaporated at τ0.5 = 12. In the characteristic half-width evolution, two phenomena may

be observed. On the one hand, the coupling terms in the momentum equation contribute to the widening of

the mean velocity profile. On the other hand, the maximum of the jet convective velocity is decreased in the370

first phase, thus imposing a lower range for the determination of its characteristic half-width. Therefore, the

half-width increases significantly in comparison with the other cases.

To better understand the effects of the dispersed phase on the evolution of the velocity mean profile, the

different contributions are now analyzed. The transport equation of the streamwise velocity component may

be written as375

∂ ⟨ρ⟩ ⟨u1⟩

∂t
+
∂ ⟨ρ⟩ ⟨u1⟩ ⟨u2⟩

∂x2
=
∂ ⟨τ12⟩

∂x2
−
∂ ⟨ρu1u2⟩ − ⟨ρ⟩ ⟨u1⟩ ⟨u2⟩

∂x2
−
∂ ⟨ρu1⟩ − ⟨ρ⟩ ⟨u1⟩

∂t
+

〈
ḋρu1

〉
. (19)

The different terms of the RHS of Eq. 19 are, from left to right, the viscous stress term, the term related to

the velocity fluctuations, a temporal contribution, and the Eulerian-Lagrangian coupling term. The last one

may be decomposed into two distinct contributions: a term related to droplets drag and a source term due

to evaporation (see Appendix A).

Figure 13 depicts the contributions of each term during the potential core phase (τ0.5 = 10). The380

corresponding budget is reported in Fig. 14. At this stage of the jet development, the viscous stress term

is dominant in most of the cases. It may be observed that both purely gaseous cases feature a similar

behavior with only slight differences at the shear layer location, namely x2/δ0.5 = ±1. Theses differences
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Figure 13: Terms of the stream-wise momentum budget equation, normalized by ρ0∆U2/δ0.5, at τ0.5 = 10. Upper-left: LeU.

Upper-right: LeU-NEV. Lower-left: LeU-PEV. Lower-right: LeU-EV. + : Viscous stress. ∗ : Velocity fluctuations. ⋄ : Temporal

fluctuations. ◦ : Eulerian-Lagrangian coupling.

may be ascribed to density fluctuations relevant to the prevaporization of the dispersed phase. In regard

to the non-evaporating droplets case, the coupling term related to droplets drag cannot be neglected. In385

the absence of evaporation, the Stokes number value remains almost unchanged and such that St ≫ 1.

Therefore, even if the velocity difference between the gas and liquid phases (i.e., the slip velocity) has been

initially set to zero, if large velocity fluctuations are triggered in the gas phase, the droplet velocity may be

unable to adapt to these variations. Indeed, the drag term is almost zero in the center of the jet since, at

this level of development, this zone is almost unaltered by the flowfield inhomogeneity. On the contrary, in390

the vicinity of the shear layer, where the velocity difference is the largest, the contribution of drag reaches

a maximum. Furthermore, because of the positive sign of this contribution in this zone, droplets are prone

to maintain large velocity gradients between the jet and the co-flow. This is in agreement with the results

previously documented by Ling et al. (2000); Dai et al. (2019b) for particle-laden mixing layers: large

particles, i.e., high Stokes number, withdraw kinetic energy to the flow, thus stabilizing the mixing layer,395

which is in contrast with small particles that enhance momentum exchange and contribute to mixing layer
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destabilization.
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Figure 14: Budget of the stream-wise momentum, normalized by ρ0∆U2/δ0.5, at τ0.5 = 10 over the whole domain (left) and zoom

over x2/δ0.5 ≤ 2 (right). Legend: identical to Fig. 11.

As previously stated, case LeU-EV features a rather different behavior. In fact, at this level of devel-

opment, most of the liquid droplets are already evaporated, and hence, the coupling terms are practically

negligible with respect to the other terms. Nevertheless, their impact on the flow remains non-negligible400

through local density and velocity fluctuations that induce a large increase in the fluctuating term. Fur-

thermore, even at this early stage of the jet development, some differences are visible on the centerline. In

this respect, the droplet evolution is analyzed through the Stokes number and the Knudsen number Kn as

reported in Fig. 15. The latter is defined in a way similar to the work of Kolakaluri et al. (2014) as the

ratio δp/δ0.5 between averaged inter-droplet distance δp and the flow characteristic length. It should how-405

ever be emphasized that several definitions of the Knudsen number can be found in the literature, see for

instance Fréret et al. (2008). Nevertheless, since no droplet-droplet interaction is taken into account for the

dilute conditions considered herein, the definition based on the averaged inter-droplet distance rather than

the droplet mean free path seems to be more relevant to the present configuration.

At τ0.5 = 10, for case LeU-NEV, the PDF of the Stokes number can be approximated by a Dirac delta410

function. This is in contrast with the PDF obtained for case LeU-EV: the kinetic relaxation time, and hence,

the Stokes number is markedly decreased because of vaporization. It is indeed noteworthy that most of the

droplets are such that St is significantly smaller than unity: droplets are prone to follow the flow streamlines.

In regard to the droplet distribution within the computational domain, one can notice that the Knudsen

number remains almost unchanged for case LeU-NEV: the distribution remains barely modified with respect415

to the initial one. For case LeU-EV, increased values of the Knudsen number are relevant to the increase of
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Figure 15: PDF of the Stokes (left) and Knudsen (right) numbers at τ0.5 = 10. Plain line: PDF(Kn) at τ0.5 = 0.

the droplet inter-distance, which may be as large as half of the half-width. Indeed, some droplets have been

already fully evaporated, thus leading to a more dilute spray. Finally, it is usual to scrutinize the possible

small-scale inertial clustering that may arise from the competition between the droplet inertia and the Stokes

drag, see for instance Wang et al. (2021). Therefore, the droplet Stokes number has been also evaluated on420

the basis of the dissipative time scale. The PDF of the corresponding Stokes number Stη is reported together

with the PDF of the droplet diameter in Fig. 16. Since the Stokes number Stη keeps values larger than unity

inertial clustering is not expected to play a significant role.

0.5 0.6 0.7 0.8 0.9 1.0
ad/ad,0

0

5

10

15

20

P
D
F
(a

d
/a

d
,0
)

0 1 2 3 4 5 6 7 8
Stη

0.0

0.2

0.4

0.6

0.8

1.0

P
D
F
(S
t η
)

Figure 16: PDF of the normalized droplet diameter (left) and Stokes number Stη (right) at τ0.5 = 10 for case LeU-EV.

Since the dispersed phase is expected to impact the jet development, the possible self-similarity of the

two-phase flow jet is now evaluated for the various conditions that are considered in this section. To this425

purpose, normalized mean velocity profiles are reported in Fig. 17. In this figure, it is noteworthy that, at
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Figure 17: Left: profiles of the mean streamwise velocity component ⟨u1⟩ plotted versus x2, values are normalized by the initial

half-width and convective velocity. Right: corresponding normalization using the auto-similarity functions. From top to bottom:

LeU, LeU-NEV, LeU-PEV and LeU-EV.

this level of development, for both configurations featuring no density changes, self-similarity is indeed

observed. In regard to the pre-vaporized case, only very slight differences do appear at the bottom of the

profiles. In fact, if one except the vaporizing case LeU-EV, the results reported in Fig. 17 provide some

support to an auto-similar regime for the present conditions. For the case LeU-NEV, the fact that there is430
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no slip velocity at the start of the computations will favor this regime. Finally, as stated above, for case

LeU-EV, it seems that slight departures from the self-similarity are observed. The results reported on the

left side of Fig. 17 show that the width of the normalized mean velocity profiles is larger, even though the

decrease of the convective velocity is smaller compared to the other cases.

4.2. Characterization of scalar mixing435

In this section, attention is focused on cases LeU-PEV and LeU-EV. Molecular mixing can take place be-

tween the fuel and oxygen vapor. Since diffusivity coefficients are supposed to be the same for all chemical

species (i.e., Dα = D for α = 1, ..,Ns), the various mixture fraction definitions will be equivalent. There-

fore, only the results obtained with the Bilger’s mixture fraction definition, namely ξB as given by Eq. 8,

are presented. The joint statistics of the methane mass fraction YCH4
and mixture fraction ξB obtained at440

τ0.5 = 10 are reported in Fig. 18. As expected, a linear relationship holds between the two variables: the

composition of the mixture is unambiguously deduced from the single knowledge of the mixture fraction

value.
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Figure 18: Joint statistics of the CH4 mass fraction YCH4
and mixture fraction ξB at τ0.5 = 10. Left: LeU-EV. Right: LeU-PEV.

It is also noteworthy that, for both cases, the oxidizing stream condition (i.e., the point featuring the

smallest amount of fuel) differs. This may be further investigated through the mixture fraction PDF, which445

is reported in Fig. 19. For case LeU-PEV, the largest amount of oxidizer is present in the gas phase at

τ0.5 = 0 and molecular mixing takes place between fuel and the whole amount of oxidizer from τ0.5 = 0 to

τ0.5 = 10. This is in contrast with case LeU-EV, for which droplets are still evaporating at τ0.5 = 10 thus

leading to regions featuring larger concentrations of oxygen. At this level, it seems worth pointing out that

pure oxidizer conditions are never reached in the gas phase.450
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Figure 19: PDF of the mixture fraction ξB at τ0.5 = 10.

The mixing rates are now inspected on the basis of the mixture fraction scalar dissipation rate (SDR),

which is defined as χ = 2 D gξ ·gξ = 2 D
∥∥∥gξ

∥∥∥2, with D the molecular diffusion coefficient of any species and

gξ ≡ ∇ξ. The SDR is known to be central to the description of turbulent non-premixed combustion (Gomet

et al., 2012) and two-phase flow combustion (Reveillon and Demoulin, 2007), including rocket engine

conditions such as those considered herein (Gomet et al., 2014). Figure 20 displays the joint statistics455

of the scalar dissipation rate χ and mixture fraction ξB at τ0.5 = 10. A non-negligible amount of the

statistics corresponds to compositions associated to large values of ξB (i.e., high concentrations of fuel)
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Figure 20: Joint statistics of the scalar dissipation rate χ and mixture fraction ξB at τ0.5 = 10. The difference between each iso-line

is one decade. The decade exponents are, from outer to inner: −3, −2, and −1 for case LeU-PEV (left), and −4, −3, and −2 for case

LeU-EV (right). Dashed line: mean mixture fraction.
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and rather moderate values of the SDR. In condition LeU-EV the SDR values are significantly increased as

smaller values of ξB are considered: vaporization sustains composition gradients and associated SDR. Fom

a general point of view and, in comparison to case LeU-PEV, SDR levels are indeed significantly larger for460

condition LeU-EV. Droplet evaporation is an additional source of composition variation and thus enhances

the SDR.

4.3. Small-scale analysis

As illustrated in Fig. 21, the birth of the largest structures is triggered at the early stages of the jet

development. They feature similar characteristics for all cases. However, significant differences, relevant465

to the dispersed phase, may be observed: (i) cases LeU and LeU-PEV are indeed quite similar; (ii) for case

LeU-NEV the largest structures are significantly reduced in size, and some micro-perturbations located on

the vicinity of the droplets may be observed; and (iii) for case LeU-EV, it becomes difficult to discriminate

the large-scale structures from micro-perturbations.

Figure 21: Top view – whole computational domain – of the iso-contour Q/Qmax = 0.01 colored with the value of the longitudinal

velocity component u1 at τ0.5 = 10.. Upper-left: LeU. Upper-right: LeU-NEV. Lower-left: LeU-PEV. Lower-right: LeU-EV.

At latter stages of the jet development, the topology of the flow, as pictured by the Q criterion, are pre-470

sented in Fig. 22. Configurations LeU and LeU-NEV display rather close characteristics, the main difference

being related to the presence of additional micro-perturbations, which are relevant to the dispersed phase.

The flow topologies in cases LeU-PEV and LeU-EV seem to display more structures but smaller in size. In

particular, a significant number of hairpin-shaped vortices are observed for case LeU-EV and even though

all droplets have been evaporated, this may be related to additional vaporization-induced fluctuations.475

The joint statistics (Q,R) of the second and third invariants of the VGT obtained at τ0.5 = 24 are

displayed in Fig. 23. This diagram may be thought of as an illustration of the equilibrium between vorticity
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Figure 22: Top view – whole computational domain – of the vortices as identified using the Q-criterion at τ0.5 = 24. Iso-surface

corresponding to Q/Qmax = 0.01 colored with the value of the longitudinal velocity component u1. Upper-left: LeU. Upper-right:

LeU-NEV. Lower-left: LeU-PEV. Lower-right: LeU-EV.

production and stretching processes. The condition Q > 0 is relevant to vorticity-dominated regions whereas

the condition Q < 0 corresponds to shear-dominated regions. The meaning of R depends on the sign of Q.

For positive values of Q, the negative values of R correspond to compression and vorticity destruction.480

On the contrary, positives values of R correspond to vorticity production through shearing processes. For

negative values of Q, positive values of R are relevant to sheet-like distribution of vorticity whereas negative

values correspond to tube-like distribution of vorticity.
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Figure 23: Joint statistics of the invariant Q as a function of R normalized by the norm of the vorticity at τ0.5 = 24. The difference

between each iso-line is one decade. The decade exponents are, from outer to inner: −2, −1 and 0. From left to right: LeU,

LeU-NEV, LeU-PEV, and LeU-EV.

Various statistics are observed during the transitional development of the turbulent jet (Gomes-Fernandes

et al., 2014; Breda and Buxton, 2019). In cases LeU and LeU-NEV statistics are dominated by vorticity485
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(Q > 0), with equivalent probability of destruction (R < 0) and production (R > 0). For configura-

tions LeU-PEV and LeU-EV, however, the distributions are closer to those previously reported by Paul and

Dodd (2018) in the case of moving bubbles. The shape of the contours stretches along the Vieillefosse

line (Vieillefosse, 1982), which characterizes the condition ∆ = 0, i.e., zero value of the discriminant of the

characteristic polynomial. This may be explained by the presence of pockets featuring significant density490

variations that impact the flow topology.

As previously mentioned, simulations LeU and LeU-PEV have been conducted until turbulence is devel-

oped further downstream. The intermittent nature of the dissipation rate in turbulent flows suggests that its

distribution is rather close to a log-normal function (Wang et al., 1996). Figure 24 displays the standard-

ized turbulence dissipation rate and scalar dissipation rate for these two cases. For the sake of consistency,495

only the regions where turbulence tends towards an homogeneous stage are considered. Thus, the statisti-

cal analysis is conditioned to the half-width |x2/δ0.5| ≤ 1. In addition to this, the corresponding statistical

moments are reported in Tab. 7. Here, the notations σ(•), σ(•)2, and µr(•) stand for the standard deviation,

the variance, and the r-th order moment, respectively.
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Figure 24: Standardized PDF of ln(ε) (left) and ln(χ) (right) conditioned to the half-width |x2/δ0.5| ≤ 1. Gray line: Gaussian

distribution.

For comparison, a reference Gaussian distribution is also provided in both figures. It may be observed500

that for all retained quantities, the distribution is rather close to a log-normal. This behavior is indeed

observed for different flow configurations studied in the literature (Vedula et al., 2001). In fact, a “super-

Gaussian” behavior is observed on the left side whereas a “sub-Gaussian” behavior is observed on the right

side. This corresponds to a negative but small skewness (µ3) and a kurtosis (µ4) close to 3, which is the
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characteristic value of a Gaussian distribution. Finally, it may be observed that the departure from the505

log-normal behavior is more important for configuration LeU-PEV.

ε (LeU) ε (LeU-PEV) χ

σ(•)/µ1(•) 1.18 1.22 1.93

µ3(•) 3.75 4.10 5.03

µ4(•) 30.2 35.3 43.4

σ(ln(•))2 1.19 1.24 3.03

µ3(ln(•)) −0.34 −0.41 −0.38

µ4(ln(•)) 3.15 3.45 3.20

Table 7: Statistical moments of the turbulence and scalar dissipation rates conditioned to the jet half-width.

5. Influence of the molecular transport model

The unity Lewis number assumption is standardly retained to describe mixing processes taking place in

multicomponent flows. Its validity however remains questionable from a general point of view, as previously

shown, for instance, in the analyses of Ranga Dinesh et al. (2016) and Falkenstein et al. (2020b,a). In this510

respect, differential diffusion effects have been shown to alter the SDR at turbulent interface in temporally-

developing plane jet (Hunger et al., 2016). This section is focused on this peculiar issue with special

emphasis placed on the choice of a relevant molecular transport model for the present configuration.

5.1. Flowfield development

Figure 25 reports a comparison between the temporal evolutions of the characteristic convective velocity515

and half-width obtained for cases LeU-PEV and LeU-EV, and for the corresponding configurations that takes

differential diffusion effects into account, namely cases LeNU-PEV and LeNU-EV. This figure shows that

the impact of differential diffusion seems to be less important than the one relevant to the presence of a

dispersed phase. However, it should be pointed out that its overall effect on the flow is non-negligible.

To make the discussion easier, the ratio between the molecular diffusivity of the chemical species in-520

jected at the liquid state (O2) and thermal diffusivity, which is nothing else but 1/LeO2
is reported in Fig. 26.

The corresponding profile has been obtained at τ0.5 = 10 and it results from an averaging performed along

homogeneous directions, i.e., planes (x1, x3). First, it is remarkable that, even if the differences with respect

to the profile relevant to the unity Lewis number assumption are indisputable, the ratio between the oxygen
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Figure 25: Comparison between the temporal evolutions of the convective velocity and the half-width obtained for cases LeU-PEV,

LeU-EV, LeNU-PEV, and LeNU-EV.
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Figure 26: Profiles of the mean value of the oxygen Lewis number obtained for cases LeNU-PEV and LeNU-EV. The plain line

corresponds to the standard unity Lewis number approximation.

diffusivity and the thermal diffusivity remains almost constant across the whole jet. The slight variations525

that are observed may be simply ascribed to changes in temperature and composition. In this regard, a

common approach consists in imposing a constant Lewis number for all chemical species. However, it is

also important to point out that the droplet evaporation rate is directly related to the molecular diffusivity

coefficient. Indeed, for a given mixture composition (and provided one assumes negligible variations of

the Sherwood number), droplet evaporate twice as fast in the unity Lewis number case LeU-EV than they530

do in the differential diffusivity case LeNU-EV. For instance, at time τ0.5 = 10, half of the total number

of droplets as well as ninety-nine percent of the injected liquid mass has been evaporated in case LeU-EV,
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whereas in case LeNU-EV all droplets are still present and only seventy percent of the total mass has been

evaporated. Hence, it is expected that droplet evaporation is less intense and lasts over a longer period of

the jet development in the second case.535
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Figure 27: Terms of the mean velocity budget normalized by ρ0∆U2/δ0.5 at τ0.5 = 10. Upper-left:LeU-PEV. Upper-right: LeU-EV.

Lower-left: LeNU-PEV. Lower-right: LeNU-EV. + : viscous stress. ∗ : velocity fluctuations. ⋄ : temporal fluctuations. ◦ : Eulerian-

Lagrangian coupling.

To get further insights into the mean velocity evolution, the various terms present in its transport equa-

tion, as well as the budget itself, are reported in Figs. 27 and 28, respectively. It seems that differential

diffusivity does not significantly influence the jet development in gaseous conditions. Indeed, both pre-

vaporized cases LeU-PEV and LeNU-PEV feature close characteristics. This is in contrast with evaporating

cases LeU-EV and LeNU-EV, which display noticeable differences. These differences are direct outcomes540

of evaporation through the Eulerian-Lagrangian coupling terms and temporal variations of density. The

former is more important in case LeNU-EV since, at the considered stage of development, the liquid volume

fraction is larger. The second term is more important in case LeU-EV, and as previously emphasized, this

may be explained by the more abrupt evaporation in this case, which leads to higher density fluctuations.

The various terms are almost the same for both pre-vaporized cases. However, both evaporating cases dis-545
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play additional variations compared to their pre-vaporized counterparts. These variations remain moderate
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Figure 28: Budget of the streamwise momentum, normalized by ρ0∆U2/δ0.5, at τ0.5 = 10 over the whole domain (left) and zoom

over x2/δ0.5 ≤ 2 (right). Linestyles are the same as those used in Fig. 25.

for case LeNU-EV whereas they are significant in case LeU-EV. Therefore, these two jet configurations are

expected to develop in a different manner. Differences in evaporation rate obviously impact the droplet

size distributions. Figure 29 reports the PDF of the Knudsen and Stokes numbers at τ0.5 = 10. It may be

observed that for case LeU-EV, droplets are more dispersed. This may be explained by (i) a higher dilution550

rate and (ii) Stokes number values smaller than unity for a significant proportion of the droplets. Moreover,
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Figure 29: PDF of the Knudsen (left) and Stokes (right) numbers at τ0.5 = 10 for cases LeU-EV and LeNU-EV.

even if the droplet Stokes number is decreased for case LeNU-EV, it remains larger than unity. Thus, the

kinetic relaxation time is higher than the flow characteristic time, and hence, the distribution of droplets in

the computational domain is not significantly altered.
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Cross-stream profiles of the normalized longitudinal velocity component and possible self-similarity555

characteristics are now analyzed. The right side of Fig. 30 displays mean velocity profiles for cases

LeNU-PEV and LeNU-EV, once normalized by uc and δ0.5. It is noteworthy that, after normalization, these

profiles are not perfectly superimposed, especially for the case with evaporation (LeNU-EV). The discrepan-

cies observed in case LeNU-EV increase with time but remain however quite similar to those reported in the

previous section for case LeU-EV.560
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Figure 30: Left: profiles of the mean streamwise velocity component ⟨u1⟩ plotted versus x2, values are normalized by the initial

half-width and convective velocity. Right: normalization using the auto-similarity functions uc(t) and δ0
0.5(t). Top: LeNU-PEV.

Bottom: LeNU-EV.

5.2. Description of the multicomponent mixture

Under the unity Lewis number assumption, the composition of the fresh mixture is unequivocally de-

scribed by the mixture fraction. This quantity is of particular interest in the framework of either non-

premixed or partially-premixed combustion (Mura and Demoulin, 2007; Gomet et al., 2012). For instance,

the flamelet framework relies on the knowledge of this mixture fraction field together with associated565
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SDR (Peters, 1984). Therefore, a suitable mixture fraction definition is required to proceed with the de-

scription of the turbulent reactive flow within this modelling framework. Figure 31 depicts, for the case

LeNU-EV, iso-lines of the joint PDF of (i) mixture fraction and methane mass fraction and (ii) mixture frac-

tion and oxygen mass fraction. The two definitions introduced in section 2.3 are considered. As expected,

since differential diffusion effects are now taken into account, non-negligible departures from linearity are570

observed.

0.006

0.008

0.010

0.012

0.014

0.016

Y C
H

4

y = 0.017x − 0.001

r2 = 0.986

y = 0.014x + 0.002

r2 = 0.998

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
ξB

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Y O
2

y = 0.966 − x

r2 = 0.982

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
ξO

y = 0.984 − x

r2 = 0.998

Figure 31: Iso-lines of the joint PDF of (i) mixture fraction and methane mass fraction (top) and (ii) mixture fraction and oxygen

mass fraction (bottom) at τ0.5 = 10 for case LeNU-EV. Two definitions of the mixture fraction are considered: ξB (left) and ξO

(right). The difference between each iso-line is one decade. The decade exponents are, from outer to inner: 0, 1 and 2 for YCH4
,
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. Gray line: linear behaviour.

It is noteworthy that the mixture fraction definition based on oxygen atoms conservation ξO seems to be a

better candidate to describe the multicomponent mixture since it leads to a relationship between composition

(i.e., chemical species mass frations) and mixture fraction that is closer to linearity and univocality. This

behaviour may be related to the characteristics of the retained configuration. Indeed, the oxygen that is575

delivered in the gas phase through LOx droplets vaporization is easier to follow through the ξO definition.

Moreover, as emphasized in the previous sections, the evaporation rate is driven to a large extent by
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molecular transport and modifications in evaporation rate directly impact the composition of the gaseous

mixture. This is illustrated on the mixture fraction PDF reported in Fig. 32. At this level, it must be pointed

out that, in order to consider only regions where molecular mixing is significant, the PDF is conditioned580

by |x2/δ0.5| < 2 for the early stage of the jet development (τ0.5 = 10) and |x2/δ0.5| < 4 for the latter stage

(τ0.5 = 24).

0

2

4

6

8

10

12

PD
F

( ξ
O
|
|x

2/
δ 0
.5
|
<

4) LeU-PEV
LeNU-PEV
LeU-EV
LeNU-EV

0

1

2

3

4

5

0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00
ξO

0

1

2

3

4

5

6

7

PD
F

( ξ
O
|
|x

2/
δ 0
.5
|
<

2)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
ξO

0.0

0.5

1.0

1.5

2.0

2.5

3.0

Figure 32: Conditioned PDF of the mixture fraction at τ0.5 = 10 (top) and τ0.5 = 24 (bottom).

For the pre-vaporized cases, the influence of differential diffusion remains moderate but cannot be ne-

glected. Indeed, the presence of fuel-lean zones is slightly increased in case LeNU-PEV compared to case

LeU-PEV. This may be explained by the smaller value of the molecular diffusion coefficient of oxygen as-585

sociated to case LeNU-PEV. This is in contrast with the vaporizing cases: since vaporization is intensified

in case LeU-EV, larger amounts of oxygen are present at the early stages of the jet development. Once the

jet has developed over a longer time, these differences are lessened. Finally, the results show that, even

if differential diffusion has a moderate direct impact on the jet development, its effects on vaporization

may however be significant. Thus, scalar fields may be significantly altered compared to their counterparts590

obtained under the unity-Lewis number approximation and, as a consequence, in computations of practi-
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cal devices featuring liquid injection, non-negligible changes are to be expected when considering (or not)

differential diffusion effects.

6. Conclusions and perspectives

This manuscript explores the impact of vaporization and differential diffusion on the development of595

a temporally evolving droplet-laden plane jet. In a first step of the analysis, a reference case without any

droplet is scrutinized. Then, the effects of a vaporizing liquid dispersed phase on the jet development are

analyzed. To this purpose, three different configurations, featuring various characteristic evaporation times,

are studied. They may be thought of as (i) infinitely fast evaporation – i.e., pre-vaporized –, (ii) infinitely

slow evaporation – i.e., non-evaporating –, and (iii) finite-rate evaporation competing with convective and600

molecular processes. It is found that the impact of the dispersed phase on the jet development cannot be

neglected, especially in the case featuring finite values of the droplet vaporization time, which leads to the

largest modifications with respect to the reference case. In a third and final step of this study, the influ-

ence of the choice of the molecular transport model on the jet development is investigated. It is found that

differential diffusion has a rather moderate influence – which cannot however be neglected – on the jet de-605

velopment. The molecular transport model is found to induce significant changes on evaporation, and thus,

on the composition. Depending on the application that is considered, as for instance combustion applica-

tions, this may have a significant impact of the multicomponent flow development. It is thus concluded that

the present DNS databases offer interesting perspective future analyses, considering for instance exothermal

reactions taking place among the chemical species.610
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Appendix A. Description of the mathematical model

The gas phase is assumed to be a mixture of Ns chemical species. The concentration of each species α

is evaluated from its mass fraction Yα = ρα/ρ, where ρ refers to the density of the mixture, and ρα is the

partial density of chemical species α. The energy of the system is characterized on the basis of its sensible

enthalpy hs. The sensible enthalpy of each chemical species is calculated from a reference temperature T0800

using its heat capacity at constant pressure cp,α

hs,α(T ) =
∫ T

T0

cp,α(θ)dθ (A.1)
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which, after summation performed over the whole set of chemical species, leads to

hs(T ) =
Ns∑
α=1

Yαhα(T ) =
Ns∑
α=1

(
Yα

∫ T

T0

cp,α(θ)dθ
)

(A.2)

In practice, the thermodynamic properties of each species are determined using the standard seven coeffi-

cient polynomials of Gordon and McBride (1976).

The system of equations describing the carrier gas phase may be written as follows805

∂ρ

∂t
+
∂ρu j

∂x j
= ḋρ

∂ρui

∂t
+
∂ρuiu j

∂x j
= −
∂p1

∂xi
+
∂τi j

∂x j
+ ḋρui

∂ρhs

∂t
+
∂ρu jhs

∂x j
=
∂p0

∂t
−
∂q j

∂x j
+ τi j

∂ui

∂x j
+ ḋρhs

∂ρYα
∂t
+
∂ρYαu j

∂x j
= −
∂Jαj
∂x j
+ ḋρYα

(A.3)

In the above set of equations, the viscous stress tensor τi j is evaluated from

τi j = µ

(
∂ui

∂x j
+
∂u j

∂xi

)
−

2
3
µ
∂uk

∂xk
δi j (A.4)

where µ is the dynamic viscosity and δi j is the Kronecker symbol. The quantities q j and Jαj are the jth com-

ponents of the heat and species mass flux vectors, respectively. The Hirschfelder and Curtis approximation

has been retained to evaluate the molecular diffusion velocity (Hirschfelder et al., 1964) and the expressions

of these fluxes components are given by810

q j = −λ
∂T
∂x j
+

Ns∑
α=1

Jαj hs,α

Jαj = ρYαV
α
j = −ρDα

∂Yα
∂x j
+ ρYα

Ns∑
β=1

Dβ
∂Yβ
∂x j

(A.5)

where λ is the thermal conductivity of the mixture and Dα is the diffusivity of species α. Finally, it must be

emphasized that, in the system A.3, the terms ḋρ, ḋρYα , ḋρui , and ḋρhs refer to mass, species mass fractions,

momentum, and energy coupling terms with the dispersed liquid phase. These various source terms are

evaluated from the contributions of each liquid droplet through a volumetric weighted average performed

on computational cells in the same way as the one previously described by Reveillon and Vervisch (2005).815

The expressions of the corresponding terms are provided at the end of this appendix.
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In regard to the dispersed phase, liquid droplets are modeled as spherical particles within a Lagrangian

framework. Their position, velocity, temperature, and squared diameter are computed from the following

set of evolution equations

dXd

dt
= Vd (A.6)

dVd

dt
=

1
τVd

(u(Xd, t) − Vd) (A.7)

dTd

dt
=

1
τTd

(
T (Xd, t) − Td −

BT Lv

cp(Xd, t)

)
(A.8)

da2
d

dt
= −

a2
d

τad

(A.9)

where Xd, Vd, Td, and ad are the droplet coordinates, velocity, temperature, and diameter, respectively. Each820

droplet is followed through a Lagrangian point of view and assumed to be spherical and at thermodynamical

equilibrium. In the above expression, the quantities u, T , and cp denote the velocity, temperature, and heat

capacity at constant pressure of the carrier phase. The quantities BT and Lv refer to the thermal transfer

number and the latent heat of evaporation, respectively. Three droplet characteristic times are involved:

the characteristic time of evaporation τad , and the kinetic and temperature relaxation times τVd and τTd ,825

respectively. They are deduced from the following expressions

τad =
Sc

4 Shc

ρd a2
d

µ(Xd, t)
1

ln(1 + Bm)
(A.10)

τVd =
ρd a2

d

18Cu µ(Xd, t)
(A.11)

τTd =
Pr

6 Nuc

ρd a2
d

µ(Xd, t)
Rcp

BT

ln(1 + BT )
(A.12)

where ρd is the liquid phase density and µ(Xd, t) is the carrier phase viscosity. The corrective coefficient

Cu = 1 + Re2/3
d /6 is introduced to vary the drag factor according to the local droplet Reynolds number

Red = ρad |u(Xd, t)−Vd |/µ. The non-dimensional numbers Sc, Pr, Shc, and Nuc denote the Schmidt, Prandtl,

Sherwood, and Nusselt numbers, respectively. The quantity Rcp = Cd/Cp refers to the ratio of normalized830

heat capacities of liquid and gas phases. Finally, the quantity Bm represents the mass flux number, which

is evaluated from Bm = (Y s
L − YL(Xd))/(1 − Y s

L), where YL(Xd) is the liquid mass fraction in the vicinity of

the droplet, and Y s
L is the corresponding value at the liquid-gas interface. This value is deduced from the

Clausius-Clapeyron saturation law.

Each droplet may have positive or negative contributions to the density, momentum, energy, and chem-835

ical species mass fractions transport equations that describe the evolution of the gas phase, see Eq. (A.3),
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and the corresponding Lagrangian source terms must be projected onto the Eulerian mesh. For every com-

putational point k, a control volumeVk is defined on the basis of the mid-distance to the neigboring nodes.

Since a homogenous grid of mesh size ∆x along the three directions has been used, the corresponding

control volume isVk = ∆x3. The mass source term that applies to the computational point k is denoted ḋ(k)
ρ840

ḋ(k)
ρ =

1
Vk

∑
d

α(k)
d

d md

dt
(A.13)

with the sum being performed over every droplet present in the control volumeVk. The quantities α(k)
d are

the normalized repartition coefficients of the liquid droplet d on computational node k. Mass, momentum,

and energy conservation imposes their sum over k to be unity. Each normalized repartition coefficient

is herein defined as the regressive normalized distance between the considered droplet and node. Using

Eq. (A.9), and since md = ρd π a3
d/6, the mass source term expression writes845

ḋ(k)
ρ = ρd

π

4Vk

∑
d

α(k)
d

a3
d

τad

(A.14)

After some algebra, the momentum and energy source terms that apply to the computational point k are

similarly deduced from Eqs. (A.7)-(A.9),

ḋ(k)
ρui = −ρd

π

4Vk

∑
d

α(k)
d a3

d

(
2
3

u(Xd, t) − Vd

τVd

−
Vd

τad

)
(A.15)

ḋ(k)
ρhs
= −ρdCd

π

4Vk

∑
d

α(k)
d a3

d

(
2
3

T (Xd, t) − Td − BT Lv/cp(Xd, t)
τTd

+
Td

τad

)
(A.16)

(A.17)

Finally, since the liquid is pure oxygen, the mass source does also appear as a source term in the oxygen

mass fraction transport equation, i.e., ḋ(k)
ρYO2
= ḋ(k)
ρ , as given by Eq. (A.14), and ḋ(k)

ρYα
= 0 for α , O2.

Appendix B. Flowfield topological characterization850

If vorticity ω = ∇ × u has been early considered with the objective of characterizing turbulent flow

topology, it should be emphasized that many other relevant quantities have been introduced to proceed with

coherent vortices identification (Dubief and Delcayre, 2000). For instance, in the present work, two different

criteria are considered. They are based on the velocity gradient tensor (Jeong and Hussain, 1995; Fu and

Li, 2006). The first – the Q-criterion – is based on the invariants of the velocity gradient tensor (VGT). The855

characteristic polynomial of this tensor reads

λ3 + Pλ2 + Qλ + R = 0 , (B.1)
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where P, Q, and R denote the three invariants of ∇u. They are expressed as

P = −∇ · u = − tr(∇u)

Q =
1
2

(
(∇ · u)2 − tr

(
∇u2

))
=

1
2

(
tr(∇u)2 − tr

(
∇u2

))
R = − det(∇u)

(B.2)

with tr(∇u) and det(∇u) the trace and determinant of the VGT. It is worth emphasizing that, for an incom-

pressible flow, we have P = 0. Furthermore, it is noteworthy that Q may be rewritten as follows:

Q =
(∥∥∥Ω2

∥∥∥ − ∥∥∥S2
∥∥∥) /2 , (B.3)

where S =
(
∇u + ∇uT

) /
2 and Ω =

(
∇u − ∇uT

) /
2 stand for the symmetric and anti-symmetric parts of the860

VGT, respectively. The Q-criterion consists in the identification of a coherent vortice by considering an

iso-contour Q > 0.

The second criterion – the λ-criterion (Jeong and Hussain, 1995) – imposes a condition on the second

invariant of tensorΩ2+S2. Indeed, this tensor is real and symmetric, and, as a consequence, diagonalizable.

Its eigen-values are referred to as λ1, λ2, and λ3, sorted as λ1 ≥ λ2 ≥ λ3. The λ-criterion consists in the865

identification of zones where λ2 > 0. The quantity λ2 may be related to an equilibrium between stretch

and rotation (Cucitore et al., 1999). At this level, it can be pointed out that the invariant Q of ∇u may be

expressed in terms of eigen-values λi, leading to Q = −(λ1 + λ2 + λ3)/2.
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