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Fig. 1. System setup of the proposed system. The system runs the user-capturing toolkits, behavior generation
model, Greta, and SST evaluation.

Interlocutors adapt their verbal and nonverbal behaviors as signs of engagement during face-to-face interaction.
We aim to build engaging Socially Interactive Agents, SIAs, that can adapt their behaviors during interaction.
With an adaptive behavior generation model, we drive SIAs’ upper face and head movements in real-time. We
evaluate this platform through a scenario for Social Skills Training, SST.

CCS Concepts: » Human-centered computing — Interactive systems and tools; « Computer systems
organization — Real-time system architecture.
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1 INTRODUCTION

People use verbal and nonverbal behaviors to communicate with others. They adapt their behaviors
to the other interlocutors to indicate their engagement in the conversation. This adaptation ability,
which strengthens the bond between interlocutors, is important in human-agent interaction. In
this demonstration, we propose a virtual agent system with adaptive real-time behavior generation
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for upper face and head movements, which can provide face-to-face multimodal interaction !. As
an example of an application system, we show automatic social skills training using the system.
Social skills training (SST) is a validated rehabilitation program used in psychiatric hospitals
or job training center [1]. It is geared toward persons suffering stress related to social anxiety.
According to Bellack’s definition, there are four basic social skills to be acquired to manage everyday
activities: paying attention to an interlocutor’s speech (LISTEN), conveying positive feelings (TELL),
requesting something from an interlocutor (ASK), and refusing a request (DECLINE). SST involves
offering these persons to act out scenarios related to these situations. We propose a virtual agent
system for SST, which generates real-time adaptive behavior and renders SST evaluation and

feedback.

2 SYSTEM SETUP

Figure 1 shows our system setup. A human participant sits in front of a screen displaying a close-up
of a virtual agent (mainly its head and face). For behavior generation, the system captures the
user’s voice with a microphone and the user’s face (head movement, gaze, and facial expressions)
with a 1080p RGB webcam. We also use a speakerphone, a device that serves as both speaker
and microphone, for the user’s speech recognition and the agent’s speech synthesis. To record
the interaction, we use a microphone-embedded webcam with 1080p resolution. Two computers,
with 2.4GHz Intel Core i9 mounted with NVIDIA Quadro RTX 4000 and 64GB RAM, are used
to run the system. The first computer runs the Greta platform [3], an open-source virtual agent
platform with an embodied conversational agent which can communicate verbally and nonverbally
in real-time. The speech of the agent is rendered using the CereProc speech synthesizer. The
second computer runs the ASAP model [6] generating adaptive agent’s behavior in real-time, along
with the user capturing toolkits of OpenFace (facial feature extraction) and openSMILE (prosodic
feature extraction). We also implement the SST evaluation system on the first computer, which
uses OpenFace, OpenPose (body points extraction), Praat (prosodic feature extraction) for feature
extractions (for more details, see [4]). The computers communicate with each other via the OSC
(Open Sound Control) communication protocol.

The behavior generation performs in real-time for a single synchronized system loop (acoustic
and visual features extraction, and behavior generation) within the 0.04sec (time of a frame).
Approximately 7GB RAM is required to run the system.

3 REAL-TIME ADAPTIVE BEHAVIOR GENERATION

To increase the user’s engagement, real-time adaptive agent behavior is generated with the ASAP
model [6] by constantly adapting to the user’s behaviors. It models the interpersonal relationship
of multimodal signals with the self-attention pruning technique to give the agent the reciprocal
adaptation capability. It receives previous visual (eye movements, head rotations, six upper face
Action Units (AUs) [2] of AUL, AU2, AU4, AU5, AU6, and AU7, and that of the smile AU12) and audio
(fundamental frequency, loudness, voicing probability, and 13 Mel-frequency Cepstral Coefficient
(MFCCQ)) features as input. We used features extracted with OpenFace and openSMILE from both
the human user and the agent. The ASAP model generates synchronized agent’s adaptive behaviors
(outputting facial AUs and head/gaze movements) for every frame (at each time-step) at 25fps.

4 INTERACTION MANAGEMENT

The system controls dialogue turns with a rule-based management mechanism, which enables
smooth turn-taking. The system recognizes the ending of the user’s speech by detecting the silence

!Demo video link: https://youtu.be/O_i1PrnV-_o
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through a speech recognition module. The user’s utterance is not taken into account for the dialogue
management during the agent’s speech.

The dialogue is managed by the Flipper [5] engine. The user’s utterance text obtained by Google
ASR ? is passed to Flipper via ActiveMQ. The system selects predefined response utterances
depending on keywords extracted from the user’s utterance. The agent’s adaptive behavior is
generated with the ASAP model [6] while Greta’s internal behavior realizer module computes the
agent’s lip movement.

5 APPLICATION: SOCIAL SKILLS TRAINING SYSTEM

A basic human-human SST starts with ice breaking and briefly introduces the SST goal corre-
sponding to each training target skill to maximize the training effect. Then, the participant acts in
role-play situations with the trainer. After that, the trainer gives feedback on the role-play toward
further improvement. They may repeat the role-play feedback loop several times for better training
effects. We replace this process with a fully-automated system.

Each session ends with evaluation feedback. It is based on Saga’s system [4], comprised of
evaluation and feedback modules with small modifications. The evaluation module estimates
component scores ranging from one to five on the following three aspects: eye contact, facial
expression, and vocal variation. For the estimation, we used random forest models based on
multimodal features (average voice intensity, FO frequency, smile, head poses, nodding, facial action
units, and gestures. See [4] for more details). The feedback module selects a set of pre-defined
sentences to reflect users’ nonverbal behaviors during the interaction.

6 CONCLUSION

We propose a virtual agent system that can interact with human users in real-time. The agent adapts
its behavior to that of the user. We demonstrated the flexible integration ability of our system by
showcasing its use with the SST scenario.
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