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Social Functions of Machine Emotional Expressions

Celso M. de Melo, Jonathan Gratch,

Abstract—Virtual humans and social robots frequently gener-
ate behaviors that human observers naturally see as expressing
emotion. In this review article, we highlight that these expressions
can have important benefits for human-machine interaction. We
first summarize the psychological findings on how emotional
expressions achieve important social functions in human rela-
tionships and highlight that artificial emotional expressions can
serve analogous functions in human-machine interaction. We then
review computational methods for determining what expressions
make sense to generate within the context of an interaction
and how to realize those expressions across multiple modalities
such as facial expressions, voice, language and touch. The use of
synthetic expressions raises a number of ethical concerns and we
conclude with a discussion of principles to achieve the benefits
of machine emotion in ethical ways.

Index Terms—Emotional Expression, Social Robots, Virtual
Humans, Social Functions, Affective Computing.

I. WHY SHOULD AI EXPRESS EMOTION?

HE argument for expressing emotion in machines is

simple: there is increasing evidence that emotional ex-
pressions serve essential social functions among humans [1],
[2], including the facilitation of efficient and non-threatening
communication [3], [4], telegraphing intentions and mental
state [5], building trust [6], promoting fairness and coop-
eration [7], [8], shaping everyday decision making [9] and
helping others to regulate their own emotions [10]. Therefore,
to the extent that it is possible to realize these functions
in human-machine interaction [11]-[15], machines have the
potential to be more successful in teaming, building trust, and
promoting cooperation with humans by appropriately express-
ing emotion (Figure 1). Here we present a critical review of the
theoretical foundations and empirical evidence supporting this
argument, emphasizing computational approaches, practical
applications, and opportunities and challenges for the future.

A. Social Function, Not Internal Emotion

In reviewing the role of emotional expressions, we empha-
size that expressions of emotion are not the same as internal
emotional mechanisms or feelings. Some in affective comput-
ing have argued that any sufficiently sophisticated machine

Manuscript received X X, 2022; revised X X, 2022.

This work was supported in part by ... (Corresponding author: Celso M.
de Melo.)

Celso M. de Melo is with the DEVCOM US Army Research Lab-
oratory (ARL), 2800 Powder Mill Rd, Adelphi, MD 20783 (email:
celso.miguel.de.melo@gmail.com).

Jonathan Gratch is with the USC Institute for Creative Technologies,
12015 E Waterfront Dr, Los Angeles, CA 90094 (email: gratch@ict.usc.edu).

Stacy Marsella is with the Northeastern University, 360 Huntington Ave,
Boston, MA 02115 (email: marsella@ccs.neu.edu).

Catherine Pelachaud is with the CNRS-ISIR, Sorbonne University, 4
place Jussieu, 75005 Paris, France (email: catherine.pelachaud @sorbonne-
universite.fr).

Stacy Marsella, Catherine Pelachaud

@ Industry

Elderly Care

@ Mental Health

o4

g
® Decision Making

Fig. 1. Expression of emotion in machines is central in many social
applications: A, Baxter supports social interaction with co-workers in industry
settings [16]; B, Engaging with Paro has led to positive effects on elderly
care [17]; C, The Simsensei kiosk demonstrates the potential of using
virtual humans to assess sensitive mental health issues [18]; D, Multimodal
expression in Tega contributed to learning success with children [19]; E,
Expressive machines can also be used for entertainment applications, such as
museum guides [20]; F, Expression of emotion can shape cooperation when
engaging in social decision making with humans [5].

must implement internal mechanisms analogous to human
emotion [21], and thus expressions might directly convey
the “true feelings” of the machine. While this can serve as
the basis for generating coherent expressions in machines (see
Section III), this is not necessarily how emotional expressions
“work” in human social interactions. As reviewed in Section II,
expressions may reveal underlying emotional state, but people
routinely mask or regulate their expressions for various social
purposes (e.g., masking anger with a smile out of politeness)
or deliberately produce expressions with the intent to influence
their partners.

These differences are crucial for those interested in how
people generate expressions, but they may be less important
for understanding the impact of these expressions on ob-
servers. If someone expresses sadness, whether the individual
is truly experiencing sadness or whether the individual is
seeking consolation from others, the social impact of the
expression may be the same. This is especially relevant for the
case of emotional machines, as the expression can be trivially
dissociated from the machine’s internal state. On the one hand,
this raises important ethical issues about the appropriateness
of emotional expression in machines (see Section V); on the
other hand, it defines a clear purpose for the expression of
emotion in machines: to achieve the desired social effect on
human users.
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B. Why Emotional Expressions?

While emotional expressions serve crucial social functions
in human relationships, couldn’t machines achieve these in
other ways? For example, anger and guilt communicate and
reinforce social norms [5], [8], but reputation mechanisms
accomplish the same result without appealing to emotion [22].
Indeed, as noted by Herbert Simon in the early days of Al,
machines need not replicate the exact workings of human cog-
nition to realize its abstract function [23] and, thus, an analysis
of the social functions of emotion can be fertile ground for
hypothesizing novel abstract mechanisms. Nonetheless, there
can be clear benefits to machines that generate behavior that
observers would be comfortable labeling as emotional, and we
focus on such approaches in our review.

In natural communication [24], [25], people efficiently use
not only speech but gestures, expressions, and intonation to
communicate propositional and non-propositional information
efficiently and in a manner that is natural and familiar to
humans and, ultimately, contributes to increased rapport, trust,
and cooperation [5], [26], [27]. This has motivated computer
scientists to consider the role of nonverbal behavior for the
design of artificially intelligent machines. Justine Cassell,
one of the early pioneers, highlighted that designers have
many choices for a machine that is represented through its
user interface, and argued cogently that human-like interfaces
could be particularly effective in those cases where social
collaborative behavior is key [28].

Emotional expressions merit special attention due to their
established role in shaping interactions between people,
thereby suggesting its utility for human-machine interaction.
Empirical research reinforces the potential benefits of this
design choice [29]. Emotional expressions lead users to per-
ceive virtual and robotic machines as social actors [28], [30],
[31], which can increase rapport and trust [26]. Emotional
expressions have shown benefit across industrial collaboration
[16], elderly companionship [32], education [19], [33], [34],
and therapy [18]. Furthermore, human-machine studies have
replicated behavioral sciences findings where expressions in
machines communicated mental states to others and shaped
decision making in social dilemmas [5], [35], [36] and
negotiation [37]. In commercial settings, there is also interest
in endowing voice assistants, such as Alexa and Google
Assistant, with the ability to convey emotion [38]. However,
a clear understanding of the functions of such expressions will
be essential to ensure the success of all these applications.

Finally, in arguing for the importance of emotional ex-
pressions, we are not claiming that machines must exactly
replicate how people express emotion in natural conversations
for expressions to achieve their social function. For example,
actors express emotion quite differently but, through exag-
geration and avoiding emotion regulation, they enhance the
communicative experience [39]. Similarly, within our scope,
we allow machines that differ considerably from human form
but focus on techniques that produce behaviors that people
would consistently label as expressing an emotion such as
Star Wars’ R2-D2 expressions [40]. Accordingly, experimental
studies suggest that even simple emotion rules [5] and non-

anthropomorphic forms [7], [41], [42] of expression can
successfully shape user experience.

C. Critical Review Scope

Although emotion plays many potential roles in human-
machine interaction, our review focuses on emotional expres-
sions generated by machines and the impact of these expres-
sions on the people that interact with these machines. Thus,
while machines may benefit from recognizing and interpreting
expressions of people [43], this is outside our scope. Similarly,
though machines might benefit from something like an internal
model of emotion to inform their own decision-making and
behavior preparation [15], [21], this is again outside our scope
except to the extent that such models influence how observers
interpret and respond to the machine’s expressions. Finally,
reflecting the current state of the field, we focus the review on
individual and dyadic interaction aspects of the social function
of emotion in machines; but see Section VI for a discussion
of analysis at the group and cultural levels.

II. THEORETICAL FOUNDATIONS
A. Theories of Emotion & Social Functions of Emotion

What is emotion? Before reviewing emotional expression
in machines, we must clarify the term emotion. Following
Klaus Scherer, we define emotion, in humans, as an episode
of synchronized changes in the body and mind of a person
in response to the evaluation of an event as being relevant
to a significant goal or concern (see [44], p. 697). These
include changes in most or all of a set of components including
cognitive (appraisal of the event), bodily (changes to the
core and peripheral nervous system and endocrine system),
motivational (a resulting coping or action tendency), motor
(including vocal and facial expressions) and subjective com-
ponents (self-reported emotional feelings). As such, emotions
are event-focused (as they arise in response to an appraisal
of a specific event), and are relatively intense and short
in duration compared with other phenomena studied in the
affective computing community, and tend to signal immediate
changes in behavior relevant to addressing the eliciting event.
In contrast, moods or chronic states like depression tend to
have long duration and experiencers of the mood may not be
able to report a specific event that triggered the feeling.

As emotion tends to coordinate activity across components,
assigning a label of anger to an individual is short-hand for a
number of interrelated inferences: they are appraising an event
as negative but controllable, their metabolism is increasing
[45], they are likely to lash out [46], they will probably
express anger in face or voice, and they will self-report they are
angry. In this sense, labeling an expression as emotion can be
seen as applying a schema or heuristic to help interpret latent
states in the individual showing this expression, and serve as
a guide for how to respond. Thus, in the context of human-
machine interaction, we argue, if a person assigns a label of
anger to a machine, they are essentially forming expectations
about the machine’s goals, subsequent behavior, and how it
will answer if asked how it feels.
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Recent debate in emotion psychology has centered around
the right ontology for labeling emotional expressions and
if expressions, thus labeled, truly predict appraisals, bodily
changes, action tendencies and feelings. Affective computing
has been heavily influenced by Paul Ekman’s basic emotion
theory which argues that the components of emotion are
organized by six or seven basic” emotion circuits [47]. In
the strong version of this theory, components are tightly
linked: if an individual shows anger, it can be inferred, even
without regard for context, that the individual is experiencing
anger, which in turn, suggests how they are likely to next
respond. Indeed, a recent survey by the Association for the
Advancement of Affective Computing indicated almost half
of commercial products identified realize this strong version
of Ekman’s theory. Within affective science, however, basic
emotion theory has evolved. Cowan and Keltner argue that
naturalistic expressions are better characterized by 28 discrete
categories including amusement, awe, and contemplation [48].
Others relax the tight link between expression and other
components. Ekman himself emphasized that expressions may
be regulated via situation- or culture-specific display rules
[49]. More recent scholars emphasize that the connection
between internal emotion and external behavior is mediated
by latent variables, shifting from a view of emotion as a fixed
circuit (e.g., a Markov-decision process) to a more flexible
action program that accounts for context (e.g., a partially-
observable Markov-decision process) [50], [51].

Whereas basic emotion theory argues expressions reveal an
underlying emotional state, others argue they are deliberative
communicative acts designed to shape interaction partners.
For example, Fridlund argues that evolution should extinguish
any mechanism that gives others unfettered access to our
feelings and intentions, as this allows exploitation [52]. Rather,
expressions evolved as communicative tools to shape social
interactions. If someone displays anger during a conversation,
this does not provide evidence about their true emotions, but
rather should be seen as akin to saying “back off or I will
attack you.” In low-stakes or cooperative contexts, whether an
expression reflects an underlying emotional state or serves as
a communicative act is likely irrelevant. If I'm happy to see
a friend, whether my smile reveals true underlying joy (as
argued by Ekman) or communicates the intention to affiliate
(as argued by Fridlund), the social consequence is probably
the same. But in high-stakes situations, this distinction is often
seen as important. For example, when someone is experiencing
rage, they are likely less able to regulate their expressions and
behavior: in other words, the various components of emotion
as outlined by Scherer are more likely to be in alignment.
More generally, the impact of expressions on observers likely
depends on their perceived authenticity: i.e., the extent to
which observers believe they can make reliable inferences
from emotion displays [53].

What do emotional expressions do? One benefit of these
debates has been to highlight that emotional expressions do
far more than simply express emotion, but also impact the
behavior of those that observe these expressions. For example,
Pelachaud and Poggi [54] and Scarantino [55] build on speech
act theory [56] as a framework for characterizing what indi-

viduals do when they produce an emotional expression during
a social interaction. Analogous to the illocutionary function of
speech, such expressions can reveal the emotions of the sender,
but also serve to communicate beliefs, intentions and social
requests. Analogous to the perlocutionary function of speech,
expressions can impact the feelings, thoughts or actions of the
audience. And just as with speech, a single expression can
perform all of these functions simultaneously. For example,
if a listener reacts to an offer in a negotiation with a frown
and the presence of a frown increases the likelihood that
a listener will reject the offer, this expression serves an
illocutionary function (i.e., provides probabilistic information
about future intentions). If, upon seeing the listener’s frown,
speakers tend to proactively withdraw or soften their offer,
this expression serves a perlocutionary function (i.e., tends to
induce concession-making).

Several lines of emotion research have examined how emo-
tional expressions impact the audience (i.e., the perlocutionary
function of emotion), and these are perhaps the most relevant
to human-machine interaction. Such research can be roughly
divided, on the one hand, into theories that treat expressions
as revealing information about the sender and, on the other
hand, into theories that see expressions as automatically evok-
ing emotions in the audience even without their conscious
awareness (see [27]). This distinction can also have ethical
implications as discussed in Section V: i.e., if someone is
influenced by an expression without awareness, the expression
could be seen as coercive.

Some of our work illustrates the information view. We
found that people form expectations about if their partner will
collaborate or compete from their partner’s facial expressions,
and this expectation shapes decisions via a process we call
reverse appraisal [5], [57]. The intuition here is that if
emotions are associated with an appraisal of how an external
event impacts a person’s goal, then their emotional expression
reveals this goal. For example, if a partner smiles after mutual-
cooperation, this logically entails they value cooperative acts
and will likely cooperate in the future. In contrast, if a partner
smiles after exploiting you, this implies they are purely self-
interested and will likely exploit you in the future. In line
with such “emotion-as-social-information” theories, machines
might use expressions to efficiently communicate their mental
state to interaction partners in a manner analogous to speech,
and as highlighted in Section III, appraisal theories can inform
how these expressions should be generated.

In contrast, theories of emotional contagion argue that the
expressions of one person directly evoke emotions in the
audience [58], [59]. For example, if a negotiator shows anger
during a negotiation it might evoke fear in their partner and
yield greater concessions [27]. Contagion can be a particularly
effective influence tactic as many interpersonal decisions are
often driven more by emotion than by rational decision-
making. For example, decisions to trust another party are
strongly influenced by evoked emotions, particularly when the
party is unaware of the source of their feelings [60]. Thus,
as occurs between people [61], a machine that smiles might
engender trust and thereby enhance cooperation.
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B. Human-Machine Interaction Theory & Evidence

Are these social effects of emotion in human-human
interaction relevant to human-machine interaction? In the
1990s, several experimental studies began producing evidence
that machines could be treated in a social manner [62]-[66].
Nass and colleagues, subsequently, advanced a general theory
of human-machine interaction which argued that people will
intuitively treat machines in a social manner when engaging
with them in social interaction [11]. Some of their exper-
iments indicated that people were polite to machines [65],
applied gender stereotypes to machines based on the topic
of discussion [66], and formed more positive impressions of
machines that were perceived to belong to the same team [63].
In a strict sense, the theory argued that any finding from social
psychology would carry to human-machine interaction because
humans, as a cognitive heuristic, carried their knowledge from
human interaction to their interaction with machines.

Blascovich and colleagues [12] proposed a more refined
view, arguing that machines do not always socially influence
people but are more likely to do so, the higher the perceived
human-likeness of the machine, both in terms of visual appear-
ance and behavior. In line with this view, studies showed that:
machines that displayed emotion tended to outperform those
that did not when engaging in decision tasks with humans
[5], [67]; mirroring human nonverbal behavior in machines
increased rapport [26], [68]; and, avatars that looked like
the human user were more likely to increase compliance in
behavioral change therapy [69].

Evidence from neuroeconomics behavioral studies provided
further evidence of important differences — in terms of brain
activation and behavior — when people engaged with machines,
when compared to humans in social decision making [70]-
[75]. In some studies, people tended to show lower activation
of the medial prefrontal cortex, a region of the brain implicated
in mentalizing (i.e., inferring of others’ mental states), when
engaging with machines in comparison to humans [70]-[74].
In other studies, people showed lower activation of regions
associated with the experience of emotion when engaging with
machines than with humans [75], [76]. These findings are
broadly in line with evidence from the mind perception litera-
ture indicating that, by default, people expect machines to have
lower cognitive and affective mental ability when compared
to adult humans [77], [78]. Accordingly, empirical studies
showed that participants consistently made more favorable
decisions to humans than machines in a variety of decision
tasks, and showed less guilt when exploiting machines [79].
Implicit in this work, thus, is the notion that appropriate
simulation of affective-cognitive ability in machines could
enhance human-machine interaction.

Early experiments with emotionally expressive machines
focused on how emotional expressions could improve task
performance and subjective impressions in education, behavior
change, collaboration, games, commerce, and others [29].
These experiments tended to compare machines with and with-
out emotion, often reporting increased perception of empathy
but failing to consistently improve task performance [80]—
[86]. Various reasons explain these mixed results, including

experimental designs where emotion was redundant with other
modalities, did not communicate task-relevant information,
and ignored the influence of context in shaping interpretation
of expressions. Studies indicating that people preferred con-
sistent to inconsistent displays of emotion (e.g., positive facial
expressions paired with negative verbal statements) [87], [88]
began producing clearer evidence that the effects of emotional
expressions could not be explained by the mere presence of
certain displays, but what they meant. This message, though,
was emphasized by experiments comparing behavioral con-
sequences in decision making tasks, when participants faced
expressive machines that showed the exact same displays,
but in different contexts [5], [35], [36]. For instance, in
a social dilemma, expressing joy following cooperation led
to considerably stronger expectations of future cooperation
than when the exact same expression was shown following
exploitation by the machine. Other studies have since reported
further behavioral consequences in various decision making
settings [57]. In sum, there is now a growing body of
evidence on the subjective, relational, and behavioral effects
of emotional expressions in machines, which replicates and
extends findings from the human-human interaction literature.

III. MODELING THE DERIVATION OF EMOTION AND
EXPRESSIVE BEHAVIOR

Emotional expressions tend to maintain a certain level
of coherence across situations. People show pleasure when
their goals are satisfied and displeasure when their goals are
thwarted. They direct their pleasure and displeasure at the
causal agent that satisfied or thwarted their goals. And ob-
servers use these patterns, for example using reverse appraisal,
to understand and coordinate their responses. If machines
wish to leverage the social effects of emotional expressions,
maintaining coherence across the signals is important. Compu-
tational models of emotion, and appraisal models in particular,
are an important tool for maintaining this coherence by ensur-
ing consistency with the agent’s beliefs, desires and intentions.

What a designer intends to achieve by consistent emotional
behavior is dependent on the function the behavior is realizing,
as noted in Section II-A. The function may be to convey
the agent’s underlying emotional states, or what the agent is
feeling. It may also, alternatively or jointly, be a deliberative
intentional act that seeks to influence the observer in some
way. Of course, an artificial agent is a designed artifact.
From the designer’s perspective, the expression is serving the
application’s intended social function whether the expression
is reveling emotional states or deliberative.

Thus, there may be different degrees of coherence depend-
ing on whether expressions are intended to be perceived as
deliberative communicative acts or meant to portray under-
lying emotional state. In both cases, a model can ensure the
expressions convey an internal state consistent with the agent’s
beliefs, desires and intentions. An embodied agent modeling
a negotiator might express anger when an opponent makes
an unfair offer, for example. However, if the expressions are
intended to convey the underlying emotional state, we may
expect that the emotion also transforms the wide range of



JOURNAL OF KTEX CLASS FILES, VOL. X, NO. X, X

cognitive states and processes in the agent as it copes, much
as emotions do in people. Our angry negotiator, for example,
may irrationally shut down any effort to negotiate and storm
out of the room, even if a failed negotiation is a worse
outcome for it. A model therefore may seek to achieve a
consistency between an agent’s various perceptual, reasoning
and behavioral processes even as emotion transforms those
processes. Such more detailed modeling is especially relevant
in high stakes training applications such as using embodied
agents in conflict negotiation or as virtual patients in medical
communication training in life threatening scenarios.

In keeping with this concern of coherent, consistent expres-
sive behavior, we assume in this section that the derivation
of emotion and its expressive consequences is through a
computational process model. If the goal is to reflect true
emotional state, the model encompasses an agent’s assessment
of its environment with respect to its goals or concerns. The
assessment in turn leads to affective states that influence
behavior that explicitly or implicitly express affective infor-
mation. If the goal is to deliberately communicate emotion,
the model can be used to simulate the intended assessment of
the expressions by the observers.

The use of a process model to derive an agent’s emotional
state has certain benefits but also makes assumptions and/or
trade-offs. In addition to coherent, consistent expressions, a
model may support a generative, flexible capacity to assess a
range of events relative to how they impact the agent’s goals
and then respond in different ways. Such generative flexibility
depends in part on how the model characterizes situations and
undertakes the assessment. For example, models that realize
a hard wired relation between situations and emotions may
have a fixed set of situations that they can assess and further
won’t be responsive to the agent’s evolving goals. See the
related discussion of hard-wired models [89] as well as the
argument for domain-independent modeling of emotion [90].
However, this generative flexibility implies the designer of an
agent cedes direct control over the agent’s behavior to the
model. This may make it harder to circumscribe behavior,
which can be of special concern in applications such as
mental health and elderly care where the interaction may
have significant consequences. Additionally, the need for such
flexibility depends on the range of situations the agent faces,
the complexity of the agent’s concerns and the range of
responses it has. In limited scenarios, the modeling can be an
exercise in over-engineering. Nevertheless, in large or more
open-ended scenarios, it can be critical to have a model to
achieve behavior that is consistent with the agent’s concerns.

A. From Theory to Model

As discussed in Section II-A, the various theories character-
ize emotions and emotion processes differently. They focus on
different elements of emotion, have different levels of detail
of underlying eliciting conditions of emotion and also differ
to the degree that they seek to describe the dynamics of
emotion. Thus, when leveraging theory to inform a model of
emotion, we need to consider how the theory influences design
goals for expressive behavior. If the goal is, for example,

Person-Environment
Relation

T T
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{___Intentions

INE

User
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Dimensions, Mood)

World Machine

Fig. 2. General framework for computational models of emotion.

simply to use behavior to convey a sense of agitation through
manipulations of the force and extent of an agent’s gestures, a
model based on a dimensional theory may suffice. If, instead,
we want behavior to convey the target or cause of emotion,
such as who is to blame for the agent’s anger, we may
want an appraisal-based model, where specific appraisals of
the desirability of an event and its causal attribution identify
whether someone is blameworthy or praiseworthy. We may
also want to use theories that go beyond emotion to explore
coping strategies, such as the appraisal and coping work
of Lazarus and Folkmann [91], [92] where emotion seeks
to alter the person’s relation to emotion invoking situations
by influencing various cognitive states, including attention,
beliefs, desires and intentions as well as the processes that
maintain those states. Modeling coping can also provide an
additional mechanism to deliberately achieve social functions
as detailed below.

B. Modeling of Emotion Causes and Consequences

The construction of a computational model will need to
make assumptions about the underlying emotional and cog-
nitive processes which in turn influence expressive behavior.
Figure 2 provides a simplified, general characterization of an
emotional agent. It depicts the relation of various states or
inferences (represented in boxes) and the processes (ovals)
that derive those states or inferences. The upper part of
the diagram depicts the various perceptual, behavioral and
decision-making processes that maintain an agent’s subjective
representation of its relation to environment, the Person-
Environment Relation. This relation represents the agent’s
beliefs about the world, a characterization of how these
beliefs impact the agent’s desires, or goals, and its intended
actions or plans. This overall framework is typically integrated
with decision making processes, such as classical planning,
logic-based reasoning, decision-theoretic reasoning, Markov
decision processes or reinforcement learning [89]. Beneath
these cognitive processes/states is some form of Emotion
Assessment process that derives emotional state information.
Depending on the model, these can include emotional cate-
gories, dimensions, appraisals and/or mood. As depicted by
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the left consequence links, the emotional state can influence
perception processes and behavior. For example, this may
include expressive behaviors that reveal underlying emotional
states. The right consequence link represents the influence of
emotion on various, more deliberative, cognitive processes that
impact beliefs, desires and intentions, as well as indirectly the
behaviors. In particular, coping strategies such as avoidance,
wishful thinking, distancing and resignation can be modeled
as changes in attention, beliefs, desirability and intentions,
respectively [93]. This more deliberative process can also
model the social function of emotional expression, under the
assumption the agent is modeling how that function influences
others. For example, an agent feeling fear, which implies a lack
of control in a situation, can seek to establish control, cope,
by expressing anger.

The details of how these various components are realized
impact the nature of the agent’s expressive behavior. Here we
focus on emotion related components in the lower half of the
diagram (see Figure 2). Note most computational works on
emotion have relied on some variant of appraisal theory [15],
[89] to perform this assessment. Theories that have informed
this work on computational models include the work of Ortony
et al. [94], Lazarus and Smith [95] and Scherer’s Component
Process Model [96]. Several factors have led to the dominance
of appraisal theories in computational work. Appraisal theories
are well suited for modeling since they fit well with Belief-
Desire-Intention and decision theoretic models used in works
on planning, decision-making and reinforcement learning.
Indeed, the assessments of a situation that are critical for
the agent’s success can be directly tied to appraisal variables.
For example, appraisals of goal conduciveness, coping poten-
tial/control, novelty can be directly related to decision-making
and belief maintenance tasks (e.g., [97]). Further, as argued
in [98] it is possible to incorporate other theoretical views
of emotion within a generic appraisal framework, such as di-
mensional theories and emotion categories. Finally, appraisals,
by directly relating emotions to an agent’s beliefs and desires,
provide the mechanisms we seek to ensure coherent, consistent
behavior.

Person-Environment Relation: The Person-Environment
Relation depicts the agent’s subjective inferences about its
beliefs about the state of the environment and how it impacts
its goals. Depending on the implementation, it can be an
explicit representation the agent derives or transient inferences
derived during decision-making. This relation may encode how
an event facilitates or hinders a goal, whether that event was
expected and who/what is responsible for the event. Critically,
if the model is going to represent and express emotions about
the future, such as hope, or the past, such as regret, then the
agent must have a way representing or inferring how past,
present or future events may impact its goals. Additionally, this
relation may also be from different perspectives, the agent’s
own perspective but also from the perspective of others. The
latter presumes the agent has some model of other agents, for
example what their beliefs, desires and intentions may be.

This perspective taking assumes some form of what is
typically referred to as theory of mind or mentalizing [99],
[100]. This capacity can be used to provide an agent with a

range of sophisticated social inferences, such as how others
may react to an event. One common approach to modeling
theory of mind is to use recursive modeling techniques [101],
[102] and appraisal processes have been integrated into such
frameworks [103]. Specifically related to theory of mind is
the ability to engage in reverse appraisal discussed in Section
II-A whereby an agent can draw inferences about what others’
beliefs and goals are from its emotional expressions [5],
[104]. Maintaining a model of specific others also allows
more flexible use of deliberative, communicative behaviors.
Instead of an agent negotiator using an expression of anger
whenever angry, it can, for example, use a specific model of
an observer to infer whether that expression will be effective
given this observer and situation. Finally, we should stress that
Figure 2 suggests the Person-Environment relation is explicitly
represented but that depends on the underlying architecture.
These relations can be procedurally inferred on demand as
opposed to be explicitly represented.

Assessment: An assessment process derives emotional
meaning from the Person-Environment Relation. The level of
detail and guidance on how this assessment process works
differs markedly across emotion theories. Appraisal theories,
however, give explicit guidance about this assessment process
through various appraisal variables, which can be directly
tied to assessments of a situation that are critical for the
agent. For models that employ appraisal, a decision must
be made about how appraisals are derived, in particular do
they operate in parallel [105] or are there specific constraints
on the order in which individual variables are derived [96].
Critically for our current discussion, such dynamics of the
model may well be reflected in the dynamics of behaviour.
Some emotion theorists have argued for a component based
approach to facial expressions whereby individual appraisals
drive particular facial actions [98], [106]. For example, an
eyebrow lift is the result of appraisals of novelty or unex-
pectedness. Basic emotion theory [47] argues for canonical
mapping from emotion categories to particular patterns of
facial expressions. If a designer chooses a component based
approach, then the dynamics of the appraisal process impacts
facial actions dynamics. Specifically, the dynamics of how the
individual appraisals unfold over time impacts the temporal
characteristics of the individual facial actions.

Affect Factors: An Affect Derivation process then derives
factors that encompass the agent’s affective state. These affect
factors can include appraisals, emotion categories, dimensions
and mood, all of which can influence multimodal behaviors,
with differing dynamics. Individual appraisal variables, for
example, may be in flux as the person-environment situation is
altered either by exogenous events or the agent’s own cognitive
or behavioral actions. The evaluation of some appraisal vari-
ables may take more time to process than others (e.g. novelty
check is faster to process than norm compatibility). In contrast,
mood can be treated as a lagged variable that changes slowly.

Consequences: These affect factors can have a range
of consequences, which may involve direct reflections or
unintended leakage of internal mental states. This includes
behaviors traditionally associated with emotion, notably facial
actions like smiles and furrowed brows, but also physical ac-
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tions typically not associated with emotions but which can be
executed in a fashion that suggests emotions, such as angrily
knocking on a door [107], [108]. Finally, there may be a wide
range of more cognitive transformations of beliefs, desires,
intentions and actions that may lead an observer to infer
underlying emotions. One such transformation can involve
exploiting the social function of emotional expressions, such as
expressing anger when experiencing fear, as a coping strategy
to regain some control. It is also the case, however, that
exploiting this social function need not require any underlying
emotion state playing a causal role, in which case it becomes
just another action in the space of actions designed to influence
others’ beliefs and behavior.

C. Selecting the Modality of Expressive Behaviors

A fundamental question remains concerning what modali-
ties or forms of expression to use to convey affect and how
those modalities are realized in a specific behavior. There
are many alternative modalities to consider, including facial
actions, posture, head movement, gaze, touch, prosody and
dialog. Here we can get guidance again from psychological
theory as well as empirical research in both psychology and
artificial agents. In the following, we consider several factors.

Type of emotion inference: One key issue to consider
is what modalities will readily lead to a particular type of
inference in the observer. Research suggests observers make
emotion category judgements from facial expressions [47].
Some studies have suggested posture [109], [110] and body
motion [107], [108] are useful for conveying more broad affect
dimensions such as arousal, though evidence for categorical
inferences from static postures and bodily movement has been
found as well [111]-[113]. Other studies have looked at gaze
posture [114]. Other modalities are discussed in Section IV.

Reliability of Inference: In selecting a modality, we can
also consider the reliability of inferences, both from perspec-
tives of the internal mental state of the agent expressing the
behavior or, alternatively, the designers’ intent concerning the
inference they want the observer to make. As noted in Section
II-A, the inference from facial action, for example, is not
necessarily a correct assessment of the internal state of the
agent expressing the emotion. Studies have even shown that
people’s inferences about the meaning of stereotypical expres-
sions don’t necessarily agree, independently of the question
of whether it reveals a specific underlying emotional state
[115]. Nevertheless, if the goal is to ensure an observer makes
a specific inference, it may help ensure greater uniformity
across observers by relying on stereotypical expressions or
better yet hyper-realism or super-normal behaviors [116],
[117] that exaggerate the behavior. Again, this depends on the
application. For example, in an application designed to train
doctors’ communication skills [118], we may want realism, as
opposed to a tutoring application used to foster engagement
in students [119] where we may want more uniform positive
emotional responses and are free to consider non-realistic
portrayals of emotion.

Modality Speed and Expression Dynamics: Modalities
differ in terms of speed. Facial actions can be compara-
tively rapid and therefore well suited to convey momentary

information. In particular, micro-expressions which are often
associated with unintended leakage of internal emotion states
[120], can be on the order of tens to hundreds of milliseconds.
In contrast, gestures can take seconds. Postural shifts are often
both slow and infrequent and, therefore, may be well suited
for affect information such as mood that changes slowly and
less frequently. However, this will depend on the nature of the
event. A highly arousing threat to personal safety is likely to
lead to comparatively rapid movement of even large masses
resulting in a signal that is hard to misinterpret. Another key
factor concerns the dynamics of expressions. In particular, the
onset, duration and offset time as well as the symmetry of
facial actions influence the inferences people draw [6], [121].

Observer Awareness: Finally, when we consider alternative
modalities of expression we need to take into account what
is apparent to the observer. As noted, for example, micro-
expressions are often small in scale and very brief [122] and
therefore hard to perceive. Indeed, people need to be trained
to perceive them [123]. So, even though they are reliable
signals of leakage, they may not be good choice for conveying
leakage to a person interacting with an agent. In essence, there
is a tradeoff in terms of realism versus observer awareness.
Resolving that tradeoff will depend on the application’s goals.

IV. MULTIMODAL BEHAVIOR GENERATION OF
EMOTIONAL EXPRESSIONS

The previous section discussed the computational processes
involved in deriving emotions from the perspective of driving
the multimodal behaviors of an agent. In this section, we focus
on presenting computational approaches for implementing
these multimodal behaviors in machines (Figure 3). Given its
prevalence, we focus more on anthropomorphic expression,
being more succinct on affective dialog models and prosody.
For a more detailed review, especially on the last topics, we
refer readers to [124].

Since the first facial animation models, scholars have been
interested in modeling expressions of emotions. Many ap-
proaches have been proposed. An aim shared by scholars is to
endow agents with a large spectrum of emotional expressions
that are recognized as such by human participants. Thus, mod-
els that generate emotional expressions are validated through
perceptive studies to measure the recognition rate of these
expressions. The impact of these expressions on human user’s
performance and stance that arise during an interaction with
an agent is also carefully studied.

At first, computational models for the emotional expression
of agents focused on facial expression. Body posture and
expressivity were added later, and recently touch is also being
incorporated. Several models were proposed relying on differ-
ent theoretical models, namely categorical, dimensional and
appraisal models. Others got inspiration from dance studies,
observational studies, and perceptual ones.

Early models: Early models of facial expressions in em-
bodied virtual agents [130] were based on the specification
of the expressions of the six prototypical emotions [47]. Each
expression was defined as a set of Action Units of FACS, a
commonly used system to describe facial expressions [131].
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Fig. 3. Social functions of emotion can be expressed in machines in various
forms: A, Facial expressions can convey (simple and mixed) emotions [125];
B, Perception of emotion can be enhanced by rendering tears, wrinkles, and
blushing [126]; C, Bodily expression combined with facial expression can
improve emotion recognition [127]; D, Touch can convey different degrees
of valence and arousal [128]; E, Robotic manipulators can be augmented
with colored LEDs to communicate emotion [42], [129].

To enlarge the number of emotions that could be displayed on
an agent’s face, models relied on dimensional representations
of emotion [132]. An expression corresponding to an emotion
in the 2D or 3D emotion space was computed as a linear
interpolation of pre-defined expressions (e.g., the prototypical
ones) [133]. These earliest models viewed the expression
of an emotion as a static expression at its apex; they did
not consider the temporal evolution of an expression. Later
models simulated the dynamic display of behavior signals
[134], [135]. They implemented the emotional expressions as
a sequence of signals emerging from the evaluation of an
event as stipulated in appraisal approaches. The Componential
Process Model proposed by Scherer [96] views that facial
expressions reflect ongoing appraisal of events. Depending
on the evaluation of appraisal variables such as novelty, goal
obstruction, intrinsic pleasantness, specific facial signals were
activated. The computational models built on this approach
[134], [135] rendered the expression of emotion as a sequence
of signals that were temporally composed on the face. Other
approaches relied on observational studies where multimodal
signals and their temporal alignment were annotated [136].

Complex expression: An expression may not convey solely
one emotion. It could result from the blend of emotional
expressions that correspond to the superposition of emotions
by, for instance, masking one expression by another (Figure
3-A). To simulate such complexity, the face can be divided
into regions. Facial signals on these regions are combined by
applying fuzzy rules [125], derived from observations [125]
and literature [47].

Skin rendering: Most models presented so far focused on
defining the muscular activity on the face and the dynamics
of movement. But the emotional expressions may change also
the rendering of the face with the appearance of tears or
wrinkles, or the change of skin color [126] (Figure 3-B). With

the advance of rendering techniques, highly realistic results
are obtained, even in real time [137], [138]. This is often
seen in video game characters, which have highly realistic
appearance in terms of geometry, skin texture, lighting, hair,
and clothing. Other techniques make use of databases of
images of emotional expression of people. For example, the
Expression Generative Adversarial Network (ExprGAN) [139]
is an interface to edit photo-realistic facial expressions of
humans. ExprGAN uses an encoder-decoder network trained
on a small dataset and can generate blends of expressions with
different intensities.

Posture and expressivity: Posture and body movement
can convey emotions [140] (Figure 3-C). Dance annotations,
in particular the Laban annotation schema, offer a set of
categories to characterize behavior expressivity. The Emote
[141] system implemented the effort and shape categories
to modulate the quality of movement. A movement can be
executed with more or less force, speed, smoothness, etc.
Hartmann et al [142] proposed a model based on the six
behavior expressivity parameters resulting from perceptual
studies [143], [144], namely the spatial volume of gestures, its
velocity, its energy, its repetition, the fluidity between gestures,
and their frequency of occurrence. These parameters modify
directly the animation of expressions and are applied to the
stroke of a behavior. Neff and Fiume [145] proposed animation
controllers that act directly on the body joints, obtaining
a more precise control to manipulate movement. Breathing
dynamics — e.g., fast and deep breathing in anger — have also
been shown to be successful in conveying emotion [146].

Touch: While most existing approaches concentrated on the
visual modality, face and body, latest studies began exploring
touch (Figure 3-D). Social touch can convey a great variety
of communicative functions of emotions, as often noted by
social roboticists. This type of touch, be a tap or a caress,
its dynamic properties such as velocity, pressure, and force
can be associated with different emotions [147]. The mapping
from touch to emotion is not unique, i.e., a touch can be
used to express different emotions and an emotion can be
conveyed by different touches. The interaction context helps
disambiguate how it is interpreted. To endow agents with touch
capabilities [148], two main types of haptic technologies have
been envisioned. One allows agents to feel touch by humans.
Artificial skin, textile, voice coils, etc., have been used to
recreate touch sensations and its dynamic properties [128]. The
other, which is pertinent to virtual agents, aims to give humans
the impression of touching the agent [149]. Work has also been
conducted to create the illusion of touch by manipulating other
senses, such as sound [150].

Affective natural language generation: In addition to
visual and haptic expressions, verbal behavior can also convey
emotion. Initial models selected different vocabularies to con-
vey positive or negative affect [151]. This method is simple
but does not produce a great variety of emotions. Moreover,
the model acts essentially on the choice of adjectives, which
is limited. Latest models rely on deep learning approaches.
They take advantage of interesting results obtained using
generative adversarial networks (GANs) for natural language
generation. Some approaches propose to train their models
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on data labeled using sentiment analysis (positive, negative,
neutral), text length, and topic [152]. To enlarge the number
of possible emotions when generating language, Zhang et
al. [153] proposed a cross-domain text sentiment transfer
model based on a GAN. The proposed architecture embeds
an emotional text generator, a sentiment discriminator, and a
domain discriminator. The discriminators are used to pilot the
emotional text generation during the training phase and learn
emotional patterns.

Voice synthesizer: Whereas the aforementioned methods
focused on generating emotional text, several attempts have
been carried out to create emotional voice with synthesizers.
MaryTT is an open-source speech synthesizer [154] that
supports EmotionML, a W3C markup language standard to
represent affective states using categories, dimensions, ap-
praisals, and action tendencies [155]. SSML is another markup
language whose tags can be inserted in text to indicate how
prosody features should be rendered to create expressive
voices [156]. Speech rate, fundamental frequency, voice loud-
ness are factors that can be controlled. Earlier voice synthesiz-
ers relied on unit selection and made use of specific expressive
voice databases that were costly and time consuming to build.
Neural text-to-speech synthesizers overcome these limits and
offer more natural and expressive synthetic voices [157], [158].
However, the challenge of controlling the voice parameters
arises. Zhu and Xue [159] propose to control the emotions
strength by training on three datasets containing emotional
speech either with weak, medium or strong intensity. Their
approach offers control over strength level.

Non-anthropomorphic expression: So far in this section,
we have focused on human-like expressions, but it is also
possible to achieve the social functions of emotions through
non-anthropomorphic expression. Animators have long under-
stood that exaggeration of expressions (e.g., stretching faces)
can help audiences connect with characters and suspend their
disbelief [160]. In the cinematic, performance, design, and
media arts, color and lighting are often used to convey affect
to viewers [161]. Through time, music has been used to
shape the listeners’ emotion and mood [162]. These forms
of expression can be readily applied to virtual agents, where
the designer has more control over the virtual world (e.g., it is
easier to simulate exaggerated facial expressions or change the
environment’s lighting). In robotic settings, though, there also
has been growing interest in exploring some of these forms
of expression, especially when it is not possible, practical,
or desirable [163] to have complex anthropomorphic designs
[42], [129] (Figure 3-E).

Validation studies: These different forms of emotional
expressions have been validated through perceptual studies,
mainly through recognition tasks [136]. Participants are asked
to attach a label chosen among a closed list or describe
the expression freely. As it is quite common in this type of
study, the recognition task is done without any information
of context (e.g., what triggered the emotion and who or what
is the target of the expression). The participants just rate the
(static or dynamic) expression of the agent. As reviewed in
section II-B, further studies can then be conducted where
emotional expressions are triggered in human-agent interaction

to understand, through objective and subjective measures, the
social effects of expressions.

V. ETHICS

Just as within interactions between people, the emotional
expressions of machines can shape the beliefs, actions and
emotions of people that interact with these machines. But
should such techniques be incorporated into applications that
impact people’s lives and access to opportunities?

Simply the idea of emotional machines seems to evoke
strong emotions and extreme ethical positions. Al is commonly
seen as rational and emotionless [77] and adding emotion into
machines can make them seem disturbing or uncanny [164].
Perhaps because of this, some ethical proposals concerning
emotional machines seem disproportionate to other ethical
concerns in Al. For example, AI Now recently called for a total
ban on the use of affect recognition [165]. Attitudes towards
affect generation have been similarly extreme. Several have
argued that allowing machines to express emotion is “morally
deplorable” as machines don’t truly feel [166], apparently
oblivious to extensive research and common wisdom that
expressions serve important social functions independent of
their connection to true feelings (see [167], [168] for similar
extreme views). At the other extreme, Scheutz argues that
agents not capable of affective communication will inevitably
cause humans harm, implying the use of expressive commu-
nication is a moral imperative [169].

More nuanced perspectives emphasize that emotional ma-
chines raise similar ethical concerns as other Al technology,
and thus can be examined within existing ethical frameworks.
For example, Cowie reviews a set of key ethical principles
and highlights how they can guide the generation of affective
systems [170]. These include the principle of beneficence (i.e.,
machines are obliged to act for the benefits of others and bal-
ance benefits against potential risks), and respect for autonomy
(i.e., people interacting with affective systems should be free
from factors that subvert their ability to reflect and decide
rationally). Issues specific to emotion can be mapped into these
broad principles. For example, the focus on transparency in
Al systems relates to respect for autonomy as people cannot
make rational decisions in collaboration with Al if they fail
to understand how the AI works. Similarly, if expressions are
indeed deceptive, or if seeing emotional expressions shapes a
person’s decisions without their conscious awareness [171], a
person’s autonomy has been undermined.

Within affective computing, much of the ethical debate has
centered on emotion recognition, but important concerns (and
potential benefits) arise from machines that express emotion.
Concerning the principle of beneficence, Cowie [172] and
Scheutz [169] have argued that the use of appropriate emo-
tional expressions can actually make machines more ethical
by sparing people the distress that would otherwise be caused
by interactions with emotionally incompetent systems. For
example, many commercial conversational agents say “I'm
sorry” without actually implementing the social function of
regret (i.e., recognizing that an error was made, and forming
an intention to perform better in the future). Concerning the
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Fig. 4. Emotionally expressive machines should be designed to follow
general ethics principles (beneficence, respect for autonomy, and transparency)
and tackle specific novel challenges pertaining to deception, inappropriate
emotional bonds, and abusive behavior.

principle of respect for autonomy, emotions often function to
enhance the autonomy of interaction partners. For example,
politeness theory [173] highlights how emotional expressions
can help to soften or qualify certain statements in a way
that helps buffer threats to a person’s “face”, including their
interactions with technology [3], [174].

Of course, expressive agents can also create unnecessary
risks or undermine user autonomy. For example, people can
form bonds with machines and will act to protect machines
that seem to show fear or pain [175]. This can be problematic
if such bonds are not reciprocated [176] or could lead to
actual harm if, for example, a soldier’s bond with their bomb
disposal robot leads them to risk their own lives to save the
“life” of the machine. Another issue is the potential for abusive
behavior towards expressive machines to transfer to interaction
with real people [177]. A similar debate focused on whether
violent behavior in video games would transfer to maladaptive
action in real life. The simulation of emotional expression in
machines may exacerbate the problem by opening the door
to new types of abuse — e.g., emotional bullying seen in
social networks; a theme that, incidentally, is increasingly
being explored by the entertainment industry, as reflected in
recent TV shows and movies. Ideally, expressive machines
will enable the transfer of positive behavior in human-machine
interaction to human-human interaction [178], while avoiding
the perils of negative behavior. Effective solutions to this
challenge likely require a mixture of external factors (e.g.,
appropriate legislation regulating behavior with machines) and
internal factors (e.g., appropriate responses from machines
when subjected to abusive behavior [179]).

Just like any other powerful novel technology, there are
“good” and “bad” uses for expressive machines. Whereas some
may advocate emotional expressions should play an important
role in promoting cooperation and the collective welfare, the
same technology could be exploited for competition and self-
centered goals (e.g., maximization of profit). At the core of
the issue is that machines can trivially simulate any emotional
expression, independently of their true intentions. In one
study, participants engaged in a task with machines that were
acting very selfishly, albeit showing emotions that reflected
a cooperative orientation (e.g., regret following exploitation)
[36]. Interestingly, people concluded that this machine was
more likely to cooperate in the future than another which,
despite behaving just as selfishly, expressed no emotion.
Moreover, whereas some may be quick to condemn deception
in machines, a study revealed that some participants endorsed
deceptive behavior in machines acting on their behalf during a
negotiation task, especially following poor outcomes in prior
rounds [180]. In reality, conflict between individual and
collective interests permeates human life [181], [182] and it is,
in that sense, unsurprising that similar dilemmas would emerge
when engaging with machines that may often be representing
other humans’ conflicting interests.

Even when moral values are at stake — such as when robots
are forced into making decisions that weigh in the physical
and mental welfare of some versus others — often we find
a conflict between normative behaviors, which tend to favor
collective welfare, and self-serving behavior. In autonomous
driving, for instance, experimental results show that even
though most participants preferred autonomous vehicles to
maximize preservation of life (even if it meant sacrificing the
driver), often they preferred their vehicle to prioritize their
own life [183]. For reasons like this, some argue we should
simply avoid creating machines, or prevent them from being
in situations, that are morally charged [184]. However, rather
than sacrifice all the potential that expressive machines have
for solving some of today’s major global challenges — such
as the ageing population and the need to assist in care for the
elderly or to serve as support of the lack of sufficient educators,
especially in under-developed countries — we argue that a
more constructive approach is to engage in cross-disciplinary
debate to better understand these moral dilemmas and research
potential solutions to these challenges, such as recent findings
indicating that by considering the nuances of the situation —
e.g., the likelihood of injury to involved human parties in
autonomous driving [185] — machines are able to produce
more satisfactory solutions in moral dilemmas.

VI. CONCLUDING REMARKS AND FUTURE CHALLENGES

Emotionally expressive machines can facilitate teaming,
trust, rapport, and cooperation with human users across a
variety of applications. To consistently achieve these effects,
we have argued expression generation must be tied to an
understanding of social function of emotional expressions in
human relationships, but hard challenges must be addressed
to validate this claim and realize this vision.

If indeed, expressions serve important social functions, a
key challenge is labeled data corpora that facilitate the learning
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of these functions. Most corpora focus solely on how third-
party observers categorize expressions divorced from the con-
text in which they were produced. More contextual data can
be useful to define the parameters of computational models of
emotion, as discussed in Section III, train generative expressive
models, as reviewed in Section IV, and test and advance emo-
tion theory. Several promising Al trends may address this chal-
lenge. First is the emergence of data sets that include context
together with emotional expressions (e.g., [186]). A second is
the use of synthetic data to train Al systems [187]. Synthetic
data is becoming increasingly realistic, given the proliferation
of tools such as game engines, and is cheaper, infinite, labelled,
and has the potential to avoid ethical complications (e.g., bias
and privacy). Moreover, with progress in cognitive modeling,
such as described in Section III, it is becoming plausible to
generate diverse realistic social simulations. The third trend
pertains to so-called “foundational models™ that are increas-
ingly able to learn semantic information from large quantities
of multimodal loosely labeled data [188]. Some of these
systems have, for instance, shown remarkable understanding
of abstract concepts such as the (hierarchical) composition of
the world and even a basic understanding of math. Paired with
algorithms for incremental continual learning [189], these
methods may introduce an opportunity to grasp common sense
knowledge about socio-affective phenomena with minimal
need for specialized datasets. Finally, researchers have begun
exploring hybrid modeling approaches that lower the data
requirements by leveraging the benefits of data- and theory-
driven computational models [190], [191].

The majority of the work in this still nascent field has
focused so far on individual and dyadic aspects of the social
functions of emotion in machines. Yet, emotion researchers
have rightfully noted the importance of considering social
function from higher level perspectives including the group
and, even more broadly, culture [192], [193]. In group life,
we see emotions serving essential functions, such as signaling
social norm violations [194] and encouraging deviant group
members to change their behavior [195]. Perceptions of social
group membership can, furthermore, moderate how emotion
expression is interpreted [196]. At the cultural level, research
seeks to understand how cultural values and institutions shape
emotion expression in society [197]. One example pertains to
cultural rules about the appropriateness of expressing emotion
in social settings [198]. Some initial efforts have been made
on group and cultural factors shaping the social function of
emotion in machines [199]-[201], yet this area is still mostly
under-studied and ripe for further investigation.

Much is also still left to be understood about the cognitive-
psychological mechanisms driving human emotional expres-
sion, which poses a challenge for designers of emotionally
expressive machines. A solution is the symbiotic development
of expressive agent technology and human theory. In fact,
there is a growing tradition of mutually beneficial interdisci-
plinary research. Researchers have noted, among others, that:
computational models of emotion can be used to test and
learn about the details of emotion processes, including its
dynamic properties [15], [202]; virtual worlds and agents
can provide unique advantages, such as experimental control,

over other experimental methods such as human confederates
[12], [203]; and, machine learning, in particular deep learning
methods, can provide valuable insight on emotion phenomena
from large collections of publicly available data [204].

Machine expressions raises important ethical challenges. As
noted in Section V, we encourage continuous debate involving
all stakeholders — researchers, developers, legislators, users,
etc. — and focused research to identify acceptable solutions for
these ethical dilemmas, with the purpose of building trust in
the general public towards this technology. This is especially
relevant once we consider long-term interaction with expres-
sive agents and the broader cultural context, yet mostly under-
studied topics. We have, moreover, only began scratching
the surface in this debate. Just as emotional intelligence is
highly valued in social and professional life [205], integrated
systems not only capable of expressing, but regulating and
recognizing emotion will open the door to novel applications,
while simultaneously ushering in a new layer of complexity
to the ethics discussion.

The next generation of artificial intelligence systems will
be socially intelligent and capable of comprehending and
shaping the social environment it is immersed in. To achieve
this, designers cannot afford to ignore the social function of
emotional expression, which pervades human life, and leverage
it to build trust, rapport, and collaboration with humans. By
replicating this social function in machines in ethical ways,
thus, we have an opportunity to increase human-machine
cooperation and to build Al that is more likely to be trusted,
accepted, and adopted by society.
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