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This paper proposes an arbitrary-order immersed interface method for simulating
the two-dimensional propagation of acoustic and elastic waves through fluid/solid
interfaces. The present technique involves two main ingredients: 1) the linearized
equations of continuum mechanics are simulated through an ADER (Arbitrary high-
order schemes using DERivatives) scheme of arbitrary-order in both space and time
(J. Comput. Phys 197(2): 532–539, 2004); 2) the jump conditions along the material
interfaces are taken into account through the “explicit simplified interface method”
(ESIM) derived by Lombard and Piraux (J. Comput. Phys 195(1): 90–116, 2004). In
order to implement the ESIM, the computation of arbitrary-order spatial derivatives
of the interface conditions is required. To this end, an algorithm for their numerical
calculation, which does not require their explicit analytical expressions, is developed.
Two numerical experiments involving flat and curved interfaces are finally discussed.
When increasing the order of both the ADER scheme and of the interface treatment,
the improvement of the convergence and of the accuracy of the numerical method is
more specifically demonstrated by comparing the numerical results with analytical
solutions.
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I. INTRODUCTION

Simulating accurately the propagation of mechanical waves through heterogeneous media
is essential in numerous scientific and engineering problems1. In many physical applications,
the propagation of acoustic and elastic waves is fairly well described by the linearized equa-
tions of continuum mechanics (LECM), i.e. the linearized Euler equations in fluids2,3 and the
linear elastodynamic system in solids4. Finite-difference (FD) methods are widely employed
for solving such partial differential equations (PDEs) in single material domains. They are
indeed straightforward to implement, inherently well-suited for parallelization techniques5,
and can reach very high accuracy6,7. However, unlike finite-element methods8–13, FD schemes
perform poorly in problems involving interfaces14, such as the seafloor in underwater acous-
tics or the surface of an object immersed in a fluid. Firstly, FD formulas are valid only for
sufficiently smooth functions, while, along a boundary between media, the mechanical fields
are generally discontinuous or even defined differently in different adjacent domains. Sec-
ondly, the wave variables must verify not only the LECM but also appropriate constraints2

that are not incorporated in FD algorithms. Finally, FD methods are typically implemented
on regular Cartesian grids. Consequently, an interface is implicitly represented as a series of
stairs and steps, which generates spurious reflected and transmitted waves and degrades the
quality of the numerical solution unless sufficiently small grid spacings are employed15. To
sum up, without an adequate treatment of the interfaces, the reflection and the transmission
of acoustic and elastic waves are generally not correctly described by FD algorithms.

To cope with these issues, one of the strategies proposed in the literature employs the
immersed interface methods (IIMs)14,16–26. Among the IIMs, two particular algorithms for
solving the linearized equations of continuum mechanics deserve consideration: the IIM de-
veloped by Zhang and LeVeque 16 and the method proposed by Lombard and Piraux 14 . In
the former, the coefficients of the FD formula are modified near the interfaces to account
for the aforesaid constraints, thereby maintaining an acceptable level of accuracy. In the
latter, a unique FD scheme is instead employed in the whole computational domain, and
ghost or modified variables are used where the FD stencil crosses a boundary. Both tech-
niques allow for the geometrical features of the interfaces. The latter method is however
more attractive for two main reasons: firstly, it exhibits higher numerical stability, which
is indispensable in configurations involving materials with high contrasts of the physical
parameters; secondly, unlike the Zhang’s IIM, it can possibly reach arbitrary orders of accu-
racy. Nevertheless, despite its potential, current implementations of the latter IIM are only
second- or fourth-order accurate. Unfortunately, high-quality numerical simulations often
require a high resolution in terms of points-per-wavelength, especially when the number of
grid points in the computational domain is limited, for instance by the GPU memory.

The core of the algorithm proposed by Lombard and Piraux 14 lies in the computation of
the ghost variables in the neighborhood of a boundary between media. The ghost variables
are deduced from smooth extensions of the mechanical fields into the adjacent domains.
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This calculation is performed through the “explicit simplified interface method” (ESIM),
which requires high-order spatial derivatives of the interface constraints. More specifically,
Lombard and co-authors argued, on the basis of the work carried out by Gustafsson 27 ,
that conditions for the (k− 1)th−order derivative of the unknown field are needed for a FD
scheme to retain kth−order global accuracy20,21. Unfortunately, deriving explicit expressions
for such derivatives is an extremely tedious task, even for small values of k. For this reason,
Lombard and Piraux 14 suggested the use of symbolic calculus software.

This manuscript aims at elaborating a formally arbitrary-order generalization of the two-
dimensional IIM proposed by Lombard and Piraux 14 , where the main novelty is the auto-
matic computation of arbitrary-order spatial derivatives of the interface conditions. Specif-
ically, the present method consists in the coupling of two main ingredients:

1. an ADER (Arbitrary high-order schemes using DERivatives) scheme of order s in both
space and time28–30 to compute the numerical solution of the linearized equations of
continuum mechanics;

2. a kth−order ESIM for the treatment of the interfaces and the calculation of the ghost
values in the neighborhood of material interfaces.

In order to simplify the forthcoming discussion, the proposed method is referred to as
ADESIM s−k. The main contribution of this work is the development of a novel algorithm
that calculates the arbitrary-order spatial derivatives of the interface conditions. Besides,
although the ADER schemes were originally derived in the framework of the finite-volume
method28–30, a derivation based on finite differences is additionally carried out31. Finally, the
proposed algorithm would be beneficial for the extension of the method to three-dimensional
configurations as it allows the explicit calculation by hand of a high number of terms for the
spatial derivatives of the interface conditions to be avoided (for instance, see the appendix
in Lombard32).

The paper is organized as follows. The physical problem, the governing equations, and the
interface conditions are introduced in Section II. Section III is devoted to the development
of the novel algorithm for calculating arbitrary-order spatial derivatives of the interface
conditions. The ADESIM s− k method is then described in Section IV. In Section V, two
numerical experiments are discussed to assess the validity of the method. The improvement
of the numerical accuracy when increasing the order of both the numerical scheme and of the
interface treatment is more particularly examined by comparing the numerical results with
analytical solutions. Specifically, the numerical tests will show a significant improvement
of the accuracy for high values of s − k, e.g. s = 6 and k = 5, compared to the standard
method with s = 2 and k = 214. Concluding remarks are finally drawn in Section VI.
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II. DESCRIPTION OF THE PHYSICAL PROBLEM

Introduce a Cartesian coordinate system Oxy and consider a generic interface Γ separat-
ing a fluid domain Ω1 from a solid medium Ω2 (cf. Figure 1). The curve Γ is described by
a parameter τ as

Γ = {(x(τ), y(τ)) | τ ∈ I ⊆ R} , (1)

and its tangential and normal vectors, labeled as t and n, are defined by the expressions

t(τ) =

[
dx

dτ

dy

dτ

]T
n(τ) =

[
dy

dτ
−dx

dτ

]T
(2)

where the symbol T indicates the matrix transposition. The interface Γ is of class Ck, i.e
the functions dkx/dτ k and dky/dτ k are everywhere continuous up to a order k.

In the study reported in this paper, the mechanical waves propagating through the media
Ω1 and Ω2 are considered as small-amplitude perturbations of initial undisturbed ambient
states (linearity assumption). The fluid ambient state is characterized by the density ρ̄f and
by the speed of sound c̄f . The acoustic propagation is described by the two components of
the velocity perturbation u, uf

x and uf
y, and by the pressure perturbation p, collected in the

vector U =
[
uf
x uf

y p
]T .

The physical parameters for the solid ambient state are the density ρ̄s, the speed of the
P -waves c̄p and the speed of the S-waves c̄s, both expressed in terms of the Lamé coefficients,
λ̄ and µ̄33, i.e. c̄p =

√
(λ̄+ 2µ̄)/ρ̄s and c̄s =

√
µ̄/ρ̄s. The elastic propagation is described by

the two components of the elastic velocity u, us
x and us

y, and by the three components of the
elastic stress tensor Σ, σxx, σxy and σyy, collected in the vector U =

[
us
x us

y σxx σxy σyy
]T .

Along with the small perturbation hypothesis, the following premises are made:

• within each material domain, all ambient variables are independent of space and time;

• the fluid is at rest;

• the solid is isotropic and elastic;

• attenuation phenomena and body-force effects (such as the effect of gravity) are neg-
ligible.

Under these assumptions, the linearization of the equations of continuum mechanics leads
to a first-order linear hyperbolic system3,4,14:

∂U

∂t
= −A

∂U

∂x
−B

∂U

∂y
. (3)

In Eq. (3), the matrices A and B are constant and depend on the physical parameters.
The matrices are defined in a space A,B ∈ R3×3 in the fluid, and A,B ∈ R5×5 in the solid.
Finally, for the mathematical problem to be well-posed, the following conditions must be
additionally verified at a generic point P on the interface Γ and at each instant of time2,14:
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FIG. 1. (color online) Interface between a fluid Ω1 and a solid Ω2

• the normal velocity is continuous,

JuTnK = 0, ∀P ∈ Γ,∀t; (4a)

• the normal stress is continuous,

nTΣn = −p, ∀P ∈ Γ,∀t; (4b)

• the tangential stress vanishes,

tTΣn = 0, ∀P ∈ Γ,∀t. (4c)

III. ARBITRARY HIGH-ORDER INTERFACE CONSTRAINTS

In this section, the algorithm developed to compute arbitrary-order spatial derivatives
of the interface conditions (4) is described. Such derivatives are employed in the ADESIM
s− k method presented in Sec. IV.

A. Notations

Consider a point P on Γ (cf. Figure 1). The limits of the solution U(x, y, t) and of its
spatial derivatives up to the order k are collected in the vector

U k
i = lim

M→P,M∈Ωi

[
U ,

∂U

∂x
,
∂U

∂y
, ...,

∂αU

∂xα−β∂yβ
, ...,

∂kU

∂yk

]T
, i = 1, 2, α, β = 0, ..., k, (5)

where the subscript i indicates the medium.
By definition, the nth term in U k

i is

U k
i [n] = lim

M→P,M∈Ωi

∂αU [l]

∂xα−β∂yβ
, (6)
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where U [l] is the lth component of U . The index n is identified by the function

n = idx(α, β, l, d) =
dα(α + 1)

2
+ dβ + l, l ∈ 1, . . . , d, (7)

where d is the length of U . The total number of terms in U k
i is simply

idx(k, k, d, d) =
dk(k + 1)

2
+ dk + d. (8)

As a result, the vectors U k
1 and U k

2 contain respectively 3(k2 +3k+2)/2 and 5(k2 +5k+2)/2

components.
For the sake of consistency, the following notations are employed for the matrices A and

B:
Ai = lim

M→P,M∈Ωi

A, Bi = lim
M→P,M∈Ωi

B. (9)

B. Arbitrary-order derivatives of the interface constraints

The interface constraints (4) are rewritten as C0
1U

0
1 = C0

2U
0
2

L0
2U

0
2 = 0

, (10)

where the matrices C0
1,C

0
2 and L0

2 are defined by the following expressions:

C0
1 =


−dy

dτ

dx

dτ
0

0 0 −
(

dx

dτ

)2

−
(

dy

dτ

)2



C0
2 =


−dy

dτ

dx

dτ
0 0 0

0 0

(
dy

dτ

)2

−2
dx

dτ

dy

dτ

(
dy

dτ

)2


L0

2 =

[
0 0

dx

dτ

dy

dτ

((
dy

dτ

)2

−
(

dx

dτ

)2
)
−dx

dτ

dy

dτ

]
. (11)

Arbitrary-order interface conditions are developed by deriving Eqs. (10) with respect to the
variables τ and t. The term ∂kT0

iU
0
i /∂τ

k−q∂tq, with T0
i equal to either C0

1, C0
2, or L0

2, is
given by the formula (for instance, see Hardy 34 and references therein):

∂kT0
iU

0
i

∂τ k−q∂tq
=

k−q∑
q1=0

q∑
q2=0

(
k − q
q1

)(
q

q2

)
∂q1+q2T0

i

∂τ q1∂tq2
∂k−q1−q2U 0

i

∂τ k−q−q1∂tq−q2
. (12)
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Since the matrix T0
i only depends on the parameter τ , the double sum (12) does not vanish

only if q2 = 0. Therefore, Eq. (12) is simplified as

∂kT0
iU

0
i

∂τ k−q∂tq
=

k−q∑
l=0

(
k − q
l

)
dlT0

i

dτ l
∂k−lU 0

i

∂τ k−q−l∂tq
. (13)

The derivatives dlT0
i /dτ

l are computed through the formulas for the derivatives of prod-
ucts provided by Hardy 34 . The function ∂qU 0

i /∂t
q in (13) is calculated through the Lax-

Wendroff (or Cauchy-Kovalevskaya) procedure29, which consists in replacing, in Eqs. (3),
the qth−order temporal derivative with spatial derivatives:

∂qU 0
i

∂tq
= (−1)q

(
Ai

∂

∂x
+ Bi

∂

∂y

)q
U 0

i . (14)

By employing combinatorial rules for the binomial term, the above system is further devel-
oped as

∂qU 0
i

∂tq
=

q∑
m=0

(−1)qMi,m,q
∂qU 0

i

∂xq−m∂ym
, (15)

where Mi,m,q is the sum of the nup unique permutations of (q − m) matrices Ai and m

matrices Bi.
As an example, Mi,1,3 is equal to the sum of the unique permutations of 2 matrices Ai and
1 matrix Bi, i.e. AiAiBi, AiBiAi, and BiAiAi, i.e. Mi,1,3 = AiAiBi +AiBiAi +BiAiAi.
Inserting Eq. (15) in Eq. (13) yields the following expression:

∂kT0
iU

0
i

∂τ k−q∂tq
=

k−q∑
l=0

q∑
m=0

(−1)q

(
k − q
l

)
dlT0

i

dτ l
Mi,m,q

∂q

∂xq−m∂ym

(
∂k−q−lU 0

i

∂τ k−q−l

)
. (16)

To calculate the term ∂k−q−lU/∂τ k−q−l, a short digression is needed. Suppose that f, g :

R 7→ R are functions admitting n derivatives. According to Mennucci 35 , the N th−derivative
of the composition f(g(τ)) is given by the Faà di Bruno’s formula36:

dNf(g(τ))

dτN
=

N∑
n=1

1

n!

dnf(g)

dgn

∑
(s1,...,sn)∈CN

(
N

s1, s2, . . . , sn

)
n∏
r=1

dsrg(τ)

dτ sr
. (17)

In Eq. (17), the internal sum is over all the compositions CN of the integer N into n parts,
i.e. over all the n-tuples of positive indices sr, r = 1, . . . , n, that satisfy the constraint
s1 + · · ·+ sn = N . For given n and N , the total number of possible compositions is

N∑
n=1

(
N − 1

n− 1

)
= 2N−1. (18)

By moving the derivative dnf(g)/dgn inside the product sign, Expression (17) is rewritten
as

dNf(g(τ))

dτN
=

N∑
n=1

1

n!

∑
(s1,...,sn)∈CN

(
N

s1, s2, . . . , sn

)
n∏
r=1

(
dsrg(τ)

dτ sr
d

dg

)
f. (19)
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According to Mishkov 37 , when a composite function f(g(τ)) depends on a vector variable g,
g(τ) = [g1(τ), g2(τ), . . . ], the derivative dsrg(τ)/dτ srd/dg must be replaced by the operator
(dsrg/dτ sr · ∇). As a consequence, the function ∂k−q−lUi/∂τ

k−q−l is equal to

∂k−q−lU 0
i

∂τ k−q−l
=

k−q−l∑
n=1

1

n!

∑
(s1,...,sn)∈Ck−q−l

(
k − q − l

s1, s2, . . . , sn

)
n∏
r=1

(
dsrx

dτ sr
∂

∂x
+

dsry

dτ sr
∂

∂y

)
U 0

i . (20)

The derivative ∂kT0
iU

0
i /∂τ

k−q∂tq is then given by the formula

∂kT0
iU

0
i

∂τ k−q∂tq
=

k−q∑
l=0

q∑
m=0

k−q−l∑
n=1

∑
(s1,...,sn)∈Ck−q−l

(−1)q

n!

(
k − q
l

)(
k − q − l
s1, . . . , sn

)
×

× dlT0
i

dτ l
Mi,m,q

∂q

∂xq−m∂ym

[
n∏
r=1

(
dsrx

dτ sr
∂

∂x
+

dsry

dτ sr
∂

∂y

)]
U 0

i .

(21)

In Eq. (21), the factor between brackets is the product of n binomials of the form (ar + br),
with r = 1, . . . , n. By virtue of the rule of product, this factor is rewritten as the sum of
2n terms, each of which is the product of n monomials chosen in the n distinct aforesaid
binomials.
Despite its apparent complexity, Eq. (21) is recast in the form

Tq,k
i U k

i =
∂kT0

iU
0
i

∂τ k−q∂tq
. (22)

Combining all the derivatives up to the order k yields the expression:[
T0

iU
0
i

∂T0
iU

0
i

∂τ

∂T0
iU

0
i

∂t
. . .

∂kT0
iU

0
i

∂tk

]T
=
[
T0,0

i T0,1
i T1,1

i . . . Tk,k
i

]T
U k

i = Tk
iU

k
i . (23)

Enforcing the continuity of the derivatives of C0
iU

0
i and requiring that the derivatives of

L0
2U

0
2 vanish on Γ finally leads to the following system:

Ck
1U

k
1 0 = 0Ck

2U
k
2 0; (24a)

Lk
2U

k
2 0 = 00Ck

2U
k
2 . (24b)

For a given value of k, there are (k + 1) possible mixed derivatives. Consequently, the
matrices Ck

i and Lk
i have respectively (k2 + 3k + 2)/2 × 2 and (k2 + 3k + 2)/2 × 1 rows,

and
Ck

i ∈ R(k2+3k+2)× idx(k,k,d,d),

Lk
i ∈ R(k2+3k+2)/2× idx(k,k,d,d).
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C. Irrotationality of the fluid flow and compatibility conditions for the elastic
stresses

As highlighted by Lombard and Piraux 14 , the components of U are not independent,
but linked by compatibility relationships. Such constraints, along with their higher-order
derivatives, are employed as supplementary constraints for the treatment of the interfaces.
For the sake of completeness, they are briefly recalled in the forthcoming lines.

Under the assumptions made in Section II, the fluid flow is irrotational. Therefore, the
curl of the acoustic velocity vector must be identically nil:

∂uf
x

∂y
− ∂uf

y

∂x
= 0. (25)

Deriving Expression (25) (k − q − 1) times with respect to x and q times with respect to y
yields the following equation:

∂kuf
x

∂xk−q−1∂yq+1
− ∂kuf

y

∂xk−q∂yq
= 0, k ≥ 1, 0 ≤ q ≤ (k − 1). (26)

For a given order k, (k2 + k)/2 constraints are derived. Moreover, they must be verified at
each location (x, y) in the fluid and in particular at the interface point P . Consequently,
the vector U k

1 must satisfy a linear system of the form

Fk
1U

k
1 = 0. (27)

The matrix Fk
1 ∈ R(k2+k)/2×idx(k,k,3,3) is computed through the algorithm provided in Algo-

rithm 1.
In a two-dimensional isotropic elastic solid, the three components of the stress tensor

are completely determined by the two displacements along the horizontal and vertical axes.
Hence, the functions σxx, σxy and σyy are not independent and must verify a compatibility
condition. More specifically,

α2
∂2σxx
∂x2

+ α1
∂2σyy
∂x2

− ∂2σxy
∂x∂y

+ α1
∂2σxx
∂y2

+ α2
∂2σyy
∂y2

= 0. (28)

The coefficients α1 and α2 are given in terms of the Lamé parameters, i.e. α1 = (λ̄ +

2µ̄)/[4(λ̄ + µ̄)] and α2 = −λ̄/[4(λ̄ + µ̄)]. Deriving Expression (28) (k − q − 2) times with
respect to x and q times with respect to y yields the equation

α2
∂kσxx

∂xk−q∂yq
+ α1

∂kσyy
∂xk−q∂yq

− ∂kσxy
∂xk−q−1∂yq+1

+ α1
∂kσxx

∂xk−q−2∂yq+2
+

α2
∂kσyy

∂xk−q−2∂yq+1
= 0, k ≥ 2, 0 ≤ q ≤ (k − 2).

(29)
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For a given order k, (k2 − k)/2 constraints can then be derived. As in the case of the fluid
domain, they must be verified at each location (x, y) in the solid and in particular at the
interface point P . As a consequence, the vector U k

2 must satisfy a linear system of the form

Fk
2U

k
2 = 0. (30)

The matrix Fk
2 ∈ R(k2−k)/2×idx(k,k,5,5) is calculated through the algorithms provided in Algo-

rithm 2.

1: q = 1;

2: for n = 1 : k do
3: for i = 0 : (n− 1) do
4: Fk1(q, idx(n, i+ 1, 1, 3)) = +1;

5: Fk1(q, idx(n, i+ 0, 2, 3)) = −1;

6: q = q + 1;

7: end for
8: end for

Algorithm 1: Algorithm for the computation of the matrix Fk
1.

1: q = 1;

2: for n = 2 : k do
3: for i = 0 : (n− 2) do
4: Fk2(q, idx(n, i+ 0, 3, 5)) = +α2;

5: Fk2(q, idx(n, i+ 0, 5, 5)) = +α1;

6: Fk2(q, idx(n, i+ 1, 4, 5)) = −1;

7: Fk2(q, idx(n, i+ 2, 3, 5)) = +α1;

8: Fk2(q, idx(n, i+ 2, 5, 5)) = +α2;

9: q = q + 1;

10: end for
11: end for

Algorithm 2: Algorithm for the computation of the matrix Fk
2.

The constraints (27) and (30) are then used to reduce the number of unknowns in U k
1

and U k
2 , respectively. Let U k

i,K and U k
i,R be the vectors containing the degrees of freedom

to Keep and Remove from U k
i , respectively. In the fluid vector, the degrees of freedom

∂nuy/∂x
n−q∂yq, for n = 1, ..., k and q = 0, ..., (n − 1), are removed. For the solution in

the solid medium, the unknowns ∂nσyy/∂xn−q∂yq, for n = 2, ..., k and q = 0, ..., (n − 2),
are considered dependent variables. As a consequence, the vectors U k

1,K and U k
2,K have

(k2 + 4k + 3) and (2k2 + 8k + 5) components, respectively. The system Fk
iU

k
i = 0 is

conveniently rearranged as [
Fk

i,K Fk
i,R

]U k
i,K

U k
i,R

 = 0. (31)

10



Therefore, the relation U k
i,R = −Fk

i,R
−1

Fk
i,KU

k
i,K holds and the vector U k

i is conveniently
rewritten as

U k
i = Gk

iU
k
i,K , (32)

where the matrices Gk
1 ∈ Ridx(k,k,3,3)× (k2+4k+3) and Gk

2 ∈ Ridx(k,k,5,5)× (2k2+8k+5) are defined
by the formulas

Gk
1 =

 Ik2+4k+3

−Fk
1,R
−1

Fk
1,K

 , Gk
2 =

 I2k2+8k+5

−Fk
2,R
−1

Fk
2,K

 , (33)

where Iq ∈ Rq× q is the identity matrix of size q × q. Inserting Expression (32) in Eq. (24b)
yields

Lk
i G

k
iU

k
i,K = 0, (34)

where the relation (24b) for i = 1 is verified by default being a fluid at rest. Therefore, the
vector U k

i,K belongs to the kernel ZLk
i
Gk

i
of Lk

i G
k
i . Let ZLk

i
Gk

i
be the matrices whose columns

are the basis vectors of ZLk
i
Gk

i
. Then, any U k

i,K ∈ ZLk
i
Gk

i
can be expressed as

U k
i,K = ZLk

i
Gk

i
V k

i,K . (35)

The vectors V k
1 and V k

2 have respectively (k2 + 4k + 3) and (3k2 + 13k + 8)/2 components,
and, consequently, ZLk

1Gk
1
∈ R(k2+4k+3)× (k2+4k+3) and ZLk

2Gk
2
∈ R(2k2+8k+5)× (3k2+13k+8)/2. The

matrix ZLk
i
Gk

i
is deduced from a Singular Value Decomposition (SVD) of Lk

i G
k
i .

The interface conditions Ck
1U

k
1 = Ck

2U
k
2 are finally rewritten as

Sk1V
k

1 = Sk2V
k

2 , (36)

where the matrices Sk1 and Sk2 are defined by the following formulas:

Sk1 = Ck
1G

k
1ZLk

1Gk
1
∈ R(k2+3k+2)× (k2+4k+3);

Sk2 = Ck
2G

k
2ZLk

2Gk
2
∈ R(k2+3k+2)× (3k2+13k+8)/2.

(37)

To employ the ESIM, the solution V k
2 must be expressed as a function of V k

1 , and
viceversa. System (36) is underdetermined and is solved through the SVD method. Its
general solution is

V k
2 = Sk2

+
Sk1V

k
1 +

[
I(3k2+13k+8)/2 − Sk2

+
Sk2

]
Λk

1, (38)

where Sk2
+ is the pseudoinverse of Sk2 and Λk

1 ∈ R(3k2+13k+8)/2×1 is any real column vector.
An analogous result holds for V k

1 ,

V k
1 = Sk1

+
Sk2V

k
2 +

[
I(k2+4k+3) − Sk1

+
Sk1

]
Λk

2, (39)

where Sk1
+ ∈ R(k2+4k+3)× (k2+3k+2) is the pseudoinverse of Sk1 and Λk

2 ∈ R(k2+4k+3)×1 is any
real column vector.
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IV. ADESIM s− k METHOD

In this section, the ADESIM s−k method is presented. The ADER scheme employed for
solving the governing system (3) is first outlined. The ESIM procedure, with the novel algo-
rithm for computing arbitrary-order spatial derivatives of the interface conditions outlined
in Section III C, is then recalled for the sake of completeness.

A. ADER schemes for the governing system (3)

Define a time step ∆t and a uniform Cartesian grid, consisting of Nx and Ny nodes
along the x− and y−axes, respectively (cf. Figure 2). The spacings are labeled as ∆x

and ∆y and, for the sake of simplicity, they are assumed equal throughout this paper,
∆x = ∆y. The interface Γ is immersed in the computational mesh. Consider a generic
point M of coordinates xi = i∆x and yj = j∆y, with i = 1, . . . , Nx and j = 1, . . . , Ny, and
suppose temporarily that M is sufficiently far from Γ (blue node in Figure 2). The function
U(x, y, t) is therefore smooth in a neighborhood of M . The term U (xi, yj, tn+1), evaluated
at the instant tn+1 = (n + 1)∆t, can be formally computed through a Taylor series around
tn:

U(xi, yj, tn+1) = U(xi, yj, tn) +
∞∑
q=1

∆tq

q!

∂qU

∂tq

∣∣∣∣
x=xi,y=yj ,t=tn

. (40)

Using Eq. (3) to replace the temporal derivative by spatial derivatives and employing the
combinatorial rules for the binomial term, as done in Eq. (15), yields the expression

U(xi, yj, tn+1) = U (xi, yj, tn) +

s∑
q=1

q∑
m=0

(−1)q∆tq

q!
Mm,q

∂qU

∂xq−m∂ym

∣∣∣∣
x=xi,y=yj ,t=tn

+ O(∆ts+1).
(41)

Note that the temporal Taylor series has been truncated at the order s, with only even s

considered in this work. The matrix Mm,q is defined as in Section III. A numerical scheme
is then obtained by replacing the spatial derivatives with finite-difference formulas. To this
end, a square stencil centered at the point (xi, yj) and employing at most (s + 1)× (s + 1)

nodes is used. The approximation Un+1
i,j of the solution U(xi, yj, tn+1) is written as

Un+1
i,j = Un

i,j +

s/2∑
α=−s/2

s/2∑
β=−s/2

Dα,βU
n
i+α,j+β. (42)

The numerical scheme (42) has the structure of a single-step finite difference method,
with a stencil of (s+ 1)× (s+ 1) nodes centered around the point M , and can be abstractly
rewritten as

Un+1
i,j = H

(
Un
i−s/2,j−s/2, . . . ,U

n
i+s/2,j+s/2

)
, (43)

12
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FIG. 2. (color online) Computational grid

where H is a linear discrete operator. The scheme H is of order s in space and in time, i.e.
the local truncation error behaves as O(∆ts+1,∆xs+1,∆ys+1). Moreover, the grid spacing
∆x is related to the time step ∆t by the Courant-Friedrichs-Lewy number

CFL = max(c̄f , c̄p, c̄s)
∆t

∆x
, (44)

whose maximum value is 1/
√

2 for s = 2 and ' 1 for s ≥ 430.

B. Explicit simplified interface method (ESIM)

Consider at present a node MI of coordinates (xI , yJ) and close to the interface Γ (cf.
Figure 2). Assume that one of the stencil points Q of coordinates (xI+α? , yJ+β?), α?, β? ∈
[−s/2, s/2], α? 6= 0, β? 6= 0, lies in the adjacent domain (red asterisk in Figure 2). The
node MI is therefore regarded as irregular and Formula (43) cannot be applied, without
modifications, to calculate the approximation Un+1

I,J of U(xI , yJ , tn+1). The ESIM method
provides a strategy to overcome this issue. Its basic idea is to employ Expression (43) at the
node MI as well, upon replacing the term Un

I+α?,J+β? with an appropriate modified or ghost
value Un?

I+α?,J+β? . As an illustration, the numerical solution Un+1
I,J at the red node displayed

in Figure 2 would be computed as

Un+1
I,J = H (Un?

I−1,J−1, U
n
I+0,J−1, U

n
I+1,J−1,

H (Un
I−1,J+0, U

n
I+0,J+0, U

n
I+1,J+0,

H (Un
I−1,J+1, U

n
I+0,J+1, U

n
I+1,J+1 ) .

(45)

13



Let Ωi and Ωi be the domain of the irregular nodeMI and the opposite medium, respectively.
Moreover, let PQ be the orthogonal projection of Q on the interface Γ, with coordinates
(xPQ

, yPQ
). The ghost value Un?

I+α?,J+β? can be interpreted as the point value of a smooth
extension U ? of the mechanical field U in Ωi into the domain Ωi (the fluid solution is
smoothly extended in the solid side and viceversa). Such an extension is defined by a
kth−order Taylor series around the point PQ seen from the domain Ωi:

U ?(x, y, t) = Πk
i (x, y)U k

i (xPQ
, yPQ

, t). (46)

In Eq. (46), the components of the matrix Πk
i ∈ Rd× idx(k,k,d,d) are given by the expression

Πk
i [l, idx(v, w, l, d)](x, y) =

(x− xPQ
)v−w(y − yPQ

)w

(v − w)!w!
, l = 1, . . . , d, r, s = 1, . . . , k. (47)

The modified value Un?
I+α?,J+β? is then calculated as

Un?
I+α?,J+β? = Πk

i (xI+α? , yJ+β?)U k,n
i,PQ

, (48)

where U k,n
i,PQ

is an approximation of the vector U k
i (xPQ

, yPQ
, tn). Therefore, computing

Un?
I+α?,J+β? is tantamount to estimate U k,n

i,PQ
.

Assume at present that the point Q is located in the solid side, as in Figure 2. In order
to evaluate U k,n

i,PQ
, a set B of grid nodes surrounding PQ is employed (cf. Figure 3). This

O

y

x

Q PQ

Γ
B

B1

B2
Ω2

Ω1

FIG. 3. (color online) Set of nodes B for the estimation of the vector Uk,n
i,PQ

set is enclosed in a circle centered at the point PQ with a radius rB and is divided into two
subsets Bi, i = 1, 2, by the interface Γ. The solution at a node of indexes (i, j) in the subset
B1 is given, at the instant tn, by the expression

U(xi, yj, tn) = Πk
1(xi, yj)U

k
1 (tn) + O(∆xk+1)

= Πk
1(xi, yj)G

k
1ZLk

1Gk
1
V k

1 (tn) + O(∆xk+1),
(49)

which is rewritten as

U(xi, yj, tn) = Πk
1(xi, yj)G

k
1ZLk

1Gk
1

[
I(k2+4k+3) OΛk

1

] [V k
1 (tn)

Λk
1(tn)

]
+ O(∆xk+1), (50)
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where OΛk
1
is the null matrix of size (k2 + 4k+ 3)× (3k2 + 13k+ 8)/2. At a point of indexes

(i, j) located in the subset B2, the solution at the instant tn is instead given by the following
formula:

U(xi, yj, tn) = Πk
2(xi, yj)U

k
2 (tn) + O(∆xk+1)

= Πk
2(xi, yj)G

k
2ZLk

2Gk
2
V k

2 (tn) + O(∆xk+1).
(51)

Using Eq. (38) to recast the vector V k
2 as a function of the vector V k

1 yields

U(xi, yj, tn) = Πk
2(xi, yj)G

k
2ZLk

2Gk
2

[
Sk2

+
Sk1 (I(3k2+13k+8)/2 − Sk2

+
Sk2)
] [V k

1 (tn)

Λk
1(tn)

]
+O(∆xk+1).

(52)
Combining Equation (50) and Equation (52) for all the nodes in B leads to an expression of
the following form:

(Un)B ≡


U (xi1 , yj1 , tn)

U (xi2 , yj2 , tn)

...

 = MB,1(xi1 , yj1 , xi2 , yj2 , . . . )


V k

1 (tn)

Λk
1(tn)

+


O(∆xk+1)

...

O(∆xk+1)

 . (53)

The radius rB of B is chosen in such a way that System (53) is overdetermined. A convenient
restriction M+

B,1 of the pseudoinverse MB,1 of the matrix MB,1 provides an approximation
of the unknown vector V k

1 and

U k,n
i,PQ

= Gk
1ZLk

1Gk
1
M+

B,1 (Un)B . (54)

The modified value Un?
I+α?,J+β? is finally calculated as

Un?
I+α?,J+β? = Πk

i (xI+α? , yJ+β?)Gk
1ZLk

1Gk
1
M+

B,1 (Un)B . (55)

For a node Q in the fluid side, an analogous procedure leads to a formula of the form

Un?
I+α?,J+β? = Πk

i (xI+α? , yJ+β?)Gk
2ZLk

2Gk
2
M+

B,2 (Un)B . (56)

The computations of U k,n
i,PQ

and Un?
I+α?,J+β? involve the high-order constraints described

in Section III. As a result, the modified or ghost value Un?
I+α?,J+β? implicitly allows taking

into account the interface conditions, which are necessary for a correct description of the
reflection and transmission phenomena of waves at a boundary between different media.
The above procedure must be repeated at each time step for all irregular nodes and grid
points located in the opposite side of Γ, before using the ghost values in the scheme (43).

V. NUMERICAL EXPERIMENTS

Two numerical experiments are carried out. In the first test case, the propagation of
a plane wave through a flat fluid/solid interface is simulated. This benchmark aims at
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demonstrating the improvement of the accuracy and of the convergence rate when increasing
the orders s and k of the ADER scheme and the interface treatment. The second experiment
concerns the acoustic scattering of a cylindrical pulse by a water-filled aluminum cylindrical
shell immersed in water. Its goals are to show the ability of the ADESIM s− k method to
handle curved interfaces and to examine the resolutions in terms of points-per-wavelength
for various values of s and k.

A. First test case

In the first test case, the material boundary is described by a parameter τ as

Γ =
{

(x, y) ∈ R2 | x(τ) = 0, y(τ) = τ, τ ∈ R
}
, (57)

and the physical properties of the media are set to ρ̄f = 1000 kgm−3, c̄f = 1500ms−1,
ρ̄s = 2600 kgm−3, c̄p = 4000ms−1, and c̄s = 2000ms−1. The initial field is a plane wave
propagating in the fluid with an angle ϑ of 21◦ with respect to the horizontal axis and is
defined by the expression

U(x, y, t) = −
[

cos(ϑ)

c̄f

sin(ϑ)

c̄f

ρ̄f

]T
F

(
t− x

c1

)
, (58)

for t = 0. The function F is a C6 spatially-bounded combination of truncated sinusoids and
is given by the formula21

F(ξ) =


4∑

m=1

am sin(bmω0ξ) ξ ∈
[
0,

2π

ωc

]
0 otherwise

, (59)

where a1 = 1, a2 = −21/32, a3 = 63/768, a4 = −1/512, bm = 2m−1, and ω0 = 2π × 8 kHz.
The physical domain of interest spans the square [−2, 2]m × [−2, 2]m. At its boundaries,

the analytical solution provided by Lombard 32 is employed to update the mechanical field
U . Different simulations are performed with various values of ∆x, s, and k. The Courant-
Friedrichs-Lewy number CFL is set equal to 0.95 for s ≥ 4 and to 0.95/1.5 for s = 2. The
numerical results are compared with the analytical solution.

The stresses σyy obtained at three different instants of time with ∆x = 1/256m, s = 6

and k = 5 are reported in Figure 4 (in the fluid σyy = −p). In the fluid, the mechanical field
consists of an incident and of a reflected acoustic waves. In the solid, transmitted P- and
S-waves are observed.

The errors in norm L∞ calculated at the instant t = 7.4 × 10−4s, on the line y = −0.1m,
are displayed in Figure 5 with the convergence rates. In agreement with the theoretical
results of Gustafsson 27 , a (s − 1)th−order interface treatment coupled with a sth−order
ADER scheme is sufficient to maintain sth−order global accuracy. The schemes ADESIM
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FIG. 4. (color online) First test case. Stress fields σyy at three different instants of time obtained

through the scheme ADESIM 6− 5.
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FIG. 5. (color online) First test case. Convergence rates.

2− 2, ADESIM 4− 2, ADESIM 4− 3, ADESIM 6− 3, ADESIM 6− 4 and ADESIM 6− 5

exhibits indeed the following rounded convergence rates: 2, 3, 4, 4, 5, 6.
The results obtained with ∆x = 1/128m and through different values of s and k are

illustrated in Figures 6. In particular, the signals of pressure calculated at the point of
coordinates (−1, 0)m are plotted in Figure 6(a); the signals of vertical stress σyy associated
with the transmitted P- and S-waves and obtained at the node of coordinates (0.8, 0)m
are displayed in Figures 6(c) and 6(e), respectively. The corresponding one-sided energy
spectral densities are shown in Figures 6(b), 6(d) and 6(f). While numerical dispersion
is observed on the curves computed with the second-order ADESIM scheme, the signals
calculated through the fourth- and sixth-order methods are in good agreement with the exact
solutions. Increasing the orders of both the ADER scheme and of the interface treatment
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FIG. 6. (color online) First test case. (a) Reflected pressures at the point (−1, 0)m. (b) Transmitted

P-waves and (c) transmitted S-waves at the point (0.8, 0)m. (d)-(e)-(f) Corresponding one-sided

energy spectral densities. Results obtained analytically (black lines) and numerically, with ∆x =

1/128m, through the following methods: ADESIM 2−2 (purple lines), ADESIM 4−3 (blue lines),

ADESIM 6− 3 (green lines), ADESIM 6− 5 (orange lines).

improves the numerical accuracy.

B. Second test case

In the second test case, the internal and external fluid/solid interfaces are described by
the parametric equations

Γinternal = {(x, y) ∈ R2 | x(τ) = ri cos(τ) + 0.5, y(τ) = ri sin(τ), τ ∈ [0, 2π[} ,

Γexternal = {(x, y) ∈ R2 | x(τ) = re cos(τ) + 0.5, y(τ) = re sin(τ), τ ∈ [0, 2π[} ,
(60)

where ri = 0.4m and re = 0.5m. The density and the speed of sound of the internal and
external fluids are ρ̄f = 1000 kgm−3 and c̄f = 1500ms−1. The properties of the solid are
ρ̄s = 2700 kgm−3, c̄p = 6420ms−1, and c̄s = 3040ms−1. The initial mechanical field is
nil and an incident cylindrical pulse (Ricker wavelet) is excited in the external fluid by the
pressure source

S(x, y, t) = − 1

πα2

[
1− ω2

c

2
(t− tc)2

]
e−ω

2
c (t−tc)2/4e−(x−xc)2/α2−(y−yc)2/α2

[0 0 1]T , (61)
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where ωc = 2π × 20 kHz, tc = 0.1ms, xc = −0.5m, yc = 0m, and α = 0.005m. The term
(61) is integrated in the numerical solution at the end of each time step through the Euler
method.

The computational frame spans the square [−1, 2]m × [−1.5, 1.5]m. At its boundaries,
the radiation conditions proposed by Tam and Webb 38 are employed to minimize the reflec-
tions of outgoing waves. Simulations are performed with ∆x = 3.75 × 10−3 m by employing
the following schemes: ADESIM 2− 2, ADESIM 4− 3, ADESIM 6− 3, and ADESIM 6− 5.
The Courant-Friedrichs-Lewy number CFL is set equal to 0.95 for s ≥ 4 and to 0.95/1.5

for s = 2. The numerical results are compared with the analytical solution. The latter is
computed via standard techniques for acoustic scattering by cylindrical shells39, with the
incident acoustic field calculated as suggested in Sabatini et al. 40 .

The stress fields σxx obtained at four different instants of time through the scheme
ADESIM 6 − 5 are displayed in Figure 7. At t = 0.33ms (cf. Figure 7(a)), a cylindri-
cal impulsive wave has been excited in the ambient fluid and is travelling toward the shell.
At t = 0.66ms (cf. Figure 7(b)), the pulse has been reflected by the external interface and
is propagating through the object. At t = 1.32ms (cf. Figure 7(c)) and t = 2.74ms (cf.
Figure 7(d)), the scattered field has filled the whole physical domain of interest.

The signals of pressure calculated at the point of coordinates (−0.5, 0)m are shown in
Figures 8(a) and 8(b) along with the analytical solution. The corresponding one-sided en-
ergy spectral densities are displayed in Figure 8(c). While numerical dispersion is observed
on the results computed with the second- and the fourth-order ADESIM schemes, the curves
calculated through the sixth-order methods are in excellent agreement with the exact solu-
tion. This trend is also visible in the ESD diagram, which clearly shows the increase of the
numerical accuracy with the orders s. As an illustration, for s = 6, appreciable differences
between the numerical and the exact ESDs only appear for frequencies higher than about
52 kHz. In order to quantify the accuracies of the computations, a relative error EFT{−p} for
the modulus of the Fourier transform of a numerical time series is introduced:

EFT{−p}(f) =
|FT{−pnumerical}(f)− FT{−panalytical}(f)|

|FT{−panalytical}(f)| . (62)

For each numerical signal, the function EFT{−p}(f) is smoothed through a moving average
with a window length of 2 kHz. The resulting curves are plotted in Figure 8(d). For each
scheme, the smallest resolved wavelength λmin is then defined as the minimum value of
λ = c̄f/f such that EFT{−p}(f) < 10−1. The results are reported in Table I. Note that with
ADESIM 6 − 5, the largest resolved frequency fmax is 342% higher than the one resolved
with standard method ADESIM 2 − 214. Consequently, the number of points required for
resolving the smallest wavelength λmin drastically reduces by the same percentage amount,
bringing to a significant gain in computational memory requirements.

Increasing the orders of both the ADER scheme and the interface treatment, while keeping
the grid spacing ∆x constant, clearly enhances the numerical resolution. As an illustration,
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FIG. 7. (color online) Second test case. Stress fields σxx at four different instants of time obtained

through the scheme ADESIM 6− 5.

Method s− k Max. resolved f (Hz) λmin/∆x

ADESIM 2− 2 15.38 26.01

ADESIM 4− 3 34.39 11.63

ADESIM 6− 3 51.75 07.73

ADESIM 6− 5 52.63 07.60

TABLE I. Second test case. Numerical accuracies in terms of points-per-wavelength.

a sixth-order ADER method coupled with a fifth-order ESIM achieves a resolution of about
λmin/∆x = 7.6 points-per-wavelength, which is comparable to the accuracy of very-high-
quality solvers, such as the well-known SPECFEM code based on the spectral element
method8,11–13. On the other hand, for a fixed value of λmin, the minimum ∆x verifying
the resolution requirements grows roughly linearly with s. As a consequence, for a given
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FIG. 8. (color online) Second test case. (a)-(b) Signals at the point of coordinates (−0.5, 0)m

obtained analytically (black lines) and through the schemes ADESIM 2−2 (purple lines), ADESIM

4−3 (blue lines), ADESIM 6−3 (green lines), ADESIM 6−5 (orange lines). (c) Corresponding one-

sided energy spectral densities. (d) Relative errors for the absolute values of the Fourier transforms

of the numerical signals.

value of the maximum frequency to be resolved and for given dimensions of the physical
domain of interest, the number of points per direction decreases linearly with s and the
total number of nodes diminishes quadratically. This study clearly shows the potential gain
in the computational cost offered by the ADESIM s − k method over classically-employed
FD schemes.

VI. CONCLUSION

An arbitrary-order immersed interface method has been developed for the simulation
of the two-dimensional linear propagation of mechanical waves in heterogeneous media in-
cluding fluid and solid domains. The proposed technique uses ADER schemes of arbitrary
accuracy in space and in time to solve the governing equations and employs the “explicit
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simplified interface method” (ESIM) by Lombard and Piraux 14 for the treatment of the in-
terfaces. In order to implement the ESIM, arbitrary-order spatial derivatives of the interface
conditions are required. To this end, an algorithm for their numerical computation, which
does not require the knowledge of their explicit analytical expressions, has been derived.
This procedure could be extremely useful for future developments in three dimensions. Two
numerical experiments have been finally examined: the propagation of a plane wave through
a flat fluid/solid interface and the propagation of a cylindrical pulse through an aluminum
shell immersed in water and filled with water. The improvement of the convergence rate
and of the numerical accuracy when increasing both the order of the ADER scheme and
of the interface treatment has been more specifically demonstrated. In particular, a sixth-
order ADER method coupled with a fifth-order ESIM allows achieving a resolution of about
7.6 points-per-wavelength, which is comparable to the accuracy of very-high-quality solvers,
such as the well-known SPECFEM code.

The present study leaves various unanswered questions that will be the subject of future
investigations. Firstly, specific strategies must be developed for the treatment of non-smooth
and crossing interfaces. Secondly, a stability analysis is required to rigorously define the
range of applicability of the present numerical technique. Finally, the method must be
extended to three-dimensional configurations in order to investigate more realistically the
propagation of mechanical waves in heterogeneous media.
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