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Abstract

It is demonstrated that significant accuracy improvements of MRSF-TDDFT can be achieved

by introducing two different exchange-correlation (XC) functionals for the reference Kohn-Sham

DFT and the response part of calculations, respectively. Accordingly, two new XC functionals

of doubly tuned Coulomb attenuated method-vertical excitation energy (DTCAM-VEE) and

DTCAM-AEE were developed on the basis of the "adaptive exact exchange (AEE)" concept in

the framework of the Coulomb-attenuating XC functionals. The values by DTCAM-VEE are

in excellent agreement with those of Thiel’s set (mean absolute errors (MAEs) and interquartile

range (IQR) of 0.218 and 0.327 eV, respectively). On the other hand, DTCAM-AEE faithfully

reproduced the qualitative aspects of conical intersections (CIs) of trans-butadiene and thymine,

and the nonadiabatic molecular dynamics (NAMD) simulations on thymine. The latter functional

also remarkably exhibited the exact 1/R asymptotic behavior of the charge-transfer state of an

ethylene-tetrafluoroethylene dimer, and the accurate potential energy surfaces (PESs) along the

two torsional angles of retinal protonated Schiff base model with six double bonds (rPSB6).

Overall, DTCAM-AEE generally performs well, as its MAE (0.237) and IQR (0.41 eV) are

much improved as compared to BH&HLYP. The current idea can be also applied to other

XC functionals as well as other variants of linear response theories, opening a new way of

developing XC functionals.
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Introductions

A widely used methodology for studying molecular excited states is the spin-conserving linear

response time-dependent density functional theory (LR-TDDFT).1–3 Despite the success of conventional

LR-TDDFT in describing the low-lying excitation energies of molecules, there are well-known

limitations. These include the energy of long-range charge transfer excitations within pure and

hybrid exchange-correlation (XC) functionals,4–8 excited states with substantial double excitation

character,9–12 states of molecules undergoing bond breaking,13,14 and the topology of conical

intersections (CIs).15–18 There have been various attempts to address the issues of the charge-transfer19,20

and double excitations.10,21,22 These limitations can be also overcome more explicitly by the

spin-flip model,23 especially the spin-flip (SF)-TDDFT,24–27 which utilizes spin-flip excitations

from high spin triplet reference (Ms = +1). Thus, the incorrect description of the CI, single

bond-breaking, and the poor description of multireference electronic states, can be corrected by

it.24–26 However, SF-TDDFT may suffers from considerable spin contamination.28–30 As it is due

to the incomplete configurations of its response space, a fundamental solution for the problem is

to include the missing ones. However, unlike wave function theories, a considerable challenge

remains with respect to TDDFT when going beyond the adiabatic approximation to account for

more than single excitations.21 The introduction of the tensor equation-of-motion (TEOM) formalism

yields the spin-adopted (SA) SF-DFT, which is free of spin contamination by expanding electron

configurations.31 However, its analytic energy gradient has yet to be developed due to the inherent

complexity of TEOM.

Instead of introducing expensive high-rank excitations from a single reference, two references

(Ms =+1 and Ms =−1 of triplet reference) were adopted as an alternative way of expanding the

response space by some of us.32 To recover the idempotency condition of its mixed density,33 a

hypothetical single reference by a novel spinor transformation has been introduced, finally yielding

a mixed reference (MR) spin-flip (SF)-TDDFT.32,34 The new approach not only eliminates the

problematic spin-contamination pitfalls of SF-TDDFT26 but also introduces additional multireference

features to TDDFT. Like SF-TDDFT, the MRSF-TDDFT also considers the singlet ground state
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(S0) and other excited states on an equal footing, which not only eliminates the general topological

problem35–37 of CI but also allows the description of open-shell ground singlet states such as

diradicals, Jahn-Teller distortion38,39 as well as bond-breaking.40 Furthermore, the one-electron

spin-flip excitation from the mixed triplet reference includes the important doubly excited configuration,

which is the main ingredient to properly account for the CI21 between bright 11B+
u and dark 21A−

g

states of s-trans-butadiene and s-trans-hexatriene.12 Therefore, after its initial introductions, the

MRSF-TDDFT32,34 has proven to be a promising quantum theory for general use, overcoming

the major issues of existing theories. In a series of studies,35–45 it has been demonstrated that the

MRSF-TDDFT approach can also yield accurate nonadiabatic coupling matrix elements (NACMEs)40,41

enabling reliable nonadiabatic molecular dynamics (NAMD) simulations,44,46–51 accurate spin-orbit

couplings (SOC)52 and very accurate X-ray absorption predictions.53 This method has also been

successfully used in designing highly performing optoelectronic materials.37,54–56 The MRSF-TDDFT

has finally been released publicly by the GAMESS (July 31, 2022 R1 Public Release Version).57

As a variant of linear response theory, the performance of MRSF-TDDFT is also subjective to

the choice of XC functionals. As was pointed out by Huix-Rotllant et al.,58 within the widely used

collinear (one-component) SF formalism, which is also adopted by MRSF-TDDFT, the configurations

obtained by different SF transitions couple through the exact exchange only. It inevitably requires

a larger fraction of the exact exchange, such as in the BH&HLYP functional,38 limiting the choice

of XC functionals. Therefore, the main objective of the current study is to explore a way of

developing customized XC functionals for MRSF-TDDFT as well as linear response theories in

general. Vertical excitation energies (VEEs) may be one of the important criteria for this, which

are the properties at Franck-Condon (FC) geometries. In the special applications of NAMD,

however, various other parts of potential energy surfaces (PESs) away from FC are frequently

encountered. Especially, the CI regions are of utmost importance for the success of NAMD

simulations. However, properly established CIs that can be adopted for benchmarks, are scarce

in the literature. In the current study, each CI of trans-butadiene12 and thymine44 shall be adopted.

The former and latter have been relatively well established by high-level quantum theories12 and by
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the good agreements between NAMD simulations and various experimental results,44 respectively.

The ethylene-tetrafluoroethylene dimer,4 as well as retinal protonated Schiff base with six double

bonds (rPSB6),59 shall be also adopted for further verification of the developed XC functionals.

While the former is an ideal test system for r−1 asymptotic behavior of charge-transfer states, the

latter is the critical model of retinal photo-isomerization reactions.

The main focus of the current study is to explore the advantages of "double tuning" or "adaptive

exact exchange (AEE)" for individual SCF problem and response parts of MRSF-TDDFT calculations,

respectively. It is common and intuitive to employ the same XC functional for the mean-field

ground SCF and the response calculations. However, the use of the same XC function for both

problems is not strictly necessary, as time-dependent Kohn-Sham stems from a TDDFT time-dependent

exchange-correlation action, and Kohn-sham DFT is based on a static (in time) exchange-correlation

functional, despite in practice both functionals are approximated by approximate XC functionals.

In other words, even if we would use the exact DFT XC functional in the response equations, it

would be an approximate functional for TDDFT, since it would only depend on the instantaneous

density.3 In fact, Dreuw and Head-Gordon 60 showed that the errors of TDDFT are coming from

both the orbital energies of SCF and response calculations. By individually tuning XC functionals

for the two steps, we demonstrated that one can obtain better XC functionals for response theories.

In this regard, the current approach resembles the xDH scheme used in double-hybrid (DH)

methods for ground state properties, where all energy terms associated with the DH functionals are

evaluated by using the SCF orbitals and corresponding densities from some lower-rung functionals,

while a top-rung DH functional is adopted for final energy evaluation for its improved accuracy

due to the introduction of the nonlocal correlation effects.61 The Current study explicitly adopts

two different XC functionals in the special cases of excited state properties.
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Theoretical Backgrounds and Computational Details

With the help of dimensional transformation U (k),34 the singlet and triplet orbital Hessians can be

succinctly represented with a single form of:

A(k)(0)
pq,rs =U (k)

pq
{

δprFqsβ −δqsFprα − cMRSF (pr |sq)
}

U (k)
rs , (1)

where k = singlet/triplet and

Fpqα = hpqα +V xc
pqα +∑

i
[2(pq |ii)− cHF (pi |iq)]

+∑
x
[(pq |xx)− cHF (px |xq)], (2a)

Fpqβ = hpqβ +V xc
pqβ

+∑
i
[2(pq |ii)− cHF (pi |iq)]

+∑
x
(pq |xx) , (2b)

where cHF and cMRSF denote the coefficients for the exact Hartree–Fock exchange used in SCF and

response calculations, respectively. The hpqσ and (pq|ii) are the one- and two-electron integrals,

respectively, and V xc
pqσ represents the matrix elements of the first functional derivatives of the

XC functional with respect to electron density. All two-electron integrals are written in chemist

notation. We have generally assumed that cMRSF is equal to cHF.

With the Mixed Reference (MR)-Reduced Density Matrix (RDM) of MRSF-TDDFT, a posteriori

coupling of cSPC was introduced32 as:

A′
pq,rs = cSPC

〈
Ψ

MS=+1
pαqβ

∣∣∣ Ĥ
∣∣∣ΨMS=−1

rβ sα

〉
, (3)

where cSPC is a set of CO-CO, OV-OV, CO-OV spin-pair coupling parameters (C=closed, O=open,

V=virtual MOs),
〈

Ψ
MS=+1
pαqβ

∣∣∣ and
∣∣∣ΨMS=−1

rβ sα

〉
are the bra and ket vectors for configurations originating

from the MS = +1 and MS = −1 components of the mixed reference state, respectively. We have
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also generally assumed that cSPC is equal to cMRSF. The corresponding equations of gradients are

presented in Sections II and III of Supporting Information.

All single-point calculations were performed using a locally modified GAMESS-US program

package.57 Thiel’s62 set was adopted for the reference energies of VEEs with two different all-electron

basis sets of 6-31G(d) and cc-pVTZ. This set contains the most common organic chromophores

such as polyenes, polyaromatic hydrocarbons, carbonyl compounds, amides, heterocycles, and

nucleobases, and is widely used to benchmark existing and new computational methods. We

utilized a set of 49 symmetry-labeled singlet excited states as was previously done.38 In this work,

the latest version of the aforementioned set (theoretical best estimate; TBE-2) was used as reference

values. The various DFT functionals were employed (the amount of the exact exchange is given

in parentheses, where range-separated functionals presented as α (short range), β (long range), ω

(range-separation)), i.e., HCTC407(0.0),63 M06-L(0.0),64 OLYP(0.0),65 R2SCAN(0.0),66 R2SCAN01(0.0),67

SVWN(0.0),68,69 THCTH(0.0,70 TPSS(0.0),71 ωB97(0.0, 1.0, 0.4)72, TPSSh(0.1),73 CAM-B3LYP(0.19,

0.46, 0.33),74 CAMh-B3LYP(0.19, 0.31, 0.33),75 B97(0.194),76,77 B3LYP(0.2),78–80 B3PW91(0.2),81

X3LYP(0.218),82 APF(0.229),83 HSE06(0.25, -0.25, 0.11),84 PBE0(0.25),85 BH&HLYP(0.5),80

CAM-QTP00(0.54, 0.37, 0.29),86 M06-2X(0.54),87 QTP17(0.62)86 and M06-HF(1.0).87

Results and Discussions

Vertical Excitation Energy And The Amount of Exact Exchange

Unlike TDDFT, both SF- and MRSF-TDDFT produce a ground singlet (S0) state as one of their

response states. The typical ground state of closed-shell systems is mostly described by a single

configuration as a result of O2 → O1 spin-flip excitation in Fig. 1(a). As the difference of the

Kohn-Sham orbital energies is the leading term of the diagonal elements of the A matrix, the VEEs

and the energy gaps of Sx −S0 (x ≥ 1) of both SF- and MRSF-TDDFT can be largely proportional

to the O2 - O1 gap.88,89 The linear relation between them with the amount of the exact exchange

contribution is presented in the case of trans-butadiene (See Fig. 1(b)), where it is clearly seen that
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Figure 1: (a) Spin-flip excitation for the closed-shell ground state by MRSF-TDDFT. (b) The VEEs
between S1 and S0 states with respect to Kohn-Sham orbital energy differences between O2 and
O1 for several functionals in trans-butadiene as calculated with MRSF-TDDFT/6-31g(d) basis set.
Note that the color represents the amount of exact exchange contribution.

the O2 - O1 gap, as well as VEEs, are proportional to the amount of exact exchange. The collinear

formalism of MRSF-TDDFT inevitably requires a larger fraction of the exact exchange to produce

correct response states, such as in the BH&HLYP functional, which tends to overestimate VEEs.

This seemingly contradictory condition may be alleviated by the introduction of an AEE concept,

where individual XC functionals with different amounts of exact exchange are designed for orbital

optimization and linear response steps of MRSF-TDDFT calculations.
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More specifically, the overall process is composed of two consecutive steps: (i) high spin

triplet KS-DFT orbital optimizations by the XC functional with cHF producing the Eq. 2, and (ii)

the matrix element computations of orbital Hessian by another XC functional with cMRSF=cSPC. If

cHF is equal to cMRSF=cSPC, the two steps are processed by the same XC functional. Otherwise, it

can be considered that two different XC functionals are utilized for them, respectively. In reality,

it is noted that the collinear formulation of the current MRSF-TDDFT eliminates the pure XC

functional contributions during the response part of the calculation. It should be emphasized

that the current approach is consistent with the previous implementation of analytic gradients for

MRSF-TDDFT. As the modification is as simple as separating cHF into cHF and cMRSF, minimal

changes to the analytic gradient formulations were needed. The specific corrections are available

in the Sections II and III of Supporting Information.

Performance Analysis of Adaptive Exact Exchange

Mean absolute errors (MAEs), as well as boxplots of predicted VEEs by various XC functionals

as compared to the reference values, are presented in Fig. 2 and 3, respectively, where the XC

functionals are listed in the X-axis with the increasing order of exact exchange contributions. In

the typical case of cMRSF = cSPC = cHF as shown in the top of Fig. 2, the BH&HLYP and M06-2X,

which have cHF = 0.5 and 0.54, exhibit the smallest MAE of 0.379 and 0.358 eV, respectively.

Noticeably, the two Coulomb attenuated functionals of CAM-B3LYP and CAMh-B3LYP also

exhibit relatively small MAEs of 0.398 and 0.41 eV, respectively. The two CAM functionals

have variable exact exchange contributions as a function of distance up to 65% (CAM) and 50%

(CAMh) in the asymptotic region. Generally, the MAEs of other XC functionals are increasing, as

cHF is either smaller than 0.19 or higher than 0.5. A similar trend of MAEs was also seen in the

case of LR-TDDFT.38

In order to investigate the effect of AEE, a special setting of cMRSF = cSPC = 0.5, which

mimics the BH&HLYP functional, (more specifically its exact exchange component), was adopted

regardless of cHF. As a result, while the SCF part is performed with the regular XC functionals,
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Figure 2: The MAEs (in eV) of the S1 and S2 excited states based on symmetry label
compared with TBE-2 for Thiel’s molecular set as a function of XC functionals, where top figure
represents the MAE results with cMRSF=cSPC=cHF, while the bottom figure were generated with
cMRSF=cSPC=0.5. All calculations were done by MRSF-TDDFT with 6-31G(d) basis set. The
values in parentheses are cHF for each functional. It should be noted that the actual percentage
of cHF of ωB97, CAM-B3LYP and CAMh-B3LYP are 0.0 ∼ 1.0, 0.19 ∼ 0.65 and 0.19 ∼ 0.50,
respectively. (see Table 1) The collinear formulation of the current MRSF-TDDDFT eliminates the
contribution of pure XC functionals of VWN5 and LYP. The corresponding table with cc-pVTZ
basis set is presented in Section I of Supporting Information.
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Figure 3: The boxplot (medians, interquartile ranges, as well as wiskers) of the S1 and S2 excited
state error (in eV) compared with TBE-2 for Thiel’s molecular set as a function of XC functionals,
where top figure utilize cMRSF=cSPC=cHF, while the bottom figure utilizes cMRSF=cSPC=0.5. All
calculations were done by MRSF-TDDFT with 6-31G(d) basis set. The values in parentheses
are cHF for each functional. The values in parentheses are cHF for each functional. It should
be noted that the actual percentage of cHF of ωB97, CAM-B3LYP and CAMh-B3LYP are 0.0
∼ 1.0, 0.19 ∼ 0.65 and 0.19 ∼ 0.50, respectively. (see Table 1) The collinear formulation of
the current MRSF-TDDDFT eliminates the contribution of pure XC functionals of VWN5 and
LYP. The corresponding table with cc-pVTZ basis set are presented in Section I of Supporting
Information.
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the modified exact exchange is utilized for the response part of computations.

Remarkably, dramatic reductions (factor of two) of MAEs are achieved in all XC functionals

(see bottom of Fig. 2). The XC functionals with cHF ∼ 0.2 such as B97, B3LYP, B3PW91,

X3LYP, APF, and PBE0 are especially well improved, making their MAEs smaller than that of

full BH&HLYP. The smallest MAE of 0.24 eV is achieved by the CAMh-B3LYP. The statistical

analysis in the form of boxplots on the same data is shown in Fig. 3, where the improved median

and reduction of interquartile ranges (IQR) range are also seen from all XC functionals. For

example, the -0.35 (median) and 0.68 (IQR) eV of B3LYP are reduced to -0.16 and 0.39 eV,

respectively. In short, the statistical analysis revealed the dramatic impact of AEE on the accuracy

of VEE predictions. Especially, it is remarkable to observe that the prediction accuracy of all

functionals is improved by the fixed value of cMRSF = cSPC = 0.5, which shall be further investigated

in the subsequent sections.

New XC functionals of DTCAM-VEE and DTCAM-AEE

As the idea of applying fixed values (0.5) for cMRSF and cSPC generally improves the prediction

accuracy of VEEs, it would be interesting to further optimize the cMRSF and cSPC. The Coulomb-attenuating

XC functional approach74 of Eq. 4 is adopted for this.

1
r12

=
1− [αi +βi · er f (µr12)]

r12
+

αi +βi · er f (µr12)

r12
, (4)

where αi, βi and µ are parameters. While the µ is set to 0.33 (the same as in CAM(h)-B3LYP

functional) in the current study, the αi and βi are adjusted. Note that subscript i is introduced here

to represent the "adaptive" aspect of current proposals. Normally, the subscript i is unnecessary, as

the same α and β are utilized for both SCF (i=1) and response parts (i=2) of computations. In the

case of CAMh-B3LYP, the α1 and β1 are 0.19 and 0.31, respectively and the corresponding values

for α2 and β2 are identical. (See Table 1)
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(a) (b)

(c) (d)

(e) (f)

Figure 4: The 2D plot of MAE and IQR (in eV) compared with the TBE-2 of Thiel’s. Panel
(a) and (b) represent the MAEs and IQRs with α1 = 0.4 ∼ 0.01 and β1 = 0.0 ∼ 0.4 at fixed
α2=0.5 and β2=0.0, respectively. Panel (c) and (d) represent the MAEs and IQRs with α1 = 0.21
∼ 0.17 and β1 = 0.27 ∼ 0.32 at fixed α2=0.5 and β2=0.0, respectively. Panel (e) and (f) represent
the MAEs and IQRs with α2 = 0.5 ∼ 0.1 and β2 = 0.0 ∼ 1.0 at fixed α1=0.19 and β1=0.29,
respectively. Benchmarks include 49 symmetry-labeled excited states. All calculations were done
by MRSF-TDDFT with the 6-31G(d) basis set.
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Table 1: Summary of the exchange–correlation functionals. It should be emphasized that the
collinear formulation of the current MRSF-TDDFT eliminates the pure XC contributions of
VWN5 and LYP during the response part of calculations.

SCF Part Response Part
Name Exchange functional α1 α1 + β1 α2 α2 + β2 Correlation functional
CAM-B3LYP Becke88 0.19 0.65 0.19 0.65 0.19 VWN5 + 0.81 LYP
CAMh-B3LYP Becke88 0.19 0.50 0.19 0.50 0.19 VWN5 + 0.81 LYP
DTCAM-VEE Becke88 0.19 0.48 0.48 0.48 0.19 VWN5 + 0.81 LYP
DTCAM-AEE Becke88 0.19 0.48 0.15 1.10 0.19 VWN5 + 0.81 LYP

According to the previous statistical analysis, the combination of CAMh-B3LYP (α1=0.19,

β1=0.31) for SCF and cMRSF = cSPC = 0.5 (α2=0.5, β2=0.0) for response computations, produces

the smallest MAE of 0.24 eV. With the given α2=0.5, β2=0.0, both MAE and IQR range are

calculated for the range of α1=0.01 ∼ 0.4 and β1=0.0 ∼ 0.4 and the results are presented in the

Fig. 4(a) ∼ (d). Note that the results obtained with the larger cc-pVTZ basis sets demonstrate

similar behavior and yield minimal errors in the same range of α1 and β1 (see for detail Section I

of Supporting Information). The lowest MAE of 0.222 eV with a rather small IQR range of 0.35

can be achieved with the set of α1=0.19, β1=0.29, which was further utilized in the search for

optimum α2 and β2 as shown in Fig. 4(e) and (f). Both MAE and IQR are slightly improved to

0.218 and 0.327 eV, respectively at α2=0.48, β2=0.0. Together, this combination is denoted as

DTCAM-VEE (see Table 1 and Fig. 5a), where DT stands for "Doubly Tuned".

As discussed above, the DTCAM-VEE is strictly based on the VEE, which is the property at the

FC geometries. Considering excited state PESs and NAMD simulation, FC represents just a single

structure when the initial photon is absorbed. There are many other areas of PESs that are equally

important. One of the most important structures is certainly the CIs.90,91 They are molecular

geometries at which two (or more) adiabatic electronic states of the molecule become degenerate,

which is critically affected by the choice of XC functionals. As the intersecting electronic states

at a CI are coupled by the nonvanishing nonadiabatic coupling, CIs provide efficient funnels for

the state-to-state population transfer mediated by the nuclear motion. In addition to the CIs, the

minima of excited states are also important in determining the decay lifetimes.44 As discussed in

the introduction, each CI and excited state minima between the first and second excited states of
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Figure 5: Schematic plots of the exact exchange contributions along r−1
12 for (a) DTCAM-VEE and

(b) DTCAM-AEE.
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trans-butadiene12 and thymine44 were adopted. Short NAMD simulations on thymine were also

performed to study the effect of new XC functionals on the decay lifetimes.

According to Fig. 4(e), the MAE is generally lower in the diagonal region (from α2=0.5,β2=0.0

to α2=0.1,β2=1.0), which was utilized in the search for the optimum α2 and β2 combinations.

Rather than adopting quantitative criteria such as VEE values, a new XC functional of DTCAM-AEE

was established on the basis of qualitative features of the CIs, minima as well as NAMD results (see

Table 1 and Fig. 5(b)). The specific detailed reasoning behind each case shall be discussed below.

In general, the α2 and β2 are fitted to reproduce the entire potential energy surfaces of S1 and

S2 near their conical intersections of trans-butadiene and thymine. It is noted that DTCAM-AEE

has exceptionally large β2=0.95, which turned out to be important for the correct 1/r asymptotic

behavior of the charge transfer state. (See the charge transfer state section below.) It should be

emphasized that DTCAM-AEE generally performs better than BH&HLYP as its MAE and IQR

are 0.237 and 0.41 eV, respectively, which are slightly worse than those of DTCAM-VEE (0.218

and 0.32 eV).

Conical Intersection of trans-Butadiene

All-trans polyenes, which have the 11B+
u (optically bright) and the 21A−

g (optically dark) states

at FC geometries,92–94 are the most prototypical systems of π → π∗ excitations. The ionic 11B+
u

state comprises a one-electron HOMO (highest occupied molecular orbital) → LUMO (lowest

unoccupied molecular orbital) transition.95–99 On the other hand, the multi-configurational 21A−
g

state92–94,100 is dominated by the HOMO-1 → LUMO and HOMO → LUMO+1 one-electron and

HOMO2 → LUMO2 two-electron transitions. The radically different nature of the two states makes

its correct description difficult. The corresponding internal conversion (IC) between the 11B+
u

and the 21A−
g states92–94 has long been argued101–104 to occur through a true crossing between

their PESs. After the π → π∗ transition to 11B+
u , the crossing is reached along the bond length

alternation (BLA) displacement mode.95–99,102,104,105 In a recent study on s-trans-butadiene and

s-trans-hexatriene with various quantum chemical theories,12 the 11B+
u < 21A−

g state ordering
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Figure 6: (a) The 11B+
u (red) and 21A−

g (black) energy profiles along the BLA coordinates of
trans-butadiene by MRSF-TDDFT/6-31G(d) with BH&HLYP, CAM-B3LYP, DTCAM-AEE and
DTCAM-VEE. The values of δ -CR-EOMCC(2,3) with cc-pVTZ basis set from Ref. 12 are also
included. The BLA coordinate is defined as the difference between the average length of single
bonds and the average length of double bonds. The molecular structure from Ref. 12 is given in
the inset. (b) It shows the squared difference of each point with respect to δ -CR-EOMCC(2,3)
values. The root mean squared errors for 11B+

u and 21A−
g states are given in parentheses.
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at the FC geometry and the existence of the planar 11B+
u /21A−

g curve crossing at the BLA ≈

-0.029 ∼ -0.032 Å were established. With the explicit inclusion of the doubly excited electronic

configurations, the MRSF-TDDFT method was able to recover the correct state ordering and the

shapes of the excited state curves. The same PESs were computed by BH&HLYP, CAM-B3LYP,

DTCAM-VEE as well as DTCAM-AEE and the results are shown in Fig. 6(a), where the curve by

δ -CR-EOMCC(2,3) serves as a reference. The two surfaces of BH&HLYP are generally higher

than those of δ -CR-EOMCC(2,3) by ∼ 0.3 eV, although the crossing point of BLA = -0.026

is nearly identical. On the other hand, the bright state by CAM-B3LYP is too low, yielding a

too-late crossing of BLA = -0.10 Å. Considering overall agreements with the δ -CR-EOMCC(2,3),

DTCAM-VEE yields improved PESs. However, the corresponding state crossing occurs at -0.05 Å,

which is somewhat different from those of δ -CR-EOMCC(2,3) and BH&HLYP. On the other hand,

the dark 21A−
g curve is especially further improved by DTCAM-AEE with the reasonable crossing

position at BLA = - 0.33 Å. Squared difference plots and RMSDs of each state are presented in Fig.

6(b), where the clearly improved 21A−
g by DTCAM-AEE as compared to that of DTCAM-VEE is

seen especially after the CI region.

Conical Intersection and Nonadiabatic Molecular Dynamics of Thymine

Theoretical simulations on the excited state dynamics of thymine agree on the involvement of two

excited states relevant for the IC back to the S0 state;106,107 namely, the optically bright S2 state

(characterized by a π → π∗ orbital transition) and the dark S1 state (n → π∗ orbital transition).

The controversy regarding its excited state mechanism with characteristic slow dynamics has been

a subject of debate for a long time,108–119 which was recently resolved by the NAMD study44

in combination with MRSF-TDDFT/BH&HLYP. This study supports the S1-trapping mechanism

with two lifetimes of τ1=30±1 fs (S2 → S1) and τ2=6.1±0.035 ps (S1 → S0). The former

timescale is quantitatively consistent with the recent time-resolved X-ray120 (τ1 = 60±30 fs) and

photoelectron experiments121(τ1=37 fs), while the latter slow timescale has been experimentally

well documented.110–119 Therefore, the excited state PESs as well as the NAMD results by BH&HLYP
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Figure 7: (a) The S1 (red) and S2 (black) energy profiles along the BLA coordinates of thymine
by δ -CR-EOMCC(2,3) with cc-pVDZ basis set and MRSF-TDDFT/6-31G(d) with BH&HLYP,
CAM-B3LYP, DTCAM-AEE and DTCAM-VEE. The BLA coordinate is defined as the difference
between the average increments of the lengths of the double bonds and the decrease of the single
bond, BLA = 1

2(∆RC4=O8 +∆RC5=C6)−∆RC4−C5 , where ∆R’s are displacements with respect to
the S0 equilibrium geometry. The molecular structure with atom numbering from Ref. 44 is given
in the inset. (b) It shows the squared difference of each point with respect to δ -CR-EOMCC(2,3)
values. The root mean squared errors for S1 and S2 states are given in the parentheses. (c) Time
evolutions of the adiabatic S0 (black), S1 (red), and S2 (blue) populations during the NAMD
simulations by 6-31G(d) with DTCAM-AEE (solid lines) and DTCAM-VEE (dotted lines) in
combination with MRSF-TDDFT. The results of BH&HLYP taken from Ref. 44 are given in
dashed lines for comparison.
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functionals can serve as a reference. A detailed description of NAMD simulations performed

in the current study is presented in Section IV of Supporting Information. It was shown44 that

the PESs around the CI between S1 and S2 (CI21) along the BLA motion critically affects the

NAMD simulations. The same S1 and S2 surfaces along the BLA of thymine were calculated

by CAM-B3LYP, DTCAM-VEE as well as DTCAM-AEE and the results are presented in Fig.

7(a). Unlike in the case of trans-butadiene, CAM-B3LYP generally performs well as compared

to δ -CR-EOMCC(2,3). The S1 by DTCAM-VEE is about 0.54 eV lower than that of BH&HLYP

at FC, while it is about 1.0 eV lower near S1,min. On the other hand, the reduction of S2 surface

is relatively constant along the entire PES. The significantly stabilized S1 after the CI is clearly

seen in the squared difference plots (squared red line) of Fig. 7(b). Consequently, the selectively

stabilized S1,min by DTCAM-VEE accelerates the IC S1 → S0 in our NAMD simulations as shown

in Fig. 7(c), where S0 population (dotted line) increases rapidly as compared to that of BH&HLYP,

producing half of S0 populations in about 100 fs.

On the other hand, it is seen that the S1 and S2 states by DTCAM-AEE are quite consistent

with those of δ -CR-EOMCC(2,3). Also, the S1 by DTCAM-AEE is constantly lower than that of

BH&HLYP throughout the entire region, without the over-stabilization of S1,min. As a result, the

population changes by DTCAM-AEE (dashed line in Fig. 7(c)) are quite consistent with those by

BH&HLYP (solid line).

Charge-Transfer State of Ethylene-Tetrafluoroethylene Dimer

As discussed in the introduction, one of well-known failures of LR-TDDFT is the poor description

of long-range charge transfer excitations, which is well illustrated in the charge-transfer state of

Ethylene-Tetrafluoroethylene dimer (see Fig. 8).4–8 The origin of the problem is the approximate

XC functionals which, in general, do not exhibit the correct 1/R asymptotic behavior (R is the

distance between the molecules). MRSF-TDDFT also suffers from the same issue, as MRSF-TDDFT

curves calculated with BH&HLYP and DTCAM-VEE exhibit an asymptotic behavior of ∼ 0.5/R

and 0.48/R, respectively in the relative energy of E(R)-E(4.0 Å) (Fig. 8(a)). The CAM-B3LYP and
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Figure 8: (a) The relative energies with respect to E(4.0 Å) and (b) E0(R Å) of the lowest
CT state of the ethylene-tetrafluoroethylene dimer along the intermolecular distance coordinate
(R, distance between center of mass of each molecule) computed by δ -CR-EOMCC(2,3) (black
dashed line), three state XMCQDPT2/cc-pVDZ on top of 3SA-CASSCF(4,4)/cc-pVDZ (purple
square dotted line), MRSF/6-31G(d) with CAM-B3LYP (orange solid line), wB97X-D (gray solid
line), BH&HLYP (green solid line), DTCAM-AEE (red solid line), DTCAM-VEE (blue solid
line). The ethylene and tetrafluoroethylene are separately optimized on the ground state using
MRSF/6-31G(d)/BH&HLYP method and are used for all calculations.
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ωB97X-D improve it with ∼ 0.8/R and 1/R. However, the latter is not properly follow 1/R curve

well. On the other hand, the relative energies of E(R)-E(4.0 Å) by both δ -CR-EOMCC(2,3) and

second-order extended multiconfiguration quasi-degenerate perturbation theory (XMCQDPT2)

have the correct 1/R asymptotic behavior. Remarkably, DTCAM-AEE, where the especially large

value of β2 = 0.95 for the long-range part shows nearly perfect 1/R asymptotic behavior in Fig.

8(a). DTCAM-AEE also exhibits a high accuracy of absolute state energies as it is slightly

lower than those of δ -CR-EOMCC(2,3) and XMCQDPT2 in Fig. 8(b). The MRSF-TDDFT

with DTCAM-VEE, BH&HLYP as well as both of CAM-B3LYP and ωB97X-D underestimates

it. Therefore, it is demonstrated that the 1/R asymptotic behavior with high accuracy can be

recovered by adopting a large exact exchange for the long-range within the "adaptive exchange"

idea, providing a new direction for developing XC functionals for CT states. This also implies that

new functionals can also produce better ionization potentials and electron affinities.

In this context, extended Koopmann approach can be adopted,42 where some of us showed that

it can recover the Dyson orbitals (DO) and its corresponding orbital energies through ionization

potential/electron affinity calculations, which shall be explored in the future. A calculation on

thymine already shows a promising performance of DTCAM-AEE, as it reproduces highly accurate

IP as compared to experiment (See Table S1) of Supporting Information.

Conical Intersections of Protonated Schiff Base

Retinal photoisomerization is at the heart of the vision process of rhodopsins, involving an ultrafast

nonadiabatic transition between S1 and S0 via a CI. Due to the size of the retinal, to determine

the impact of electron correlation treatment, various truncated models of the protonated Schiff

base (PSB) have been exhaustively studied,59,123–126 where multireference wave function methods

have often been the most successful methods to describe the complex intersection topologies and

energetic barriers in the excited states.16,17,127–132 For the present study, a model of the largest

rPSB6 is adopted and extended multi-state second-order complete-active space perturbation theory

(XMS-CASPT2) is serving as a good reference for testing the quality of adaptive-exchange XC
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Figure 9: (a) and (b) represent the 11-cis and 13-cis torsional pathways of the S0 (black)
and S1 (red) energy profiles along the geodesic122 interpolated structures of retinal protonated
Schiff base with 6 double bonds (PSB6) using optimized structures from Ref. 59, respectively.
Calculations were performed by MRSF-TDDFT/cc-pVDZ with BH&HLYP (solid lines),
DTCAM-AEE (dashed line), DTCAM-VEE (dotted line). The PESs as calculated by the
XMS-CASPT2(12,12)/cc-pVDZ were shown for comparison. The molecular structure and the
numbering are shown in the inset.
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functionals.

The relevant structures are the all-trans and the 11-cis and 13-cis isomers, where the latter

two cis geometries can be obtained by the torsions around 11-12 and 13-14 C=C bonds from

the all-trans conformer, respectively as shown in Fig. 9(a). These isomers are formed via a

non-radiative decay through two CIs (CI11−12 and CI13−14) that exist along the two respective

torsional pathways. Park and Shiozaki 59 have shown that the dynamical electron correlations are

crucial to properly obtain the relative quantum yields of the two possible pathways. While the

XMS-CASPT2 results show that the 11-12 pathway is thermally preferred as the corresponding

CI11−12 is lower than CI13−14, the state average complete active space self-consistent field (SA-CASSCF)

predicted the opposite.

Employing rPSB6 optimized geometries at the XMS-CASPT2 level of theory, two geodesic

interpolations122 connecting the 11-cis → CI11−12 → all-trans as well as 13-cis → CI13−14 →

all-trans were performed. Single point energy calculations by XMS-CASPT2(12,12)/cc-pVDZ

were performed on the interpolated points with the Software Bagel,133 and the results (triangle) are

presented in Fig. 9(a) and (b), respectively, where the PESs of MRSF-TDDFT as obtained by the

three XC functionals (BH&BHLYP (solid line), DTCAM-AEE (dashed line), and DTCAM-VEE

(dotted line)) on the same interpolated geometries are also shown. Regardless of XC functionals,

the MRSF-TDDFT results show that CI11−12 is lower than CI13−14, which is consistent with

those of XMS-CASPT2. Furthermore, the exact locations of CIs in terms of torsional angles

are also consistent with each other. Among the three functionals, DTCAM-AEE remarkably well

reproduced the two-state (S0 and S1) energies of the two cis conformers and the two CIs. Even the

entire PESs including the barriers in the excited states by DTCAM-AEE are in excellent agreement

within ∼ 0.3 eV. As the conventional LR-TDDFT is incapable of describing the CIs between S1

and S0, these excellent agreements by MRSF-TDDFT with DTCAM-AEE are quite promising

as an alternative to more costly multiconfiguration wavefunction methods, setting a significant

milestone toward the understanding of retinal photoisomerizations. As compared to the values by

BH&HLYP, those of newly developed DTCAM-AEE and DTCAM-VEE generally produce lower
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S1 and S0 energies, making the overall values closer to those of XMS-CASPT2.

Conclusions

Linear response theories are composed of two consecutive steps of reference self-consistent field

(SCF) and response calculations. Typically, a single exchange-correlation (XC) functional is

utilized for the entire process. However, it was shown that significant accuracy improvements can

be achieved by the "adaptive exact exchange (AEE)" , where different amounts of exact exchange

are applied to the two steps respectively. In particular, improvements by a factor of two were

observed in the prediction of vertical excitation energies (VEEs), when the exact exchange amount

of 50 % is selectively adopted for the response part of calculations in all XC functionals studied in

the current paper.

Two new XC functionals, dubbed DTCAM-VEE and DTCAM-AEE, were established for

MRSF-TDDFT on the basis of this AEE concept, where the exact exchange contributions for

SCF and response parts are individually tuned with the framework of the Coulomb-attenuating XC

functional. In the case of DTCAM-VEE, which was mainly tuned for vertical excitation energies

(VEEs), its mean absolute errors (MAEs) and interquartile range (IQR) against Thiel’s set are as

small as 0.218 and 0.327 eV, respectively. On the other hand, in the tuning of DTCAM-AEE

functional, the topology of each CI of trans-butadiene and thymine, and the timescales of NAMD

simulations on thymine were utilized for the correct description of excited state potential energy

surfaces. Remarkably, the latter functional yields near-perfect 1/R asymptotic behavior for the

charge-transfer states of ethylene-tetrafluoroethylene dimer, which hints at a new way of introducing

non-local contributions to the XC functionals. In an application to the challenging retinal protonated

Schiff base model systems with six double bonds (rPSB6), which requires non-local XC functionals,

the potential energy surfaces of DTCAM-AEE are in excellent agreements with those of extended

multi-state second-order complete-active space perturbation theory (XMS-CASPT2), setting a

significant milestone toward the understanding of retinal photoisomerizations.
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In short, it is demonstrated that a new concept of AEE especially for MRSF-TDDFT with the

framework of the Coulomb attenuating scheme exhibits remarkable and promising performances.

The current strategy can also be combined with different XC functional schemes and applied to

other variants of linear response theories as well, which opens a new direction in the development

of XC functionals.
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