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Abstract

The quality of amorphous molecular morphologies obtained with a recently-introduced

coarse-grained model, representing molecules in terms of connected anisotropic beads

(Phys.Chem.Chem.Phys., 2019, 21, 26195), is benchmarked against reference atomistic

data. Typical small-molecule organic semiconductors in their pristine and doped form

are chosen as a challenging and technologically relevant case study for our comparison,

which includes both structural features and the resulting electronic properties, such

as charge carrier energy levels, energetic disorder and intermolecular charge transfer

couplings. Our analysis shows that our accurate coarse-grained model leads to molec-

ular glasses that are very similar to native atomistic samples, with the discrepancy

being further reduced upon backmapping. The electronic properties computed for

backmapped morphologies are almost indistinguishable from the atomistic reference,

especially for multi-branched poly(hetero)cyclic hydrocarbons usually employed as or-

ganic semiconductors. This study provides a proof of principle for highly-accurate

large-scale simulations of complex molecular systems at a reduced computational cost.
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1 Introduction

Atomistic molecular dynamics (MD) corresponds to a bottom-up modelling and simulation

approach aimed at calculating properties of materials, where molecules are described using

all the constituting atoms, connected according to the structural formula and represented

as classical spherical particles subject to a certain set of interactions (Force Field)1–4 tuned

at least in part with Quantum Mechanics (QM) calculations. Atomistic MD simulations

have proved to yield reliable morphologies and their changes according to thermodynamic

state for a variety of organic functional materials or systems of biological interest. Indeed,

these simulations can provide realistic physical properties for a variety of soft materials, e.g.

order parameters and phase transition temperatures for low molar mass liquid crystals or

lipid membranes with structural results that compare well with experimental ones (X-ray,

NMR, Raman, etc.)5,6 In addition, the detailed atomistic information of a condensed-phase

molecular system can readily be used as an input for subsequent QM calculations. This

strategy has been largely applied in the field of organic semiconductors we are interested in

this work, where charge transfer rates based on Marcus theory, fed with electronic structure

calculation inputs (e.g. transfer integrals, energy levels, etc.), provided fair estimates of

charge transport properties.7–12

In many ways atomistic MD with properly tuned force fields together with appropriate

QM calculations thus provide a ”gold standard” for predicting the electronic and transport

properties needed for designing or optimizing at molecular level the materials for organic

electronics.8,13 Unfortunately, molecules of interest for organic electronics, even the so called

”low molar mass” ones, are rather complex in terms of the number of atoms (of the order of

one hundred atoms or more as we see for example in Fig.1), and of the sample size required

(say nanometers). Thus, even if efficient atomistic MD packages exist, like LAMMPS,3,14

GROMACS,15 NAMD16 the cost in terms of computational resources and actual turnaround

time makes the all-atoms approach hardly feasible for the predictive workflow expected by

industry.17
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In view of this, coarse-grained (CG) molecular models, in which the full atomistic detail

is replaced by a representation of molecules in terms of a relatively small number of effective

particles (beads), represent a great opportunity to extend the reach of classical molecular

dynamics simulations to large and complex molecular systems and to length and time scales

that are prohibitive at the atomistic level, e.g. to model static and dynamic properties of bio-

logical systems like lipids,18 proteins,19,20 DNA,21 functional materials22–24 or polymers.25–28

While CG models are often adequate to provide a basic understanding of the relation between

molecular structure and phase organization, they inevitably lead to losing the information

about atomic positions, which would be also needed for the calculation of any electronic

property of interest at the QM level. To remedy this, it is important to develop reversible

CG models, where atomic positions can be back-mapped from the position and orientations

of the CG beads.24,29,30

In the context of speeding up the statistical sampling of quantum properties though coarse

graining, it is worth mentioning a series of novel machine learning approaches to obtain elec-

tronic properties directly from a reduced subset of structural degrees of freedom,31,32 in some

case obtained from CG simulations,33 bypassing the atomistic back-mapping. While these

techniques are definitely promising in the perspective of drastically reducing the computa-

tional cost associated with electronic structure calculations, they still hinge on the availability

of atomistic structures to build training and test sets, as well as accurate CG force fields.

In this work, we use the MOLC model,24 a CG force field that is particularly suited

for poly(hetero)cyclic aromatic compounds, as it is based on replacing relatively rigid conju-

gated moieties with overlapping biaxial Gay-Berne ellipsoids6,34,35 connected with directional

bonds and decorated with off-center charges.36 As a result, CG molecules retain some of the

internal degrees of freedom, such as rotations around selected bonds, and include anisotropic

electrostatic interactions. Using anisotropic, instead of the spherical beads as, for instance,

in the MARTINI package often used for modelling biomolecules,37 or in the VOTCA pack-

age for organic semiconductors8,38 adds some technical complications, but has advantages for
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back-mapping and in representing molecular shapes. Indeed a main feature of MOLC is the

ability to reproduce the molecular excluded volume and thus molecular packing, which in

turn yields accurate mass density and other condensed-phase properties for both amorphous

solids24 and liquids.39 Somewhat similar approaches have also been developed recently by

Jackson, de Pablo and coworkers,27,40 and by Khot and Savoie.41

A legitimate question for any CG approach concerns the price one has to pay for down-

grading the level of resolution, i.e. the possible sacrifice of the fine accuracy of the resulting

structure.42 This is particularly important whenever one is interested in the electronic prop-

erties of a given system and especially in using the simulated structure as inputs for electronic

structure calculations. Electronic properties are notably highly sensitive to the molecular

geometry and the supramolecular packing in condensed phases,7,43 making accurate mor-

phologies a necessary prerequisite for carrying out reliable electronic structure calculations.

In the present paper, we hence propose a comparative study of CG morphologies against ref-

erence atomistic ones, by taking the electronic structure as a severe benchmarking criterion.

Our study is conducted on non-polymeric organic semiconductors, representing a tech-

nologically relevant example of disordered and possibly heterogeneous molecular systems.

We specifically focus on two well known and experimentally studied hole-transport mate-

rials, 2,2’,7,7’-tetrakis(N,N-diphenylamino)-9,9-spirobifluorene (spiro-TAD)44,45 and tris(4-

carbazoyl-9-ylphenyl)amine (TCTA),45,46 in their pristine form and mixed with the p-type

dopant 2,2’-(perfluoronaphthalene-2,6-diylidene)dimalononitrile (F6TCNNQ, see Figure 1).47

We emphasize that both spiro-TAD and TCTA are fairly-large flexible molecules presenting

several soft degrees of freedom that in our model are associated with inter-bead torsional

and bending angles. These features make the application of the MOLC model particularly

relevant and challenging at the same time.

In order to investigate the electronic properties important for charge transport in or-

ganic semiconductors, a comprehensive multiscale procedure is deployed. This starts with

the creation and equilibration of pristine and doped samples of organic semiconductors with
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Figure 1: Atomic structure of the organic semiconductors spiro-TAD and TCTA, and the
dopant F6TCNNQ. The bottom panel compares the CG structure (semi-transparent ellip-
soidal beads) and the classic ball-and-stick representation.

the MOLC CG force field, followed by back-mapping to atomistic coordinates and short

annealing at room temperature with an all-atom (AA) force field to redistribute the thermal

energy on the new degrees of freedom. The resulting morphologies are then used to perform

electronic-structure calculations to compute charge transport energy levels and intermolec-

ular charge transfer integrals.

The results obtained with this protocol are compared with reference calculations, in which

organic semiconductor samples were obtained from independent MD calculations with atomic

detail. Our analysis demonstrates an excellent agreement between CG and AA results, both

in terms of the structural features and the resulting electronic properties, providing a solid

argument in support of accurate and cost-effective simulations with the MOLC model.
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2 Methods

2.1 MD simulations

The organic semiconductors studied in this work are parameterized in a bottom-up fash-

ion using the Advanced Topology Builder (ATB) repository, version 3.0,48–50 to assign AA

force field parameters based on GROMOS 54A7,51,52 and atomic charges computed with the

semiempirical molecular-orbital program MOPAC.53,54 The MOLC CG force field is then

parametrized using GROMOS-ATB as a reference for the inter- and intra-molecular interac-

tions, following the protocol described in reference.24

The spiro-TAD and TCTA semiconductors have been modelled with 10 and 6 CG beads

(biaxial Gay-Berne ellipsoids), respectively, while for the F6TCNNQ dopant we opted for a

single bead representation. A pictorial view of the relationship between molecular fragments

and CG beads is shown in Figure 1. Point charges suitably placed inside the ellipsoids were

used to account for long-range electrostatic interactions: typically, the set of charges em-

ployed is smaller than the number of atoms the bead represents, reducing the computational

cost associated with the full electrostatic treatment. The optimal number of CG charges

is chosen as to simultaneously reproduce the molecular electrostatic potential, dipole and

quadrupole moments of the associated molecular fragment through a genetic algorithm opti-

misation procedure.24,36 The model for spiro-TAD includes 30 charges (3 per fluorene bead,

3 per phenyl bead), while TCTA has been described with 24 charges (4 per carbazole bead,

4 per phenyl bead). For F6TCNNQ, we tested two models with respectively 6 and 9 charges,

finding that the latter, more detailed, model is necessary to properly describe the molecular

electrostatic potential at contact distance and the molecular packing in the amorphous phase

(see Supporting Information, SI, Figures S1-S2, Table S1). AA and CG simulations were

carried out with the program LAMMPS,14,55 version 30 October 2019, in house modified to

include the MOLC user package.56

Each CG sample was prepared by placing 1000 randomly-oriented molecules in the sim-
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ulation box, distributed on the nodes of a cubic grid, with 3D periodic boundary conditions

applied. The sample was slowly compressed at 1 K to suppress thermal motions, yielding an

amorphous solid. The compression step was carried out with a timestep of 10 fs, with the

temperature controlled via a Langevin thermostat with a damping parameter of 10 ps. Each

sample was then relaxed with isobaric-isothermal conditions (NPT ensemble) at tempera-

ture T = 300 K, pressure P = 1 atm, using a timestep of 20 fs, until thermal equilibrium was

reached. A production trajectory of 5 ns was finally collected using a Nosé-Hoover barostat

with a stress-damping parameter of 200 ps. The CG samples were back-mapped to their

atomistic representation with the open-source program Backmap.57 The back-mapped sam-

ples were then relaxed with the AA GROMOS-ATB force field at T = 300 K and P = 1 atm

for 5 ns using a timestep of 2 fs, a Nosé-Hoover barostat with a damping parameter of

2 ps and a Langevin thermostat with a damping parameter of 0.2 ps. The last configu-

ration was finally minimised at 0 K to remove thermal fluctuations and used to carry out

electronic-structure calculations.

In order to have a purely-atomistic reference against which benchmarking the back-

mapped morphologies, we carried out AA simulations using the same protocol described for

CG samples, i.e., compressing low-density samples to the desired density and then equili-

brating in the NPT ensemble. Along these lines, we obtained native atomistic amorphous

morphologies with a completely independent history from the back-mapped CG samples.

Besides bulk morphologies, we have also created thin-film samples that have been used

for the calculations of the energy levels to be compared with photoemission experiments.

CG samples of pristine spiro-TAD, TCTA, and F6TCNNQ in a thin-film configuration were

created by removing the periodic boundary along the z-direction and adding empty space,

turning the bulk systems into a free-standing slab. Each system was equilibrated in the

canonical ensemble (NV T ) at 300 K for 500 ns in order to achieve a complete surface relax-

ation. The equilibration was carried out with a timestep of 20 fs and a correction term was

added to compute the long-range electrostatic interactions for systems with slab geometry.58
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After back-mapping to the atomic coordinates, the samples were further equilibrated for

10 ns with a timestep of 2 fs before carrying out the final energy minimisation.

2.2 Electronic properties

Following the common assumption of charge carriers localized on individual molecules and

a perturbative treatment of inter-molecular interactions,43 the nth energy level of molecule

i can be written as

Ei
n = εin + ∆i

n (1)

where εin is the molecular gas-phase energy and ∆i
n is the environmental contribution. In

the following, we will focus on the levels relevant to hole (n = HOMO) and electron (n =

LUMO) transport. Please note that these levels are intended as electron addition (ionization

potential, IP=−EHOMO) and removal (electron affinity, EA=−ELUMO) energies, and should

not be confused with their analogue in mean-field theories (e.g. DFT). The relevant densities

of states (DOS) are built as distributions of site energies obtained upon sampling over the

molecules of our amorphous morphologies. The width of these distributions, measured by

the standard deviation σ, quantifies the energetic disorder in our samples.

Gas-phase energy levels depend on the molecular geometries extracted from MD snap-

shots. This intra-molecular contribution is computed as

εin = ε(GW )
n (r̃0) + ∆ε(SE)

n (r̃i)

= ε(GW )
n (r̃rr0) +

[
ε(SE)
n (r̃i)− ε(SE)

n (r̃0)
]

(2)

where r̃0 indicates the molecular equilibrium geometry, r̃i is the geometry of molecule i in

the amorphous sample, and the superscripts indicate the level of theory employed in the

calculations. This approach hence combines the many-body GW formalism,59,60 with the

semiempirical (SE) ZINDO method.61 The GW calculations have been performed once at

the equilibrium geometry (obtained at PBE0/cc-pVDZ level) for each compound, adopting
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a partial self-consistency on the eigenvalues (evGW ) and extrapolating the results in the

complete basis set limit.62 This permits to obtain absolute values for the energy levels with

a typical accuracy of 0.1 eV,63,64 as also demonstrated by a recent comparison with refer-

ence CCSD(T) data on medium-size molecules.65,66 The gas-phase evGW energy levels for

the three molecules under examination are reported in the SI, Table S2. ZINDO calcula-

tions are instead employed as a cost-effective mean to assess the variation of energy levels

with molecular geometry in large samples, assuming that the intrinsic inaccuracy of ZINDO

cancels out in the difference
[
ε
(SE)
n (r̃i)− ε(SE)

n (r̃0)
]

(see Eq. 2). Energy levels calculated

according to Eq. 1 and Eq. 2 correspond to vertical IE and EA, without accounting for

structural relaxation. The spread of gas-phase molecular levels, i.e the standard deviation

σconf , quantifies the energetic disorder of conformational origin. Density functional theory

(DFT) and semiempirical electronic-structure calculations have been performed with the

ORCA software (version 4.2.1),67,68 GW calculation results have been obtained with the

Fiesta package.63,64

The intermolecular contribution is sourced from electrostatic interactions in the polariz-

able molecular environment, and it is here evaluated with classical microlectrostatic (ME)

calculations, as implemented in the MESCal code.69 The intermolecular interactions consist

of an electrostatic and an induction contribution43

∆i
n = ∆E,i

n + ∆I,i
n (3)

The electrostatic term ∆E,i
n corresponds to the energy necessary to charge a molecule in the

field of permanent and induced multipoles of all other molecules in the neutral sample. Due

to the inhomogeneity of the electrostatic landscape in disordered samples, this term repre-

sents the leading source of environmental energetic disorder, σenv.70 ∆E,i
n has been evaluated

with self-consistent ME calculations of atomistic resolutions, employing atomic charges from

electrostatic potential fitting (ESP scheme)71 and molecular polarizability tensor computed
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at the PBE0/cc-PVTZ theory level. ME calculations on the neutral systems have been

performed accounting for periodic boundary conditions in 3D, except those on slab samples

reported in Section 3 that employed 2D periodicity to simulate photoemission spectra at the

sample surface. The induction term ∆I,i
n quantifies the reaction of the polarizable environ-

ment to an added charge. This term represents an important contribution to the absolute

value of charge transport levels, but it is weakly sensitive to the sample morphology, hence

it provides an almost negligible contribution to the energetic disorder. It has been evaluated

at the molecular equilibrium geometries once and for all for each chemical species. In this

case we performed ME calculations in an effective isotropic polarizable medium (cubic lattice

of polarizable points) with dielectric constant arbitrarily set at εr = 3, a typical value for

organic molecules.

Intermolecular charge transfer couplings have been computed at the ZINDO level with

the standard dimer projection method.72

3 Results and discussion

3.1 Structural properties

The multiscale protocol begins with the generation of amorphous samples of pristine spiro-

TAD, TCTA, and F6TCNNQ, plus samples of spiro-TAD and TCTA doped with F6TCNNQ

in 2% and 10% molar concentrations, similar to the ones used in experiments.44 For the

sake of illustration, Figure 2 shows two samples of F6TCNNQ-doped spiro-TAD and TCTA,

displaying the morphology obtained from CG MD simulations and the atomistic one obtained

after back-mapping and thermalization. We characterize the CG samples in terms of their

density and radial distribution functions (RDFs), and we compare these observables with

the corresponding AA samples.

The computed mass density values for the different samples are reported in Table 1. The

densities obtained with the MOLC model are within 7% of reference AA data, similar to what
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Figure 2: Rendering of spiro-TAD and TCTA samples doped with F6TCNNQ (10% molar
concentration) as obtained from MD simulations with the CG model and after atomistic
backmapping and relaxation. The different beads and fragments are visualized according to
the colour scheme defined in Figure 1.

Table 1: Density (g/cm3) of amorphous samples of organic semiconductors from coarse-
grained (CG), back-mapped (BM), and reference atomic (AA) simulations.

Sample CG BM AA
F6TCNNQ 1.216(2) 1.221(2) 1.231(2)
Spiro-TAD 1.131(1) 1.082(1) 1.091(1)
Spiro-TAD/F6TCNNQ: 2% 1.129(1) 1.120(1) 1.097(1)
Spiro-TAD/F6TCNNQ: 10% 1.124(1) 1.090(1) 1.094(1)
TCTA 1.083(1) 1.147(1) 1.162(1)
TCTA/F6TCNNQ: 2% 1.087(1) 1.148(1) 1.163(1)
TCTA/F6TCNNQ: 10% 1.083(1) 1.150(1) 1.164(1)

was reported for the CG model for α-NPD.24 A much smaller, ∼ 1%, relative difference has

been obtained between the GC and AA sample densities for pure F6TCNNQ. The significant,

although not systematic, density deviations between the two models suggest that a reduction

in the number of degrees of freedom comes at the expense of a quantitative description of the
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Figure 3: Radial distribution functions g(r) computed between molecular fragments in the
pristine and F6TCNNQ-doped (10% molar concentration) spiro-TAD. Molecular fragments
are defined in Fig. 1. The gray-shaded panels refer to doped samples, and specifically to
the coordination of the F6TCNNQ dopant with the host molecule. The different data
sets correspond to all-atom (green solid line), coarse-grained (black solid line), and back-
mapped atomic (black dotted line) models. The stars mark intra-molecular peaks of the
host molecule.

stress in CG samples. Possible improvement strategies could include density and cohesive

energy as additional targets in the model parameterization. The density of the BM samples

is typically within ∼ 2% to that of the reference AA simulation, hinting at the fact that

the molecular packing of their parent CG sample is an excellent initial guess and that short

annealing at room temperature is enough to retrieve the correct density.

To further characterize the relationship between the CG and AA samples, we analyse the

RDFs computed between the CG bead centroids, as well as the AA and CG RDFs, obtained

with the center of mass of the molecular fragments as defined in Figure 1. The RDFs of

pristine spiro-TAD (Figure 3) and TCTA (Figure 4), and F6TCNNQ (SI, Figure S2) show

the telltale signature of an amorphous morphology, characterised by broad peaks followed by

a flat profile, indicating a homogeneous distribution of molecules at long distance. The intra-

molecular peaks are marked with a star, while the other peaks show the average distance

between molecules in the first coordination shell. Overall, a good agreement is found between
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Figure 4: Radial distribution functions g(r) computed between molecular fragments in the
pristine and F6TCNNQ-doped (10% molar concentration) TCTA. Molecular fragments are
defined in Fig. 1. The gray-shaded panels refer to doped samples, and specifically to the
coordination of the F6TCNNQ dopant with the host molecule. The different data sets
correspond to all-atom (magenta solid line), coarse-grained (black solid line), and back-
mapped atomic (black dotted line) models. The stars mark intra-molecular peaks of the
host molecule.

the RDF from CG and AA simulations. The peaks in the CG samples are generally sharper

than their AA counterparts as the internal degrees of freedom are suppressed in the CG beads.

This difference disappears in the RDF of BM samples, which are almost indistinguishable

from the AA samples.

In doped samples, the RDF between the F6TCNNQ dopant and the host molecular

fragments (gray-shaded panels) are in general noisy due to the low concentration of dopant

molecules. For doped spiro-TAD samples (see Figure 3), the RDF between phenyl–F6TCNNQ

and fluorene–F6TCNNQ show a shallow profile in all samples suggesting a lack of preferen-

tial orientation of dopant molecules and absence of a coordination shell. For doped TCTA

samples, a sharp peak at 3.7 Å is observed for the carbazole–F6TCNNQ pair (bottom-central

panel in Figure 4), a distance typical of π–π stacking. This neat feature is present in all

samples, even though the peak appears sharper in the CG one. The RDF for the phenyl–

F6TCNNQ fragments (bottom-right panel in Figure 4) is relatively shallow and close to
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1, similar to what seen for the spiro-TAD samples. However, in all samples a small peak

is present at 9-10 Å distance that is consistent with the distance of a dopant molecule

coordinated with the carbazole fragment. The amorphous matrix of both spiro-TAD and

TCTA is not appreciably influenced by the dopant presence, as the RDF fluorene–phenyl

and carbazole–carbazole are almost identical to those of the pristine samples. The same

results were found for the samples doped with 2% of F6TCNNQ, shown in SI Figures S3-S4.

The analysis of the position and intensity of the main peaks of the RDFs reveals substan-

tial similarities between the morphology of the CG and AA samples obtained independently

from one another. This result provides a strong indication that, despite significant differences

in density, the CG and AA force fields yield consistent morphologies, albeit not yet attaining

the accuracy level of CG model obtained, for instance, by iterative Boltzmann inversion73

or force matching74 techniques. The overall quality of MOLC CG morphologies is further

attested by the fact that, upon atomistic back-mapping and a short re-equilibration run,

the discrepancy in the RDF against the atomistic reference becomes practically negligible.

In the next section we make one step forward in our benchmark of CG morphologies, by

comparing the electronic properties computed for the BM and AA samples.

3.2 Electronic structure properties

We start the analysis of the electronic properties from the energy levels of localized charge

carriers in pristine and doped materials. The distribution of these quantities, mapping the

density of states (DOS) for hole and electron carriers, are shown in Figure 5. The breakdown

of the energy levels into intra- and inter-molecular contributions (see Eq. 2), as well as the

associated energetic disorder, is reported in Table 2 for the HOMO (LUMO) levels of host

(dopant) molecules – see SI Table S3 for complementary data. Our results for TCTA and

spiro-TAD are in good agreement with those reported by Kotadiya et al., obtained with a

similar approach.13

We first observe a very good agreement between the set of DOS obtained with AA and BM
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Figure 5: Densities of states for holes at host, spiro-TAD and TCTA, molecules (orange
lines) and electrons at the F6TCNNQ dopant (light blue lines) for pristine and doped bulk
systems. Results from QM and ME calculations (see Eq. 2) performed on the native atomistic
(thin lines) and back-mapped (thick lines) morphologies. We note the very good agreement
between the DOSs computed with AA and BM samples. The DOSs of F6TCNNQ LUMOs
in doped samples are noisy because of the poor statistics, especially in the 2% concentration
sample.

morphologies, both in terms of mean values and distribution spread. The main significant

discrepancy between the two data sets regards the standard deviation of the LUMO levels of

the pristine F6TCNNQ, which is 20% higher in the BM sample, with respect to the AA one.

The data in Table 2 allow to safely ascribe this difference to the environmental contribution

that is indeed sensitive to the details of molecular packing inherited from the CG simulation

history.
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Table 2: Charge transport energy levels (mean values, eV units) and energetic disorder (in
meV) of pristine systems. Results from QM and ME calculations (see Eq. 2) calculations
employing samples obtained with native atomistic simulations (AA) and the back-mapped
MOLC model (BM). H and L label HOMO and LUMO levels, respectively. Energy levels
account for a geometry-independent induction term ∆I , equal to -1.00 eV for electrons in
F6TCNNQ and 0.54 and 0.61 eV for holes in spiro-TAD and TCTA, respectively.

material sample level 〈E〉 〈ε〉 〈∆E〉 σ σconf σenv
F6TCNNQ BM L -7.03 -4.55 -1.47 249 14 251
F6TCNNQ AA L -7.09 -4.55 -1.54 206 14 207
Spiro-TAD BM H -5.71 -6.48 0.23 77 33 69
Spiro-TAD AA H -5.70 -6.48 0.24 76 36 67
TCTA BM H -6.08 -6.73 0.04 117 44 105
TCTA AA H -6.09 -6.73 0.03 104 45 91

The DOSs in Figure 5 display a marked dependence of the energy levels on the chemical

composition of the system. The most striking variation regards the 0.7-0.8 eV decrease

of the F6TCNNQ LUMO level between its pristine phase and when it acts as a dopant

impurity in the hole transporting materials spiro-TAD and TCTA. Such a pronounced host-

dependence of the acceptor level of dopant impurities has been disclosed previously on the

basis of accurate embedded GW calculations.62 We also note a smaller variation of the host

HOMOs upon doping, with the mean values of their distributions shifting to higher binding

energies by about 0.4 and 0.2 eV in spiro-TAD and TCTA, respectively. This effect can be

attributed to the short-range interactions between hole carriers and the quadrupole moment

of the dopant molecules, as discussed in a recent study.75

We complement the characterization of molecular site energy levels by discussing the

corresponding spatial correlation function

C(r) =
1

σ2
〈 (E(ri)− 〈E(ri)〉) (E(ri + r)− 〈E(ri)〉) 〉 (4)

where E(ri) is the energy level of molecule i, σ2 is the variance of site energy fluctuations,

and angle brackets indicate the average over the molecules in the sample. C(r) decays from 1

(full correlation) at r = 0 to 0 (no correlation) a large distance for our pure samples shown in
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Figure 6: Spatial correlation function of electrostatic site energies in bulk pristine samples.

Figure 6, similar to what reported for other amorphous organic semiconductors,8,76 and ap-

proximately following the 1/r behavior expected for randomly oriented dipoles on a lattice.77

The comparison between AA and BM morphologies reveals qualitative similarities between

the two approaches, albeit the MOLC model seems to produce longer-range correlations that

are inherited in the BM samples. Quantitatively, significant differences exist between TCTA

and F6TCNNQ, with the latter showing a larger relative difference between AA and BM.

While charge carries energy levels mostly reflect the impact of electrostatic interactions

developing at long range, intermolecular charge transfer couplings J , being related to the

quantum overlap between molecular wavefunctions, are instead ideal probes for nearest-

neighbor molecular contacts. The distributions of intermolecular couplings, shown in Fig-

ure 7, reveal an excellent agreement between AA and BM morphologies for the three pristine

samples. The distributions rapidly drops upon increasing J , with a very small fraction of

dimers exceeding 10 meV. These are typical feature of amorphous molecular solids.8,76 The

region below 0.1 meV is loosely relevant as it is highly sensitive to the criteria employed in

the selection of molecular pairs to be computed, hence not shown.

The information contained in charge transfer integrals is then exploited to quantify the

effective electronic connectivity of the different samples. Following Ref.,76 we define the elec-

tronic connectivity as the average number of neighbors to which every molecule is coupled by

a transfer integral exceeding a given threshold. This is shown for pure TCTA, spiro-TAD and
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Figure 7: Probability distribution function (PDF) of intermolecular charge transfer couplings
(absolute values) between frontier molecular orbitals (see axis label) for pristine spiro-TAD,
TCTA, and F6TCNNQ samples.

F6TCNNQ samples in Figure 8, as a function of the threshold coupling Jthr. The compar-

ison between the connectivity curves of the different materials reveals that TCTA presents

a higher connectivity than spiro-TAD, an observation that can be related to the denser

molecular packing of the former, less rigid, molecule (see Table 1). F6TCNNQ presents a

higher connectivity than the two hosts for Jthr > 2 meV, while the situation is reversed for

smaller Jthr. This can be ascribed to the smaller size of the dopant molecules and to the

consequently more localized frontier orbitals, which can give rise to a small number of strong

intermolecular coupling. On the other hand, branched molecules as TCTA and spiro-TAD

can instead establish a larger number of weaker contacts with other molecules. As for it

concerns the comparison between AA and BM morphologies for a given material, we remark

also in this case an excellent agreement, with very similar electronic connectivities obtained

with the two molecular models, with the only appreciable deviation obtained for F6TCNNQ

at low couplings (Jthr < 2 meV) .

The results reported in this section overall prove that the electronic properties calculated

on atomistic structures, obtained upon back-mapping CG morphologies simulated with the

MOLC model (BM), are almost indistinguishable from those obtained from native atomistic

samples (AA). The comparison among different materials show that the loss of detail intro-
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Figure 8: Intermolecular electronic connectivity for the three pristine samples, defined as the
average number of neighbors having a charge transfer coupling larger in magnitude than a
given threshold. Solid lines and circles correspond to AA and BM morphologies, respectively.

duced upon coarse graining has a larger impact on the electronic properties of F6TCNNQ,

described by a single bead. Here, the most significant flaw of BM morphologies is a 20%

overestimation of the energetic disorder as compared to AA simulations (see Table 2). The

discrepancy between the electronic properties of BM and AA amorphous phases in instead

negligible for complex multi-bead molecules such as TCTA and spiro-TAD, i.e. the systems

where the MOLC model is mostly advantageous.

3.3 Photoemission energy levels

We finally attempt a comparison between our multiscale simulations for charge transport

energy levels with available experimental data from photoemission spectroscopies.44,46,78–81

To such an aim, we performed a dedicated set of simulations for the organic-vacuum interface,

since both direct ultraviolet photoelectron spectroscopy (UPS) and inverse photoemission

spectroscopy (IPES) are surface-sensitive techniques, probing only the first 1-2 nanometers of

the sample. Such an approach turned out to be essential to obtain a quantitative description

20



of energy levels in molecular crystals and ordered films.43,82–85 These slab simulations have

been performed with the MOLC model, with subsequent back mapping to atomistics to

run electronic the structure calculations. The simulated photemission spectra have been

calculated as histograms of molecular site energies weighted by a position-dependent factor

exp (−z/λ), where z is the distance of a given molecule from the surface, and λ = 1 nm is

the electron mean free path.

Figure 9 shows the calculated photoemission spectra for occupied (holes) and unoccupied

(electrons) states, along with experimental values (vertical bars) for ionization potential

(IP) and electron affinity (EA), both taken at the respective band onset. We remark a

good agreement between simulations and experiments as for it concerns occupied states,

with calculations capturing the trends between different materials. It is worth remarking

the significant difference between the IP of F6TCNNQ that would be obtained from bulk

simulations (6.5 eV, see Figure 5) and the surface value of 7.7 eV. This substantial difference,

which is key for reproducing the experiment, is determined by the electrostatic environmental

contribution, ∆E = −0.26 eV at the surface vs. −1.47 eV in the bulk (see Table 2). This large

difference in the electrostatic energy landscape results from a large surface reconstruction at

the interface to vacuum, which can be appreciated from the visual inspection of the surface as

obtained upon cutting the bulk sample, and after thermal annealing, as shown in Figure S5.

The difference in ∆E between bulk and surface are instead quite modest (< 0.2 eV) for

TCTA and spiro-TAD, consistent with a much less important surface reconstruction.

Our calculations do not achieve comparable accuracy for unoccupied states, namely over-

estimating EA by ∼ 1 eV for F6TCNNQ and underestimating EA of TCTA and spiro-TAD

by ∼ 1.2 eV, as compared to IPES data by Zhang and Kahn.44 A much better agreement is

obtained with the EA of TCTA reported by Yoshida and Yoshizaki46 and obtained with low-

energy IPES (LEIPS), a technique that is considered being more accurate than conventional

IPES.86 In general, the comparison between experiments and calculation for photoemission

measurements at amorphous films surfaces reveals a satisfactory agreement on occupied en-
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Figure 9: Simulated photoemission spectra of pristine F6TCNNQ, spiro-TAD and TCTA
samples. Filled and empty areas refer to occupied and unoccupied states, respectively.
Vertical black lines mark to the IP (valence band top, full line) and the EA (conduction
band minimum, dashed line) measured in Ref.44 The bar labeled with the star marks the
EA of TCTA reported in Ref.46 Other works have reported consistent data for the IP of
TCTA78,79 and spiro-TAD.80,81

ergy levels, calling at the same time for an improved in the description of unoccupied states.
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4 Conclusions

We have presented a comparative analysis of morphologies obtained from atomistic and

coarse-grained molecular dynamics, the latter based on the MOLC model.24 This study cov-

ered both the structure of pristine and doped organic semiconductors and the electronic

properties governing charge transport in these systems, implementing a multiscale simula-

tion workflow that includes molecular dynamics, atomistic back-mapping for coarse-grained

morphologies, classical microelectrostatics, DFT and many-body GW electronic structure

calculations.

Our study reveals a substantial agreement between the morphologies simulated with the

MOLC CG model and reference atomistic ones. Most interestingly, the reintroduction of

the atomistic detail in CG samples (back-mapping) leads to structures that are almost in-

distinguishable, in a statistical sense, from those obtained from native atomistic simulations.

The same conclusion holds for electronic properties that are known to be highly sensitive

to molecular geometries, meaning that atomistic samples obtained upon back-mapping can

be used with a high level of confidence for more refined analyses, especially for branched

poly-heterocyclic compounds the MOLC model is designed for. Besides the methodological

benchmark, we have attempted a comparison of calculated charge transport energy levels

with literature data from photoemission spectroscopy, obtaining a very good accord on oc-

cupied levels. The agreement with experiments remains qualitative for unoccupied states,

calling for additional research effort.

In summary, the MOLC coarse-grained molecular model emerges as very accurate ap-

proach for the simulation of complex molecular systems. This enables an important saving

of computational resources (two orders of magnitude reduction in the time per simulated

nanosecond) and, most interestingly, it paves the way towards the simulation of systems and

phenomena whose length and time scales are out of the reach of atomistic techniques, such

as those relative to the processing of organic semiconductors over large area, among others.
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