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In this work, we scrutinise theoretically how the gap of C and BN armchair nanoribbons changes
upon variations of the bond length between edge atoms and their distance from passivating species.
Our DFT calculations indicate that the gap of C-based nanoribbons is more sensitive to the relax-
ation of the bonding length between edge atoms (morphology) whereas in BN-nanorribons it is more
sensitive to the distance between edge atoms and passivating hydrogens (chemical environment). To
understand the origin of these two different behaviours, we solved a tight-binding ladder model nu-
merically and at the first-order perturbation theory, demonstrating that the different dependence is
due to the interference of the wavefunctions of the top valence and the bottom conduction states.

I. INTRODUCTION

In recent decades, graphene and hexagonal boron
nitride (BN) have attracted a great deal of inter-
est because of their remarkable transport and opti-
cal properties1–5. A much explored way to modu-
late them is by adding extra confinement (as in 2D
quantum dots, nanoribbons or nanotubes). The pres-
ence of confining edges endows them with novel size-
dependent features dominated by the characteristics
of the edge itself. This is why graphene and BN
nanoribbons are often classified according to their
edge shape, which can be zig-zag, armchair, fall in
an intermediate chiral angle, or present structures
that require a more general nomenclature6. In zig-
zag nanoribbons, well localised edge-state are formed
which confer antiferromagnetic properties to C-based
zig-zag nanoribbons6–12. Instead, BN-based zig-zag
nanoribbons have an indirect gap and display an
intrinsic dipole moment9,13–19. At variance, both
graphene6,8–12,20–27 and BN9,14–18 armchair nanorib-
bons (AGNR and ABNNR), have no magnetic states
and display a direct size-dependent gapwidth To take
full advantage of this richness of properties, sev-
eral methods have been explored including the ap-
plication of external electromagnetic fields9,10,14,18,27,
strain17,24,28 and edge engineering17,19,21–26,29.

As a matter of fact, the edge characteristics
are crucial for the performances of nanoribbon-
based devices such as transistors, interconnects and
logical devices23,29–33, photovoltaic applications33,34,
or chemical sensing33,35. Experimentally, edge
engineering34,36,37, chemical treatment38 or selective
passivation29 have been demonstrated to have a signif-
icant impact on the device quality, precisely because
of their action on the edges.

Alterations of the electronic structure due to edge
modifications can be divided into morphology effects
(variation of the bondlengths) and chemistry effects
(variation of the passivating species and their distance
from the edges)6,26. The sensitivity of AGNR and
ABNNR gap to the passivation has been investigated
by many authors 6,17,19,21–26,29 who showed that its
effect depends on the type of atoms involved, and/or
on the number and position of the passivated sites.
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Figure 1. Scheme of relaxed AGNR5 and ABNNR5 struc-
tures. Unitary cells are reported as black dashed rectan-
gles and some relevant structural parameters are labelled
in red. In blue, the row index j and the edge or inner
character of atoms are also reported.

Most of these first-principle studies17,19,21–25 discuss
the role of passivation on fully relaxed structures, so
morphology and chemistry effects are actually treated
on the same footing. At best of our knowledge, only
two studies6,26 have been conducted in frameworks
that separate the two effects, but in both publications
the focus is put on other aspects than the dependence
of the gapwidth on morphology and chemistry modi-
fications.

On the other hand, rare are the studies on genuine
morphological effects6,12,26 and they are done only on
AGNRs. Actually, in39,40, a thorough study of edge
reconstruction and edge stress in graphene and BN
nanoribbons is actually carried out, but the investiga-
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tion stops at a stability level and the relation to the
gapwidth is not explored. However, both effects seem
to be decisive in determining the gap of nanoribbons
and we deemed that the subject deserved a more fo-
cused study.

In this article, we employ density functional theory
(DFT) to study the evolution of the gap, the top va-
lence (TV) and the bottom conduction (BC) states
of AGNRs and ABNRs as a function of the nanorib-
bon size upon variations of the distance between edge
atoms and between these and the passivating species.
Our objective is to compare the effect of morphological
and chemical variations on the gapwidth and under-
stand which of them is dominant and in which situ-
ation. We demonstrate that the response of the gap-
width to changes of the distance between edge atoms
(morphology) or between edge atoms and passivating
atoms (chemical environment) is opposite in the two
materials and we rationalise this different behaviour
by means of a tight-binding model which we solved
both numerically and perturbatively.

II. STRUCTURAL AND COMPUTATIONAL
DETAILS

All nanoribbons studied in this article have arm-
chair edges passivated with H atoms. They form an
infinite periodic structure in the y direction and are
confined along x. The extension of the periodic cell
along y is the cell parameter a, while the width is ex-
pressed by the number Na which indicates the number
of dimers aligned along y inside the unitary cell (num-
ber of rows). To indicate a specific structure we will
attach the index Na after the label of the material,
as in Figure 1, so for instance AGNR5 designates an
armchair graphene nanoribbon of size Na = 5.

Density functional theory calculations were carried
out within the generalized gradient approximation us-
ing the PBE41 exchange correlation potential as im-
plemented in the Quantum ESPRESSO42 simulation
package. Long-range van der Waals corrections were
included via the DFT-D2 method43. To avoid inter-
actions between consecutive cells, we included 15 Å
and 20 Å of empty space in the z and x directions
respectively. In electron density calculations and re-
laxation runs, the periodic axis was sampled with 20
k-points centered in Γ (corresponding to 11 irreducible
k-points). This mesh was dense enough to converge
total energies in the smallest nanoribbons. For den-
sity of states (DOS) calculations, a five times denser
sampling was adopted for all systems and the resulting
spectra have been broadened with a Gaussian distri-
bution with a width of 0.02 eV.

We used norm-conserving pseudopotentials44 and
set the kinetic energy cutoff at 80 Ry in both mate-
rials. It is worth stressing that using a large verti-
cal empty space and a high energy cutoff is essential
even in the relaxation runs in order to prevent nearly
free-electron states from hanging below the pz states
hence jeopardizing the gap description. In fact, as
already well known for free-standing layers45–49 and

nanotubes50–52 in BN nanomaterials there is a com-
petition at the bottom conduction between 2pz and
3s states, whose right alignment requires a dedicated
convergence study. If sometimes one can overlook this
issue in BN layers, because the two competing states
originate direct and indirect band gaps, this is not
the case in ABNNRs where both states give rise to a
direct gap at Γ.

In non-relaxed structures, all atoms occupy the
sites of a regular honeycomb lattice with an
inter-atomic distance of 1.42 Å. Structural relax-
ation runs have been performed with the Broy-
den–Fletcher–Goldfarb–Shanno (BFGS) algorithm for
all systems with the stopping criterion of all forces
being lower than 5 × 10−5 eV/Å. We allowed varia-
tions of the cell parameter a and all atomic positions.
As clarified in the following, we also run some calcu-
lations letting only specific atoms to move. In Fig-
ure 1 we report the relaxed structures of AGNR and
ABNNR at Na = 5 for sake of example, and we in-
troduce some notable structural parameters. In the
AGNRs, the main modifications with respect to non-
relaxed structures are a contraction of the distance
between edge atoms dE and between C and H dHC .
In ABNNR, we observe a similar contraction of the B-
N distance on the edges dE , and different contractions
of the distances between H-B and H-N (dHB 6= dHN ).
We observed also that these modifications are basi-
cally independent on the size of the nanoribbon both
qualitatively and quantitatively, so the structural pa-
rameters undergo minimal variations when comparing
nanoribbons of different size.

III. GAP EDGE STATES

A. AGNRs

The electronic structure of AGNRs has been already
studied in the past6,8–11,20–26,33,34. Both non-relaxed
and relaxed ribbons display a band gap at Γ of gap-
width ∆Na

. Because of the 1D confinement, the gap-
width falls in one of the three families Na = 3m − 1,
3m or 3m + 1 (with m ∈ N∗). Each family follows a
different trend which asymptotically tends to zero for
growing nanoribbon sizes and follows the general rule
∆3m−1 < ∆3m < ∆3m+1. This is depicted in Figure 2
where we plot the gapwidth of AGNRs versus Na for
both non-relaxed and relaxed structures (red dashed
and solid blue curves). The effect of relaxation is to
open the gap by about 0.1 eV in families Na = 3m+1
and 3m− 1, while in the Na = 3m the opening is ob-
served only in small nanoribbons, while the gap closes
in larger ones. Our results are in quantitative agree-
ment with previous works both for relaxed11,12,21,25,
and unrelaxed simulations26.

To characterise better the gap states, we analyzed
in more detail the nature of the TV and the BC states
at Γ in the relaxed structures. In panels a) and b) of
Figure 3, we report the band structure and the density
of states (DOS) of the AGNR8, chosen as a represen-
tative example. For sake of comparison, in panel b) we
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Figure 2. Energy gap of graphene nanoribbons as a func-
tion of the width Na. Relaxed calculations (blue solid
line), unrelaxed (red dashed line) and tight-binding nu-
merical solution (black dotted) with parameters indicated
in Table I. The three families are reported with different
symbols. A blue arrow at Na = 8 indicate the nanoribbon
chosen for the analysis presented in Figure 3.

also report the orbital-projected DOS and the DOS of
an infinite graphene sheet with the same inter-atomic
distance. The DOS around the gap (from -1.5 eV to
1.5 eV) displays neat van Hove singularities arranged
more or less symmetrically with respect to the middle
of the gap. As the inset of panel b) shows clearly, the
states composing the gap are entirely of pz character.
They form a π bonding with nodes on the xy plane,
as expected. Instead, the first empty σ state is found
at 3 eV above the BC. To go deeper in the analysis
of the gap-edge states, we look at the site-projected
DOS. We integrated the bare data inside an inter-
val of 0.1 eV encompassing the TV and BC (shaded
bands in the instet of Figure 3b). The outcome of
this analysis is summarised in Figure 3c), where the
site-projected DOS of gap-edge states is reported as
a function of the row index (note that the curves are
plotted on the same y axis). At variance from what
observed in zigzag nanoribbons7, the gap states are
not concentrated on the edge atoms, but rather de-
localized throughout the full nanoribbon and present
a modulation that nicely displays the characteristics
of a static wave. This observation is confirmed by the
wave-like modulation of the charge probability |ψ(r)|2
associated with the TV and BC states, reported aside
panel c). The wavefunction plot shows also that there
is no spill-out on the passivating hydrogens and that,
with respect to the edge-bbondings dE , TV and BC
states display respectively a bonding and an antib-
bonding character.

B. ABNNRs

The gapwidth of ABNNRs fall in the same three
families with the same hierarchy17,18,28. This similar-
ity with the graphene ribbons is actually quite general
and can be understood from a simple tight-binding
model (see section IVB). The evolution of the ABN-

j=1 2 3 4 5 7 86

Figure 3. Electronic structure of the relaxed AGNR8. a)
Band structure. b) and Inset: Total density of states (thick
black) and projected on pz orbital character (red bullets)
compared with the DOS of the graphene sheet (dashed
blue). c) Row-projected DOS from the integration of the
total DOS around the band-edge states (shaded areas of
panel b) and charge density associated with the TV and
BC states at Γ.

NRs gapwidth for sizes going from Na=5 to 19 in the
relaxed and non-relaxed configurations is presented in
Figure 4 by the solid blue and the red dashed lines.
The non-relaxed structures present a gap that mono-
tonically tends to the limit Na →∞ in a way that is
similar to non-passivated calculations17. We estimate
Na → ∞ = 3.885 eV from the weighted average of
the curves extrapolated at 1/Na = 0 (cfr. inset of the
Figure). This value is about 0.8 eV lower than the gap-
width of the isolated BN sheet (4.69 eV in PBE). All
these aspects are consistent because, as it will become
clearer later, in non-relaxed calculation, H atoms are
too far to saturate efficiently the dangling bonds lo-
cated at the edges of the ribbbon. As a consequence,
these form edge states inside the gap that lower the
gapwidth similarly to what happens in non-passivated
(bare) ribbons.

As a result of the structural optimisation, the gap-
width of all families opens and tends to an asymp-
totic limit that is still about 0.1 eV lower than in the
isolated monolayer, in agreement with similar calcu-
lations14,17. This discrepancy is ascribed to a non-
negligible edge contribution to the BC state, obvi-
ously absent in the isolated monolayer (cfr. the row-
projected DOS analysis here below, and14). Finally,
we note that the first empty σ state, i.e. the near
free-electron state, is only 0.5 eV above the BC.

Similarly to what done before, in Figure 5 we re-
port the band structure, the projected DOS and the
row-resolved DOS of the TV and BC states of the
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Figure 4. Energy gap of BN nanoribbons as a function
of the size Na. Relaxed DFT (blue solid line), unrelaxed
(red dashed line) and the numerical tight-binding solu-
tion (Table I). The three families are reported with dif-
ferent symbols. Horizontal dashed lines indicate the gap-
with of the DFT hBN sheet (4.69 eV) and the asymptotic
Na =∞ limit (∼3.885 eV). The blue arrow pointing at the
ABNNR8 indicates the system analysed in Figure 4. In-
set: extrapolation of non-relaxed calculations at 1/Na = 0.
The red arrow in the inset indicates the Na =∞ limit as
the weighted average of the extrapolation of the three fam-
ilies.

representative ABNNR8 system. We verify that the
TV and the BC states are formed essentially of N-
centered and B-centered pz orbitals respectively. The
row-projected DOS of both TV and BC, reported in
panel c), shows again a very nice static-wave-like mod-
ulation with nodes in rows 3 and 6, but at vairance
with the AGNR8 case, here the TV and BC states lo-
calize differently: while the TV states are delocalised
on the entire nanoribbon as in the previous case, the
BC states are clearly peaked at the edges. The vi-
sualization of the associated charge density confirms
that the TV state is characterised by a wavefunction
equally delocalised on all the N atoms except those on
rows 3 and 6. Instead, the BC state presents a wave-
function more concentrated on the edge B atoms with
non negligible tails touching passivating H and edge
nitrogens, in contrast to the isolated monolayer.

The compared study of the TV and BC states of
AGNRs and ABNNRs suggests that the gap of the two
materials responds differently to modifications of the
morphology and the passivation of the edges. To test
this intuition, we have performed a detailed analysis
by separating the two effects.

j=1 2 3 4 5 7 86

Figure 5. Electronic structure of the relaxed ABNNR8.
a) band structure; b) total density of states (thick black)
and projected on pz orbital character (red and green dot-
ted for B and N states) compared to the hBN sheet DOS
(dashed blue). c) Row-projected DOS integrated around
the band-edge states (shaded areas of panel b). Insets:
charge density of the TV and BC states at Γ.

IV. MORPHOLOGY VS CHEMISTRY OF
THE EDGES

A. Distinguishing the effects through selective
relaxation in DFT

Several investigations can be found in literature on
the effects of edge reconstruction on the gapwidth of
AGNR and ABNNR6,12,17,19,21–26. However, a study
that systematically compares the effects of passivation
and edge morphology is absent. Here we monitor the
gapwidth in the family Na = 3m− 1 by relaxing sep-
arately the H-X distances dHX (X = C, B or N) and
the C-C or B-N distance on the edges dE . We did
calculate data from the other two families but we do
not report them because they have qualitatively the
same behaviour.

In Figure 6, a variation of dHX is represented by
a change in the line’s type (color and dash), while
a variation of dE is represented by a change in the
symbols (colour filled or empty). Let us examine first
the case of AGNRs in panel a). We can start from a
non-relaxed configuration where all atoms are equidis-
tant dHC=dE=1.42 Å (empty bullets, red dashed
line), then we reduce dHC to its relaxed value 1.08 Å
(empty bullets, blue solid line). We observe that there
is basically no variation on the AGNRs’ gapwidth. In-
stead, contracting the edge bonds from dE=1.42 Å to
dE=1.36 Å opens the gap by around 0.15 eV irrespec-
tive of the value of dHC . Consequently, we conclude
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Figure 6. Gapwidth of the Na = 3m − 1 family of a)
AGNRs and b) ABNNRs. Full (empty) symbols stand
for relaxed (non-relaxed) edge-atom bondings. Blue solid
(red dashed) lines for relaxed (non-relaxed) passivating-
to-edge-atoms bondings.

that in AGNRs, the variations of the gapwidth in-
duced by the relaxation and reported in Figure 2 are
essentially due to changes of bond length dE between
C atoms at the edge. Interestingly, this gap open-
ing is approximately independent on the width of the
ribbon.

Passing now to the study of ABNNRs (bottom
panel), we observe an opposite behaviour. The gap-
width undergoes very small changes upon relaxation
of dE , whereas the passage from the unrelaxed H-
B and H-N distance (1.42 Å) to the relaxed values
clearly opens the gap by about 0.8 eV. To be more
precise, by changing separately the two distances dHB
and dHN (not shown), we found that it is the bond-
ing between H and B that plays a major role in the
opening of the gapwidth, indicating a dominant con-
tribution from conduction states consistently with the
observations we drew from Figure 5. According to this
analysis, the gapwidth of ABNNRs is more sensitive
to the passivation than to the very morphology of the
edge. Once again we notice that the gap opening is
basically independent on Na. This clarifies why our
non-relaxed DFT gapwidth look very similar to the
non-passivated results of Topsakal and coworkers17.

B. Unperturbed tight-binding model

To investigate further the reasons of this different
behaviour, we generalise a ladder tight-binding model
introduced initially for AGNRs to the heteroatomic
case. Changes in the edge passivation and morphology
will be successively introduced through variations of

the on-site and hopping parameters of the model, as
suggested in6,12, and the modified Hamiltonian solved
both numerically and perturbatively12.

Following references6–8,10,12,16,20, the gap of an arm-
chair nanoribbon whose TV and BC states are formed
of pz orbitals can be described with a ladder tight-
binding model as the one reported in Figure 7. The
Hamiltonian of the model reads:

H0 =
∑
j,µ

εµj |Φµj〉+
∑
j′,µ′

tµµ′jj′ |Φµ′j′〉

 〈Φµj | .
(1)

The index j ∈ [1, Na] labels the position of a dimer
in the x coordinate (row coordinate), while µ = 1, 2
indicates the atomic site within the dimer (C1 or C2 in
AGNRs and B or N in ABNNRs). The basis function
〈r|Φµj〉 = Φµ(r − rj) is the pz orbital of the atom µ
of the dimer placed at rj = x̂(j − 1)a. For µ = 1,
Φµ(r− rj) is centered on the bottom rung if j is odd
and in the upper rung if j is even, and the opposite
for µ = 2.

At the unperturbed level, εµj does not depend on
the row-index j and is equal to ε for µ = 1 and −ε
for µ = 2, with ε ≥ 0. In the first-neighbour approx-
imation, the hopping term tµµ′jj′ = t ∈ R if µ 6= µ′

and j − 1 ≤ j′ ≤ j + 1 and vanishes otherwise. The
unperturbed solutions of this model are:

E0
n± = ±

√
ε2 + τ2n = ±En , (2)

where τn = t [1 + 2 cos (θn)], the discrete index n
comes from the confinement in the x direction and
θn = nπ/(Na + 1). The eigenfunction associated to
these states read

Ψn± =

Na∑
j=1

∑
µ=1,2

sin (jθn)Dn±
µ Φµ(r− rj) (3)

with

Dn±
1 =

√
En ± ε

(Na + 1)En

Dn±
2 = ±sgn (τn)

√
En ∓ ε

(Na + 1)En

(4)

where the function sgn (x) = 1 if x ≥ 0 and −1 if
x < 0. At this point, it is worth stressing two as-
pects. First, if one poses τn = 0, then the Hamil-
tonian becomes diagonal and equivalent to that of a

t

t
a

a
ε1

ε2 ε1

ε2 ε1

ε2 ε1

ε2 ε1

ε2 ε1

ε2ε1

ε2 ε1

ε2

j=1 2 3 4 5 6 7 Na=8

Figure 7. Scheme of the ladder model of width Na = 8.
The first neighbours distance is a, the index j defines the
position of a dimer. Atoms µ = 1 are placed above µ = 2
if j is even, below if j is odd.
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non-interacting system. Consistently, the coefficients
Dn±
µ become those of a pure system: Dn+

1 = −Dn−
2 =√

2/(Na + 1) and Dn−
1 = Dn+

2 = 0. If instead one
takes the homoatomic limit, i.e. ε→ 0, then the coef-
ficients become a bonding and antibonding pair, with
Dn±

1 = 1/
√
Na + 1 and Dn±

n = ±sgn (τn) /
√
Na + 1.

The last occupied state (TV) |ñ,−〉 and the first
empty state (BC) |ñ,+〉 are found at the integer quan-
tum number ñ that minimizes the quantity En, i.e.
that minimize |τn|. IfNa = 3m or 3m+1 withm ∈ N∗,
then ñ = 2m+1. Note that the interacting term τ2m+1

changes sign in passing from one family to the other.
Instead if Na = 3m− 1, then the integer ñ = 2m and
τn = 0. These considerations leads to the unperturbed
gap of a heteroatomic system (ε > 0):

∆0
Na

=

{
2ε for Na = 3m− 1
2E2m+1 for the other values of Na

(5)

and the eigenstates of the TV and BC of the Na =
3m − 1 family are pure states. The gap of a ho-
moatomic system (ε = 0) reads:

∆0
Na

=

{
0 for Na = 3m− 1
2|τ2m+1| for the other values of Na

(6)

and the eigenstates of the TV and BC of the Na =
3m− 1 family are the bonding and antibonding com-
binations of C1 and C2.

C. Distinguishing the effects through
perturbation theory

As in6,12, we now add to H0 a perturbation Hamil-
tonian δH which consists in adding δt to the hop-
ping term connecting the atoms of the edge rows (j =
1, Na) and in changing their on-side energy by δεµ.
The hopping perturbation δt accounts for changes in
dE , so it is more strongly related to the edge mor-
phology, while the on-site one δε takes into account
variations of dHX and of the passivating species. The
perturbative correction to the energy of the generic
state |n±〉 reads

〈n,±|δH|n,±〉 = 2 sin2(θn)×

×
[
(Dn±

1 )2δε1 + (Dn±
2 )2δε2 + 2Dn±

1 Dn±
2 δt

] (7)

In the heteroatomic case ε > 0, the perturbative
correction to the gap is always δ∆ = 〈ñ,+|δH|ñ,+〉−
〈ñ,−|δH|ñ,−〉. Using (7), the coefficients (4) or their
appropriate limit, and remembering that ∆0

Na
= 2Eñ,

then the gap correction for the case ε > 0 reads,

δ∆ = (δε1 − δε2) /m (8)

for Na = 3m− 1; and

δ∆ =
8 sin2 (θ2m+1)

(Na + 1)∆0
×

×
[
ε (δε1 − δε2) + 2τ2m+1δt

] (9)

for Na = 3m and Na = 3m+ 1. Notice that, by con-
struction, τ2m+1 is the closest to zero among the ac-
cessible values, so the term 2τ2m+1δt is always negligi-
ble. The result shows that in ABNNRs the variations
of the gap are mostly due to the chemical environ-
ment of the edge atoms. This dependence comes ulti-
mately from an interference between the TV and the
BC wavefunctions. These two states are very close to
pure states, so the mixed products D+

1 D
+
2 and D−1 D

−
2

of equation (7) are systematically negligible, and they
do actually vanish in the family Na = 3m − 1 where
the two states are perfectly pure.

In the homoatomic case (ε = 0) the corrected gap
can be obtained following the same approach as be-
fore, and taking the appropriate limits of the coeffi-
cients (4). However, more attention must be paid in
studying the family Na = 3m − 1. In fact this case
corresponds to the double limit ε → 0 and τn → 0.
Even though the final eigenvalues do not depend on
the order with which the two limits are taken, the
eigenstates do, therefore also the perturbative correc-
tions depend on this choice. In DFT calculation and
experiments, the system itself is well defined at the
very first place, because one works either with ABN-
NRs or with AGNRs. So, for comparisons with DFT
to make sense, the right order with wich the limits
must be taken is: first ε→ 0, followed by τn → 0. Fi-
nally, one has to pay attention to another point: in the
Na = 3m−1 family, the TV and the BC states are de-
generate and the unperturbed gap is 0. So there is no
reason to define δ∆ = 〈ñ,+|δH|ñ,+〉−〈ñ,−|δH|ñ,−〉
rather than its opposite. However, the correction must
be positive, so the correction must be defined as the
modulus of the difference above. Putting all these
things together, one gets for the homoatomic (ε = 0)
case

δ∆ =

{
2
m |δt| for Na = 3m− 1

sgn (τ2m+1) 8 sin2(θ2m+1)
(Na+1) δt otherwise

(10)

This result shows that in AGNRs most of the vari-
ations of the gap is accounted by δt, so by morpholog-
ical changes of the bonding between edge atoms, and
not by changes of their chemical environment. Once
again this result can be understood from the symme-
tries of the TV and BC wavefunctions. In fact, when
ε = 0, the TV and BC states are perfect bonding
and antibonding combinations at any Na, so their dif-
ference causes the terms in (Dñ±

µ )2 of equation (7)
to always cancel out. This result, although in perfect
agreement with12, seems to be in blatant contradiction
with results from 2H-passivated AGNRs26, where the
gap is found independend on the C-C edge distance.
Actually, these systems present a hybridisation of the
sp3 type and their gapwidth can not be described by
this model.
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Figure 8. Deviation from ∆0
Na

as a function of δt (squares) or δε (circles) in AGNRs (top panels) and ABNNRs (bottom
panels). From left to right: Na = 11, 12, 13. Colored symbols result from equations (8 - 10); empty symbols from the
numerical solution.

D. Validitation of the perturbative approach

Besides the perturbative approach, we also solved
the perturbed Hamiltonian H = H0 + δH numeri-
cally. For the unperturbed problem, we parametrized
the model with values that fit the band structure of
the isolated graphene and hBN monolayers. Instead,
the perturbation parameters δε and δt have been ad-
justed to recover as best as possible the DFT curves
reported in Figures 2 and 4. The best parameters are
reported in Table I. Successively we explored how the
gap changes upon variations of the perturbative pa-
rameters δt and δεµ in the range -1 eV, +1 eV in the
nanoribbons of width Na=11, 12 and 13, i.e. one rep-
resentative nanoribbon per family. Guided by physi-
cal intuitions we took δε1 = δε2 = δε in the case of
AGNRs, and δε1 = −δε2 = δε in the case of ABNNRs.

Globally, the numerical and the perturbative gap-
width are in very good agreement for both ABNNRs
and AGNRs in the range explored, confirming our con-
clusions. In all cases, the numerical solution displays
a quadratic trend with respect to δε which adds on
top of the invariance (AGNR) or the linear (ABNNR)
dependence predicted by the perturbative approach.
The deviations between the two approaches are larger

AGNR

εC tCC δt

0.0 -2.6 -0.4

ABNNR

εB εN tBN δε

2.32 -2.32 -2.46 -0.3

Table I. Parameters of H = H0 + δH in eV used to plot
curves in Figures 2 and 4.

for this parameter than for δt, with the larger devi-
ations of the order of 0.2 eV in the Na = 3m and
Na = 3m+ 1 families of ABNNRs. Instead, the devi-
ations for the parameter δt are in general very small
and never larger than 0.1 eV. Note however that for
extreme values of δt, the numerical solution may un-
dergo a band crossing in the top valence and the bot-
tom conduction which would lead to a sudden closing
of the gap, as it is the case at δt = −0.9 in AGNR13
and δt = 0.9 in AGNR12. This physics is not acces-
sible in our first order expansion and clearly sets the
limit of applicability of the perturbative approach.

V. CONCLUSION

We have calculated with DFT the gapwidth of
graphene and boron nitride armchair nanoribbons
(AGNRs and ABNNRs) for ribbon sizes going from
Na = 5 rows to Na = 19 rows both for re-
laxed and unrelaxed structures. We have relaxed se-
lectively specific interatomic distances and reported
how the gapwidth changes upon variations of the
bondlength with passivating atoms (chemistry-driven
changes) and between edge atoms (morphology-driven
changes). Thanks to this selective relaxation, we
showed that the variations of the gapwidth in AG-
NRs are morphology-driven, while in ABNNRs are
chemistry-driven. To understand why, we adopted
and extended the tight-binding approach introduced
by Son and coworkers12 and we demonstrated that the
interference between the wavefunctions of the top va-
lence and the bottom conduction are at the origin of
these two distinct responses.
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In the AGNR case, these states are basically a
bonding and antibonding pair. As the two states are
equally distributed on the atoms, the difference be-
tween BC and TV leads to a mutual cancellation of
on-site changes, and only hopping terms survive. This
explains the stronger dependence of the gapwidth on
interatomic distances and hence on the morphology of
the edges rather than the chemical environment. At
variance, in ABNNR case, the TV and the BC states

are basically pure states and the effective Hamiltonian
is quasi non-interacting. As a result, the two states are
mostly insensitives to variations in the hopping term
and are instead strongly affected by on-site variations
(chemical environment).

Our results can help pushing further the research
on nanoribbon-based devices, as they clarify the role
played by edge-engineering, and selective passivation
and provide the tools to investigate more complex sce-
narios.
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