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motivationS
Mobile phone metadata is now widely used to extract socio-economic activity metrics [1,2] for cities or regions at 
scale. Properly used, this data can provide unique insights into downstream tasks and business value. We propose 
a novel scalable method for clustering urban areas based on the spatio-temporal characteristics of mobile traffic 
data. The development of deep learning techniques makes deep time series clustering feasible. Our approach 
utilizes deep learning and contrastive learning methods, including contrastive clustering and spatio-temporal model, 
where the former provides discriminative clusters and the latter provides spatio-temporal correlation between 
neighboring regions, respectively. Moreover, a novel data augmentation method has been proposed to improve 
the generalization of the model, the model can be easily transferred to other cities.
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limitation and future work
Although we achieve good clustering on the hidden space, the demarcation between clusters is not obvious, which we attribute to the fact 
that the transition between certain map regions is not obvious. Meanwhile, the clustering numbers are arbitrarily defined. Future work will 
focus on improving the interpretability of the model, e.g. by analyzing the properties of the data points within the clusters. Experiments 
will also be conducted to define appropriate clustering numbers. Regarding the transferability of the model from one city to others, data 
augmentation of contrastive learning would of course be feasible, but needs experiments to prove it, since city-wide properties should 
be shared, and data augmentation provides generalization. augmentation provides generalization.

method
Clustering, as a fundamental unsupervised learning technique, facilitates the grouping of data points into clusters without the need for 
explicit labeling. Data points within the same cluster exhibit comparable characteristics, which can lead to new insights and discoveries, 
thereby enabling downstream tasks to leverage this inherent structure for enhancing the performance of classification or regression 
tasks. In the context, we employed contrastive clustering [3]. Pair construction backbone (PCB): The PCB constructs data pairs through 
data augmentations and extracts features from augmented samples. This helps to enrich the training data and improve the robustness 
of the model:
• Instance-level contrastive head (ICH): The ICH applies contrastive learning in the row space of the feature matrix. This helps to learn 

representations that are discriminative between different instances.
• Cluster-level contrastive head (CCH): The CCH applies contrastive learning in the column space of the feature matrix. This helps to 

learn representations that are discriminative between different clusters.

preliminary reSultS
In TSNE plot we can observe the evolution of the latent space with 9 clusters through different trainning steps. Base on the T-SNE plot, 
initially the latent data points are clustered into 2 clusters, at the end most of the data points are well separated, providing meaningful 
information for future analysis. We project the different clusters on Paris maps, we can observe that cluster we found are spatially 
coherent. This is important since our model didn’t take into account explicitly the spatial dependency between map titles. Moreover, 
some specific area of the Paris map such as parc «parc de Boulogne» and «parc de Vincennes» and some well-known residential area 
in the outskirts of Paris city (in the 14th, 15th districts for instance) are clustered together. However, more inquiries are needed to provide 
a deeper analysis of the found cluster.
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