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ABSTRACT

This paper presents a transformer model trained with a
large dataset of chord sequences. The dataset includes sev-
eral styles, such as jazz, rock, pop, blues, or music for cin-
ema. We apply three consecutive tokenization/encoding
strategies: 1) All chords are treated as unique elements. 2)
Chords dynamically formatted as a tuple describing roots,
nature, extensions, and slash chords. 3) An extension
of model 2 with a style token and extension of the po-
sitional embedding layer of the transformer architecture.
We analyze sequences generated by comparing them with
the training dataset using trigram, which reveals common
chord progressions and source duplications. We compare
the generated sequences from a musical perspective, rating
their plausibility in regard to the training data. The third
strategy reported lower validation loss and better musical
consistency in the suggested progressions.

1. INTRODUCTION

There has been a remarkable surge of applications that
use artificial intelligence (AI) to assist in creative pro-
cesses, from synthesizing graphics using text prompts 1 or
the language-based models such as Generative Pre-trained
Transformer (GPT) 2 . The domain of music has also seen
a variety of applications, from symbolic music generation
[1, 2] to sound synthesis [3, 4].

Neural Network based systems suggesting chord pro-
gressions are not new. ChordRipple [5] is based on a
WordToVec network learning embeddings from a corpus
of chord progressions. Long Short-Term Memory [6]
has been applied for symbolic music generation; how-
ever, transformers have reported an improvement in en-
coding long-term dependencies. Li and Y. Sung [7] pro-
pose an encoder-decoder (Seq2Seq) architecture to gener-

1 See stable diffusion: https://huggingface.co/spaces/stabilityai/stable-
diffusion

2 See copilot: https://github.com/features/copilot
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ate chord progressions given a melody. Later proposed
models are based on adapting the transformer, extending
the embedding layer with musical features [8, 9]. For in-
stance, modeling Jazz styles [10], creating a system for
melody and basic chord completion [8] [11], chords clas-
sifications methods [12]; however, those examples highly
reduces the chord vocabulary for simplifications purposes.

Modeling symbolic music notation encoding form,
structure, and harmonic information without losing vocab-
ulary is one of the current challenges in the field. Hence,
this paper focuses on modeling chord progressions of sev-
eral popular music styles (see Figure 1). Such models can
be applied to music creation by proposing plausible paths
in form and harmony to a user, from which melodies can
be derived and arrangements made. The contribution of the
proposed system is 1) A dataset with chord sequences from
several popular music styles. 2) A tokenization method to
reduce the token vocabulary without reducing the chord
vocabulary. 3) An update of the transformer network to
better suit music information encoding.

2. THE CHORDINATOR

The database was formed by exporting 4300 chord pro-
gressions included in the iReal Pro application. The ex-
ported format is musicXML, which includes metadata and
information regarding the form, tempo, bars, and chords.
We apply data augmentation by transposing all 4/4 songs
into the 18 enharmonic keys, ending with a shuffled dataset
of 70,812 pieces. We train a minGPT 3 transformer archi-
tecture with a fixed-length sequence with 512-time steps,
adding the token <pad> to those sequences smaller than
the reference size.

While encoding chord sequences, we apply three sub-
sequent strategies.

Model 1: We treat all chords as unique elements, having
a vocabulary size of 5202 tokens.

Model 2: We split the chord unities into sections, sim-
plifying the tokenization range without reducing chord vo-
cabulary. The chord is composed of a tuple with dynamic
content. The array contains root, nature, and extensions,
starting the chord element with an identifier token "." (dot).

Model 3: We extend Model 2 by adding a context to-
ken of the songs with a style identifier (see Figure 1). We
complement the transformer architecture by adding a MIDI

3 https://github.com/karpathy/minGPT



Figure 1. List of musical styles, quantity is scaled to log10.

Embedding relative position (see Figure 2) array into the
positional embedding layer. The array is composed of
eight values exported by translating ABC chord notation
to MIDI (using libraries music21 and librosa). The first el-
ement is the MIDI root; the following three values describe
the nature, and the next three available values are used for
extensions. Seven MIDI values express the chord’s qual-
ity, whereas the eighth value is an identifier id (127) to
depict a slash chord.

Midi Array
Midi Emb. M. MD Mm7 Madd9 M/
Pos. Emb. P. PD Pm7 Padd9 P/
Token Emb. W. WD Wm7 Wadd9 W/

Input . D m7 add 9 /

0 0 0 0 0 0 0 0 62 65 69 72 0 0 0 062 0 0 0 0 0 0 0 62 65 69 72 76 0 0 0 0 0 0 0 0 0 0 127

Multi-Head Self-Attention

Input Embeddings

Positional Embedding

Figure 2. MIDI Embeddings: Formatted as arrays of eight values for
each time step containing chord notes

3. PRELIMINARY RESULTS

Trigrams: They are composed of a minimal cell of three
chords. The most common trigrams found in the dataset
are shown in Figure 3. Nevertheless, the most common
functional harmonies found in the dataset are shown in Fig-
ure 4.

Figure 3. Most common trigrams found in the dataset

Train Loss Val. Loss Perplexity
Model 1 0.2805 0.3802 1.505
Model 2 0.25176 0.32327 1.363
Model 3 0.18609 0.17451 0.2435

Table 1. Metrics comparing the three proposed models

Figure 4. Most common harmonic functions found in the dataset

We compute perplexity to quantify the model’s uncer-
tainty. The resulting metrics, loss, validation curves, and
perplexity are expressed in Table 1. Ten chord sequences
are exported as suggestions using the three models, creat-
ing a reference example based on 30 randomized ones no
longer than 24 chords per suggestion. As a first attempt at
musical evaluation, we asked five colleagues with a music
education background to score their plausibility from 0 to
5, where 0 is not helpful for a potential song, and 5 reflects
the suggested sequence is suitable for starting a compo-
sition. The overall score of the models is Model 1: 2.425,
Model 2: 2.825, and Model 3: 4.125. An example of chord
suggestions made by the Model 3 is shown in Figure 5

['<start>' '<style>' 'Soul' '|' 'Form_A' '.' 
'C' 'm' '.' 'C' 'm' 'add #7' '|' '.' 'C' 
'm7' '.' 'C' 'm6' '|' '.' 'F' 'm' '.' 'F' 
'm' 'add #7' '|' '.' 'F' 'm7' '.' 'E' 'm7' 
'alter b5' '.' 'A' '7' '|' '.' 'D' '7sus' 
'.' 'D' '7' '|' '.' 'G' '7' '|' '.' 'C' 'm' 
'.' 'C' 'm' 'add #7' '|' '.' 'C' 'm7' '.' 
'C' 'm6' '|' '.' 'F' 'm' '.' 'E' 'm7' 'alter 
b5' '.' 'A' '7' '|' '.' 'D' '7' '|' '.' 'G' 
'7' '|:' '.' 'C' 'm7']

['<start>' '<style>' 'Pop' '|' 'Form_A' '.' 
'C' 'm7' '|' '.' 'Db' 'maj7' ‘|' '.' 'C' 
'm7' '|' '.' 'D' 'sus' '.' 'D' '|' '.' 'D' 
'sus' '.' 'D' '|' '.' ‘C' 'm7' '|' '.' 'Db' 
'maj7' '|' '.' 'C' 'm7' '|' '.' 'D' 'sus' 
'.' 'D' '|' '.' '|' '.' 'Db' 'maj7' '.' 
'Db' '7' '|' '.' 'C' 'm7' '|' 'F#' 'maj7' 
'#11' '|' '.' 'F' 'm7' '|']

Figure 5. Two samples from Model 3 using Pop and Soul context
token.

4. CONCLUSION

Model 3 reports a more consistent suggested progression
and lower loss rates. Nevertheless, the perplexity metrics
do not reflect musicality per se; further analysis is needed
to define its plausibility in musical terms. Model 3, com-
pared to Models 1 and 2, is not prone to generating ii V I
progressions when the style token is not precisely Jazz or
Bossa. Based on the metrics, adding style tokens and com-
plementing the transformer’s positional embeddings with
MIDI chord information seems to be a correct subsequent
update to modeling chord progressions.

For future work, a web application as an interface to
play with the model and generate suggestions is under de-
velopment; it will open its usability to a broader audience.
We will include a melody generator that follows the chord
progressions. We will perform further human evaluation
from expert musicians to test the impact and usability of
the system.
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