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Distances and isoperimetric inequalities in random
triangulations of high genus

Thomas Budzinski∗, Guillaume Chapuy† and Baptiste Louf‡

November 7, 2023

Abstract
We prove that uniform random triangulations whose genus is proportional to their size n

have diameter of order log n with high probability. We also show that in such triangulations,
the distances between most pairs of points differ by at most an additive constant. Our main
tool to prove those results is an isoperimetric inequality of independent interest: any part
of the triangulation whose size is large compared to log n has a perimeter proportional to
its volume.

1 Introduction and main results

Random planar and non-planar maps. In this paper we study random maps on surfaces,
in a regime in which both their size n and their genus g go to infinity. Here and later, a map
is a finite graph embedded on an oriented compact surface, considered up to homeomorphism
– maps can also be thought of as "discrete surfaces" made by gluing finitely many polygons by
their sides. Different variants of maps can be considered by fixing the degrees of these polygons.
In this paper, we will be interested in triangulations, where all faces have degree three.

In the planar case (g = 0, n → ∞), random maps are very well understood both locally
and globally. Locally, their behaviour is described by random infinite maps such as the Uniform
Infinite Planar Triangulation (UIPT, [2]) and its variants [24, 13, 6]. Globally, it is known that
their diameter grows as n1/4 [14], and random maps rescaled by n1/4 converge to the Brownian
map [25, 28], a result which holds for a rich variety of models (e.g. [27]). Direct approaches to
the continuum limit via Liouville quantum gravity have been independently developed [18, 29].
The results for g = 0 partially extend to the case of a fixed genus g > 0 [11, 4]. However, much
remains to be done to understand the behaviour of the limiting objects when g increases. The
question is already difficult at the enumerative level, and it is deeply linked to the theory of
enumeration of surfaces through the topological recursion [19] and to the double scaling limit
of matrix models, see e.g. [12]. Beyond the planar case, another extreme case which is well
understood is the case where the genus is not constrained. This model is of a very different
nature and is almost equivalent to the configuration model studied in random graph theory.
The genus tends to concentrate very close to its maximum possible value and random maps only
have a logarithmic number of vertices, see [20, 15, 8].
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The high genus regime. A much more difficult task is to understand random maps when
both n and g go to infinity, in particular in the high genus regime where the genus g is pro-
portional to the size n. Since the Euler characteristic becomes strongly negative, this setting
has long been suspected to result in hyperbolic behaviour. However, it is difficult to approach,
in particular because no accurate enumerative estimates are known in this range. Moreover,
this regime is already nontrivial in the case of unicellular maps (maps with a single face), for
which it was proved that the local limit is a supercritical random tree [1] and the diameter is
logarithmic [32]. More recently, another motivation for studying the high genus regime has come
from the analogy between high genus random maps and random hyperbolic surfaces of genus g
under the Weil-Petersson measure when g → ∞. These random surfaces are well understood.
In particular, Mirzakhani famously proved in [30] that they have diameter of order log g, and no
short separating geodesics in a precise sense. In the unicellular case, several results or conjectures
support this analogy [32, 22, 23, 31].

Until recently, understanding high genus maps beyond the unicellular case was a wide open
problem, see e.g. [3, Chapter 6]. A first step in this direction was made in the paper [9] by two
of the authors, where the local behaviour of uniform triangulations in the high genus regime was
proved to be described by the Planar Stochastic Hyperbolic Triangulations of [17], thus proving
a conjecture of Benjamini and Curien. Similar results were later obtained in the case of arbitrary
(even) face degrees [10].

Global distances in high genus triangulations. However, so far, the global scale for ran-
dom maps in the high genus regime beyond the unicellular case has been out of reach besides
a lower bound result on the planarity radius [26] (a discrete analogue of the injectivity radius).
The main conjecture in this direction, attributable to several authors in the field, has been that
the diameter is logarithmic. This is supported by analogy with the unicellular case or with
random hyperbolic surfaces, and more recently by the hyperbolic nature of the local limit.

In this paper, we settle this conjecture by the affirmative. As in [9], we work with triangula-
tions. For the rest of the paper, we fix 0 < θ < 1

2 , and let (gn) be a sequence such that gn
n → θ.

We let T2n,gn be a triangulation of genus gn with 2n faces chosen uniformly at random. We
write diam(T2n,gn) for the diameter of its underlying graph, i.e. the maximal graph distance
between two of its vertices. We also say that an event holds with high probability or w.h.p. if it
holds with probability tending to 1 when n tends to infinity.

Theorem 1 (Diameter). There exist two constants cθ, Cθ > 0 depending only on θ such that

cθ log n ≤ diam(T2n,gn) ≤ Cθ log n

with high probability.

We refer to Section 6 for precise conjectures on optimal constants. We also note that it is
natural to conjecture an analogous result for the corresponding problem for hyperbolic random
surfaces. The natural analogue regime would be to consider Weil-Petersson random surfaces
with n cusps and genus g, with g and n going to infinity and g/n going to a constant. As far as
we know, this regime has not been considered yet and seems difficult.

The proofs techniques behind Theorem 1 also show the following fact, which roughly says
that almost all pairs of points on the same random triangulation are almost at the same distance
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up to an additive constant. Again, a precise conjecture on the asymptotics of typical distances
can be found in Section 6.

Theorem 2 (Typical distances). Conditionally on T2n,gn , let (xn, yn, un, vn) be four vertices
picked uniformly at random inT2n,gn , independently of each other. Then the sequence of random
variables

d(xn, yn)− d(un, vn)

is tight, i.e. for all η > 0, there is a constant M = Mθ(η) such that for n large enough, we have

P (|d(xn, yn)− d(un, vn)| ≥M) ≤ η.

Isoperimetric inequalities. The proofs of the last two theorem rely on studying the growth
of balls, in volume and perimeter, around vertices of T2n,gn . In order to do that, our main
tool is an isoperimetric estimate saying that it is not possible to separate the surface into two
components of at least logarithmic size by cutting along a small number of edges. We refer to
Section 2 for a precise definition of a separating multicurve in a triangulation.

Theorem 3 (Isoperimetric inequality). There are constants Kθ, δθ > 0 depending only on θ

such that with high probability, for all Kθ log n ≤ k1 ≤ k2 and k1+k2 = 2n, the map T2n,gn does
not contain a multicurve of total length ` ≤ δθk1 separating it into two connected components
with respectively k1 and k2 triangles.

The idea behind the proof of Theorem 3 is very natural: we will establish a first moment
bound on the number of short separating multicurves in T2n,gn . For this, we will rely mostly on
the coarse enumerative estimates obtained by two of the authors in [9]. We note that an analogue
of Theorem 3 for the high genus Weil-Petersson measure has been proved by Mirzakhani [30,
Thm. 4.4], and that the global structure of our proof is quite similar to [30]. However, the
asymptotic estimates that we can rely on are not as precise as in [30], and the regime we work
with is more intricate as the two parameters n and g grow at the same time.

Our isoperimetric inequality controls the existence of bottlenecks in the graph T2n,gn above
the scale log n. We will also prove that this is in some sense "optimal": contrary to the hyperbolic
surfaces of [30], there exist logarithmic "tentacles" (i.e. subgraphs bounded by only two edges)
attached to the graph (see Section 5). Overall, this gives us a rough control on the Cheeger
constant of T2n,gn . We recall that the Cheeger constant of a graph G with vertex set V is defined
as

h(G) = min
V1⊂V

|V1|≤|V |/2

|∂VerV1|
|V1|

,

where |V1| denotes the cardinal of V1 and |∂VerV1| the number of edges with exactly one endpoint
inside V1.

Theorem 4 (Cheeger constant). There are constants c′θ > cθ > 0 depending only on θ such
that with high probability, the Cheeger constant h(T2n,gn) of T2n,gn satisfies

cθ
log n

≤ h(T2n,gn) ≤
c′θ

log n
. (1)

3



In particular, by the Cheeger inequalities (see e.g. [16, Chapter 2]), with high probability the
spectral gap of the Laplacian matrix of T2n,gn is O

(
1

logn

)
. We note that an analogous result for

the Weil-Petersson measure was obtained in [34], namely that the spectral gap goes to 0 if the
number n of cusps is o(g) but much larger than √g, where g is the genus. It is conjectured in [34]
that it is still the case if ng goes to a positive constant, which is also supported by Theorem 4.

Structure and main steps of the paper. In Section 2 we give precise definitions for trian-
gulations and separating multicurves, and we obtain enumerative estimates for ratios of numbers
of triangulations in the high genus regime. We also study the concavity of the limiting function
governing these estimates, which plays a crucial role in the proof. In Section 3 we use all these
tools to prove Theorem 3. In Section 4 we study carefully the perimeter and volume growth
of balls to deduce Theorems 1 and 2 from Theorem 3. In Section 5 we study the local "tenta-
cles" of T2n,gn and prove Theorem 4. Finally, in section 6 we state some precise conjectures in
the optimal constants describing typical distances and the diameter, and prove that those two
constants are not the same if they exist.

2 Preliminaries

2.1 Definitions

A map m is a finite graph (with loops and multiple edges allowed) embedded on a compact
connected oriented surface, considered up to homeomorphism. The connected components of
the complement of the graph on the surface are called the faces of m. One may equivalently
think of a map as a connected oriented surface made by the side-by-side identification of edges
in a finite family of polygons (each polygon becomes a face of the map). The genus of a map
is the genus of its underlying surface. The maps that we consider will always be rooted, i.e.
equipped with a distinguished oriented edge called the root edge. The face to the right of the
root edge is the root face, and the vertex at the start of the root edge is the root vertex.

The degree of a face in a map is the number of edge-sides incident to it. Note that the two
edge-sides of the same edge can be incident to the same face, in which case this edge contributes
twice to the degree. A triangulation is a rooted map where all the faces have degree 3. For
every n ≥ 1 and g ≥ 0, we will denote by T (2n, g) the set of triangulations of genus g with 2n

faces (the number of faces must be even so that the edges can be glued two by two). By the
Euler formula, a triangulation in T (2n, g) has 3n edges and n + 2 − 2g vertices. In particular,
the set T (2n, g) is nonempty if and only if n ≥ 2g − 1. We will also denote by T2n,g a uniform
random variable on T (2n, g) and, in accordance with the literature, we will denote by τ(n, g)

the cardinality of T (2n, g).
A simple cycle of length ` ≥ 1 in a triangulation t is a finite sequence of oriented edges

(~ei)0≤i≤` of t with ~e0 = ~e` such that the starting points of the edges ~ei are pairwise distinct, and
for all 1 ≤ i ≤ `, the starting point of ~ei is also the endpoint of ~ei−1.

A multicurve in a triangulation t is an ordered list of simple cycles (c1, . . . , cs) satisfying the
following properties:

• the cycles ci are edge-disjoint, i.e. no edge appears in two cycles, even with different
orientations;
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Figure 1: Left: relative position of two simple cycles sharing a vertex. The top case is allowed
in the definition of a multicurve, the bottom one is not. Right: Pictorial view of a (k1, k2)-
separating multicurve (c1, c2, c3) on a triangulation t. The two face-connected components of
t\(c1 ∪ c2 ∪ c3) have sizes k1 and k2. Note that on this example c1 and c2 share a vertex, which
becomes two different vertices in one of the components. The edges and vertices of t which do
not appear on the ci are not represented.

• no two cycles cross each other, i.e. for any vertex v and any four pairwise distinct edges
e1, e2, e3, e4 incident to v in this cyclic order, there are no two cycles ci, cj such that ci uses
e1, e3 and cj uses e2, e4. See Figure 1.

Furthermore, we say that the multicurve (c1, . . . , cs) is (k1, k2)-separating with k1 + k2 = 2n

if the complement t\ (c1 ∪ · · · ∪ cs) has exactly two face-connected components with respectively
k1 and k2 faces. Note that in our definitions we require each cycle to be simple, but we allow
different cycles in a multicurve to share a vertex. The reason for this is that multicurves of
interest to us will be boundaries of balls, in which case the cycles may not be vertex-disjoint,
see Figure 1. We will denote by ~̀= (`1, `2, . . . , `s) the list of lengths of the cycles composing a
separating multicurve, and write |~̀| = `1 + `2 + · · ·+ `s.

We finally define triangulations of multipolygons, which will roughly be the parts of a trian-
gulation separated by a multicurve. Let s ≥ 0 and let ~̀= (`1, `2, . . . , `s) be a length vector (i.e.
a finite sequence of positive integers). A triangulation of the ~̀-gon is a (non-rooted) map t with
s distinguished oriented edges ~e1, . . . , ~es such that:

• for all 1 ≤ i ≤ s, the face fi incident to ~ei on its left has degree `i;

• the faces fi are pairwise distinct and have simple, edge-disjoint boundaries (i.e. no vertex
appears twice on the boundary of the same face fi, and no edge is incident to two of the
faces fi);

• all the other faces of t have degree 3.

To prevent any confusion, we insist that in this paper a triangulation of the ~̀-gon is not nec-
essarily planar. For s = 0 and ~̀ = ∅, a triangulation of the ~̀-gon is just a triangulation. The
faces fi are called the external faces of t, whereas the others are called internal faces of t. In
particular, the union of the boundaries of the external faces form a multicurve. Note that the
most usual definition in the literature requires the stronger condition that the boundaries of the
fi are vertex-disjoint. Again, the reason why we relax this condition is that we want to consider
a metric ball as a triangulation of a multi-polygon, and the cycles on its boundary may not be
vertex-disjoint.

5



v

:

Figure 2: The ball of radius r = 2 around a vertex v in a triangulation (in gray). Vertices at
distance at most one from v are in white. Note that the boundary of the ball is not connected.
We have |Br(v)| = 20 and |∂Br(v)| = 9 + 3 = 12.

We denote by T~̀(k, g) the set of triangulations of the ~̀-gon of genus g with k internal triangles.
If t ∈ T~̀(k, g), we denote by ∂t the multicurve bounding its external faces, and we write |t| := k

and |∂t| := |~̀|.
We also recall the definition of the graph distance in a triangulation t. For a pair (v, v′)

of vertices of t, the distance dt(v, v′) is the length of the shortest path of edges of t from v to
v′. For r ≥ 1, the ball Br(v) of radius r and center v is the triangulation of a multipolygon
whose internal faces are exactly the faces of t which are incident to at least one vertex v′ such
that dt(v, v′) ≤ r − 1. We will also denote by |Br(v)| the number of internal faces of the ball
Br(v) and by |∂Br(v)| the sum of the boundary lengths of its external faces. See Figure 2. We
conclude with an easy deterministic lemma which will allow us to turn isoperimetric inequalities
into distance estimates.

Lemma 1. Let t be a finite triangulation, let v be a vertex of t and let r ≥ 1 be such that
Br(v) 6= t. Then we have

|Br+1(v)| ≥ |Br(v)|+ 1

3
|∂Br(v)|. (2)

Proof. For each edge e on the boundary of Br(v), the face fr(e) of t which is incident to e but
is not an internal face of Br(v) belongs to Br+1(v)\Br(v). Moreover, each triangular face has 3

sides, so e→ fr(e) is at most 3-to-1 and (2) follows.

2.2 Asymptotic enumeration of high genus triangulations

Our proofs require good estimates on the numbers of triangulations counted by size and genus.
Although an explicit recurrence formula due to Goulden and Jackson [21] entirely determines
these numbers, it does not provide a direct insight into their asymptotic behaviour in the high
genus regime. The only asymptotic estimates come from [9], but they are not written precisely
enough for our purposes here. In this section, we recall these estimates and refine them.

We first recall these estimates from [9]. Let λc = 1
12
√
3
. For any λ ∈ (0, λc], let h ∈

(
0, 14
]
be

such that λ = h
(1+8h)3/2

, and let

d(λ) =
h log 1+

√
1−4h

1−
√
1−4h

(1 + 8h)
√

1− 4h
. (3)
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It was checked in [9] that the function d(λ) is increasing with limλ→0 d(λ) = 0 and d(λc) = 1
6 .

For any θ ∈
[
0, 12
)
, we denote by λ(θ) the unique solution of the equation

d(λ) =
1− 2θ

6
. (4)

In particular, the function λ(θ) is analytic on
(
0, 12
)
, positive and decreasing on

[
0, 12
)
. The

next two results were obtained in [9] as a consequence of local convergence results for T2n,gn ,
we restate them here as lemmas.

Lemma 2 ([9, Lemma 26]). Let (gn)n≥1 be a sequence such that 0 ≤ gn ≤ n+1
2 for all n and

such that gn
n → θ for some θ ∈

[
0, 12
)
. Then

τ(n− 1, gn)

τ(n, gn)
−−−−−→
n→+∞

λ(θ).

Note that this lemma implies that one can write τ(n−1,g)
τ(n,g) = λ(g/n)+o(1) as n→ +∞, where

the o(1) is uniform on g/n ∈
[
0,
(
1
2 − ε

)]
, and we will use it under this form1.

Lemma 3 ([9, Thm. 3]). Let (gn) be a sequence such that 0 ≤ gn ≤ n+1
2 for all n and

gn
n → θ ∈

[
0, 12
]
. Then we have

τ(n, gn) = n2gn exp (f(θ)n+ o(n))

as n→ +∞, where f is a continuous function given by f(0) = log 12
√

3, by f(1/2) = log 6
e and

by

f(θ) = 2θ log
12θ

e
+ θ

∫ 1/θ

2
log

1

λ(1/t)
dt (5)

for 0 < θ < 1
2 .

We highlight that the estimate holds on the whole range
[
0, 12
]
of θ. For the same reason as

Lemma 2, this result can also be read as τ(n, g) = n2g exp
(
f
( g
n

)
n+ o(n)

)
, where the o(n) is

uniform in 0 ≤ g ≤ n+1
2 .

In [9], Lemma 3 was deduced from Lemma 2. In particular, when we want to estimate a ratio
of the form τ(n′,g′)

τ(n,g) , it provides an estimate up to a factor eo(n). The next result, whose proof
also relies on Lemma 2, roughly means that the factor eo(n) can be replaced by eO(g−g′)+o(n−n′),
which will be much better in the case where (n′, g′) is close to (n, g).

Proposition 4. For all θ ∈
(
0, 12
)
, there is a constant aθ ∈ (0, 1) such that the following holds.

Let (gn) be a sequence such that 0 ≤ gn ≤ n+1
2 for every n and gn

n → θ. For all integers m and
h satisfying 0 ≤ m ≤ n

2 and 0 ≤ h ≤ min
(gn

2 ,
m+1
2

)
, we have

τ(n, gn)

τ(n−m, gn − h)
≥ ahθ

n2gn

(n−m)2(gn−h)
exp

(
f
(gn
n

)
n− f

(
gn − h
n−m

)
(n−m) + o(m)

)
,

where the o(m) is uniform in (m,h) as n→ +∞ (that is, it is bounded by mε(n) with ε(n)→ 0

as n→ +∞).
1Indeed, if it was not the case, there would be sequences (nk, gk) along which the ratio estimate fails, and we

could extract a subsequence along which gk/nk converges to θ ∈
[
0, 1

2
− ε

]
, contradicting Lemma 2.
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Proof. The Goulden–Jackson formula [21] reads

(n+ 1)τ(n, g) = 4n(3n− 2)(3n− 4)τ(n− 2, g − 1) + 4(3n− 1)τ(n− 1, g)

+ 4
∑

i+j=n−2
i,j≥0

∑
g1+g2=g
g1,g2≥0

(3i+ 2)(3j + 2)τ(i, g1)τ(j, g2) + 21n=g=1.

Hence, very crudely
τ(n, g) ≥ n2τ(n− 2, g − 1)

for all n, g with n ≥ 2. Hence, by Lemma 2 and using the monotonicity of λ, for 0 ≤ i ≤ h− 1,
we have

τ(n, gn − i) ≥ (1 + o(1))n2λ
(gn
n

)2
τ(n, gn − i− 1),

where the o(1) is uniform in i. Therefore, using gn
n → θ < 1

2 , we get

τ(n, gn)

τ(n, gn − h)
≥
(
nλ
(gn
n

))2h
eo(h) ≥

(
nλ

(
θ

2
+

1

4

))2h

eo(h), (6)

where o(h) is uniform in h as n→ +∞.
On the other hand, by Lemma 2, we have

τ(n, gn − h)

τ(n−m, gn − h)
=

eo(m)∏m−1
i=0 λ

(
gn−h
n−i

)
= exp

[
(gn − h)

∫ n/(gn−h)

(n−m)/(gn−h)
log

1

λ(1/t)
dt+ o(m)

]
,

with o(m) uniform in (m,h). But by the definition (5) of the function f , we also have

nf

(
gn − h
n

)
− (n−m)f

(
gn − h
n−m

)
= (gn − h)

[
2 log

(
n−m
n

)
+

∫ n
gn−h

n−m
gn−h

log
1

λ(1/t)
dt

]
,

so we can write

τ(n, gn − h)

τ(n−m, gn − h)
=

(
n

n−m

)2(gn−h)
exp

(
nf

(
gn − h
n

)
− (n−m)f

(
gn − h
n−m

)
+ o(m)

)
. (7)

Finally, since h ≤ gn
2 , for n large enough we have

[
gn−h
n , gnn

]
⊂
[
θ
4 ,

θ
2 + 1

4

]
so, since f ∈

C1
([
θ
4 ,

θ
2 + 1

4

])
, we can write∣∣∣∣nf (gn − hn

)
− nf

(gn
n

)∣∣∣∣ ≤ h× max
[ θ4 ,

θ
2
+ 1

4 ]
|f ′|. (8)

The lemma follows by writing

τ(n, gn)

τ(n−m, gn − h)
=

τ(n, gn)

τ(n, gn − h)

τ(n, gn − h)

τ(n−m, gn − h)

and by combining equations (6), (7) and (8). In particular, we can take

aθ = λ

(
θ

2
+

1

4

)2

× exp

(
− max

[ θ4 ,
θ
2
+ 1

4 ]
|f ′|

)
∈ (0, 1).
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Finally, we recall [9, Lemma 1], which will allow us to transfer the above estimates to
triangulations of multipolygons. The proof just consists of triangulating external faces.

Lemma 5. Let k ≥ 1 and g ≥ 0. For any length vector ~̀= (`1, . . . , `s), we have

|T~̀(k, g)| ≤ (3k + 3|~̀|)s−1τ

(
k + |~̀|

2
, g

)
.

2.3 Concavity of the function f

The following result will play a key role in this work. We thank Andrew Elvey-Price for the
proof.

Lemma 6. The function f of Lemma 3 is bounded, concave, and is C1 on
(
0, 12
)
.

Proof. Boundedness follows from continuity on
[
0, 12
]
. Moreover, since λ is analytic and positive

on
(
0, 12
)
, the function f is C2 on

(
0, 12
)
. From (5), we get

f ′′(θ) =
2

θ
+
λ′(θ)

θλ(θ)
.

Writing

f ′′(θ) =
1

θ

(
2 +

(
∂θ

∂h

)−1 ∂ log(λ)

∂h

)
,

and then using (4) and (5), we get

f ′′(θ) = − 2(1 + 6h+ 128h3)
√

1− 4h

3h
(
−(1 + 8h)

√
1− 4h+ (1− 2h+ 16h2) log

(
1+
√
1−4h

1−
√
1−4h

))
for θ ∈ (0, 1/2), that is h ∈ (0, 1/4). It suffices to prove that this is negative. The numerator is
clearly positive, so it remains to show

−(1 + 8h)
√

1− 4h+ (1− 2h+ 16h2) log

(
1 +
√

1− 4h

1−
√

1− 4h

)
> 0.

We first note that for h ∈
(
0, 14
)

log

(
1 +
√

1− 4h

1−
√

1− 4h

)
=
∞∑
j=0

2

2j + 1
(1− 4h)j+

1
2 > 2(1− 4h)

1
2 +

2

3
(1− 4h)

3
2 .

Substituting this inequality above yields

−(1 + 8h)
√

1− 4h+ (1− 2h+ 16h2) log

(
1 +
√

1− 4h

1−
√

1− 4h

)
>

1

3
(1− 4h)2(5− 8h)

√
1− 4h > 0,

as required.

We will need to use the concavity of f under the following form, which will be useful to
estimate the remainder terms in exponentials resulting from applications of Proposition 4.
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Corollary 7. Let (gn) be such that gn
n → θ with 0 < θ < 1

2 . There exists a constant bθ
depending only on θ such that for n large enough, for all 1 ≤ s ≤ ` ≤ θn/2 and for all
n1, n2, h1, h2 satisfying n1 + n2 = n+ ` and h1 + h2 = gn − s+ 1, we have

n1f
(
h1
n1

)
+ n2f

(
h2
n2

)
− nf

(gn
n

)
≤ bθ`.

Proof. By concavity of f , we have

n1f
(
h1
n1

)
+ n2f

(
h2
n2

)
≤ (n+ `)f

(
gn − s+ 1

n+ `

)
.

On the other hand, for n large enough, the assumptions imply
[
gn−s+1
n+` , gnn

]
⊂
[
θ
4 ,

θ
2 + 1

4

]
where

θ
2 + 1

4 <
1
2 , so

n1f
(
h1
n1

)
+ n2f

(
h2
n2

)
≤ (n+ `)f

(gn
n

)
+ (n+ `)

(
gn
n
− gn − s+ 1

n+ `

)
max

[ θ4 ,
θ
2
+ 1

4 ]
|f ′|

≤ (n+ `)f
(gn
n

)
+ 2` max

[ θ4 ,
θ
2
+ 1

4 ]
|f ′|.

This proves our claim with bθ = max[0,1/2] f + 2 max[ θ4 ,
θ
2
+ 1

4 ] |f
′|.

3 Isoperimetric inequalities

The goal of this section is to prove Theorem 3. For this, let us fix θ ∈
(
0, 12
)
and a sequence

(gn) such that 0 ≤ gn ≤ n+1
2 for all n and gn

n → θ. For any k1, k2 with k1 + k2 = 2n and for any
length vector ~̀, we will denote by C

(n)
~̀ (k1, k2) the number of (k1, k2)-separating multicurves of

lengths ~̀ in T2n,gn . We will estimate the expectation of this quantity.

Lemma 8. Let b′θ = bθ + 2 log(6), where bθ is defined in Corollary 7, and take δθ = θ
4(b′θ+log(2))

.

Let also Kθ = 20
θ . For n large enough, for any k1, k2 with k1 + k2 = 2n and Kθ log n ≤ k1 ≤ k2

and for any length vector ` with |~̀| ≤ δθk1, we have

E
[
C

(n)
~̀ (k1, k2)

]
≤ 1

2|~̀|n3
.

Proof. If there is a (k1, k2)-separating multicurve η on a triangulation T2n,gn with lengths ~̀ =

(`1, . . . `s), then the two connected components of its complement are two triangulations of the
~̀-gon2. Moreover, the connected components of T2n,gn\η have respectively k1 and k2 internal
faces with k1 + k2 = 2n, and respective genera h1 and h2 with h1 + h2 = gn − s+ 1.

Therefore, the number of triangulations of genus gn with 2n triangles with a marked (k1, k2)-
separating multicurve of lengths ~̀= (`1, `2, . . . , `s) is bounded by

6n
∑

h1+h2=gn−s+1

∣∣T~̀(k1, h1)∣∣ ∣∣T~̀(k2, h2)∣∣ .
2The starting edge ~e0 of each cycle of η induces two edges of T2n,gn\η which serve as the distinguished edges

of the corresponding polygons – to match previous conventions, one of these two edges needs to be reoriented
with the polygon to its left.
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Note that this is not an equality3. By Lemma 5, this is bounded by

6n
∑

h1+h2=gn−s+1

(6n1)
s−1τ(n1, h1)(6n2)

s−1τ(n2, h2)

with ni = ki+|~̀|
2 . Therefore, we can write

E
[
C

(n)
~̀ (k1, k2)

]
≤ 6n

∑
h1+h2=gn−s+1

(6n1)
s−1τ(n1, h1)(6n2)

s−1τ(n2, h2)

τ(n, gn)

≤ 62|
~̀|n

∑
h1+h2=gn−s+1

ns−11 τ(n1, h1)n
s−1
2 τ(n2, h2)

τ(n, gn)

We recall that we have assumed n1 ≤ n2. The idea will now be to estimate the numerator
using Lemma 3 if both pieces are macroscopic, and the more precise Proposition 4 if n1 is
much smaller than n2. We recall from Proposition 4 the definition of the constant aθ < 1 and
distinguish two cases:

1. If n1 ≥ min
(
aθn2,

gn
6

)
, then both n1 and n2 are of order n. Hence, using Lemma 3 and

n = eo(n), we have

E
[
C

(n)
~̀ (k1, k2)

]
≤

62|
~̀|

∑
h1+h2=gn−s+1

n2h1+s−11 n2h2+s−12

n2gn
exp

(
n1f

(
h1
n1

)
+ n2f

(
h2
n2

)
− nf

(gn
n

)
+ o(n)

)
,

where the o(n) is uniform in (n1, n2, ~̀, h1, h2) (see the remark just after Lemma 3). In the
denominator, we can write 2gn = 2h1 + 2h2 + 2s− 2. Using Corollary 7 and the inequality
n1 ≤ n2 ≤ n− (1− δθ)n1, we have

E
[
C

(n)
~̀ (k1, k2)

]
≤
(

1− (1− δθ)n1
n

)2gn

exp(b′θ|~̀|+ o(n))

≤ exp(−2n1(1− δθ)θ + b′θ|~̀|+ o(n1)).

2. If n1 ≤ min
(
aθn2,

gn
6

)
, then we have

gn − h2 = h1 + s− 1 ≤ n1 + |~̀| ≤ gn
6

+ δθn ≤
gn
2

for n large enough, so Proposition 4 applies to the ratio τ(n,gn)
τ(n2,h2)

. Combining this with

Lemma 3 on (n1, h1), we can bound E
[
C

(n)
~̀ (k1, k2)

]
by

62|
~̀|n

∑
h1+h2=gn−s+1

h1≤k1

a
−(h1+s−1)
θ

n2h1+s−11 n2h2+s−12

n2gn
e
n1f

(
h1
n1

)
+n2f

(
h2
n2

)
−nf( gnn )+o(n1),

3If for example a vertex v1 appears on two boundary cycles of t1 and a vertex v2 appears on two boundary
cycles of t2, then gluing t1 and t2 with v1 glued to v2 does not yield a triangulation (the neighbourhood of v1 ∼ v2
could look like two disjoint disks with identified centers).
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where the o(n1) is uniform in (~̀, h1, h2) as n, n1 → +∞ (we need n1 → +∞ because of
Lemma 3). Moreover, we have

a−h1+s−1θ n2h1+s−11 ≤
(
n1
aθ

)2h1+s−1
≤ n2h1+s−12 ,

so, using also Corollary 7, we can write

E
[
C

(n)
~̀ (k1, k2)

]
≤ n

∑
h1+h2=gn−s+1

h1≤k1

(n2
n

)2gn
exp

(
b′θ|~̀|+ o(n1)

)
.

Finally, just like in the first item, we have n2 ≤ n−(1−δθ)n1, so summing over 0 ≤ h1 ≤ k1
we have

E
[
C

(n)
~̀ (k1, k2)

]
≤ nk1 exp

(
−2n1(1− δθ)θ + b′θ|~̀|+ o(n1)

)
,

where the o(n1) is uniform in (~̀, h1, h2) as n, n1 → +∞.

Hence in both cases, using δθ < 1/2, for n1 large enough (and therefore for n large enough),
we have

E
[
C

(n)
~̀ (k1, k2)

]
≤ nk1

2|~̀|
exp

(
−n1θ + (b′θ + log(2))|~̀|

)
(9)

≤ n2

2|~̀|
exp(−n1θ/2)

≤ 1

2|~̀|n3
,

where the second inequality comes from |~̀| ≤ 2δθn1 and the choice of δθ, and the third from
n1 ≥ Kθ

2 log n and the choice of Kθ.

Proof of Theorem 3. Let Cn be the event that there exists a (k1, k2)-separating multicurve of
total length ` in T2n,gn for some Kθ log n ≤ k1 ≤ k2 satisfying k1 + k2 = 2n and ` ≤ δθk1. We
have

P (Cn) = P

 ⋃
k1+k2=2n

Kθ logn≤k1≤k2

⋃
|~̀|≤δθk1

{
C

(n)
~̀ (k1, k2) ≥ 1

} (10)

≤
∑

k1+k2=2n
Kθ logn≤k1≤k2

∑
|~̀|≤δθk1

1

2|~̀|n3

for n large enough by Lemma 8. For any `, the number of length vectors ~̀ with |~̀| = ` is 2`−1,
so P (Cn) ≤

∑
k1+k2=2n

∑n
`=1

1
2n3 ≤ 1

n , which concludes the proof.

4 Distances

4.1 Lower bounds

Our goal is now to prove Theorem 1 on the diameter of high genus triangulations. We start
with the lower bound.

12



Proposition 9. For any θ ∈
[
0, 12
)
, there is a constant cθ > 0 such that the following holds.

Let (gn) be a sequence such that 0 ≤ gn ≤ n+1
2 for all n and gn

n → θ. Conditionally on T2n,gn ,
let xn, yn be two uniform independent vertices of T2n,gn . Then we have

P
(
dT2n,gn

(xn, yn) ≥ cθ log n
)
−−−−−→
n→+∞

1.

Proof. The proof consists of a first moment computation on short paths in T2n,gn . More pre-
cisely, we denote by P

(n)
` the number of simple (i.e. vertex-injective) paths of length ` in T2n,gn

between xn and yn.
Let (t, ~e0, x, y, γ) be a triangulation with 2n faces and genus g, rooted at ~e0, equipped with

two marked vertices x, y and a simple path γ from x to y. When we slit γ open into a boundary
of length 2`, we obtain a triangulation of the 2`-gon that we root at the boundary edge started
from x which has the 2`-gon on its left. Considering the original root ~e0 as an additional marked
oriented edge, we obtain a map in T(2`)(2n, g) with a marked oriented edge. This operation is
injective. Therefore, we have

E
[
P

(n)
`

]
≤

6n|T(2`)(2n, gn)|
(n+ 2− 2g)2τ(n, gn)

≤ 6 + o(1)

(1− 2θ)2
|T(2`)(2n, gn)|
nτ(n, gn)

≤ 6 + o(1)

(1− 2θ)2
τ(n+ `, gn)

nτ(n, gn)
,

where the o(1) is uniform in `, and the last inequality comes from Lemma 5. Using Lemma 2
and assuming ` = O (log n), we get

E
[
P

(n)
`

]
≤ 6 + o(1)

(1− 2θ)2
1

nλ(θ)`+o(`)
.

Finally, if ` ≤ logn
2 log(1/λ(θ)) , this becomes

E
[
P

(n)
`

]
≤ 1

n1/2+o(1)
,

where the o(1) is uniform in `. This concludes the proof by a union bound over ` ≤ logn
2 log(1/λ(θ)) .

4.2 Diameter

We now move on to the upper bound on the diameter. For this, we will rely mostly on the
isoperimetric inequality obtained in Theorem 3. More precisely, applying it to balls in T2n,gn , we
will obtain the following intermediate result. We recall that δθ,Kθ > 0 are given by Theorem 3.

Lemma 10. Let θ ∈
(
0, 12
)
and let (gn) be a sequence such that 0 ≤ gn ≤ n+1

2 for all n
and gn

n → θ. With probability 1 − o(1) as n → +∞, for every vertex x of T2n,gn and every
r ≥ Kθ log n, we have

1. either |∂Br(x)| ≥ δθ
2 |Br(x)|,

2. or |Br+Kθ logn(x)| ≥ 4n
3 .

13



Proof. We may assume that the conclusion of Theorem 3 holds, i.e. the event Cn of (10) does
not occur.

If this is the case, let r ≥ Kθ log n and let x be a vertex of T2n,gn such that |Br(x)| < 4n
3

(if not, the second item holds). The ball Br(x) splits its complement in T2n,gn into several
face-connected components. Let A (resp. B) be the set of those components which have at least
(resp. less than) Kθ log n triangles. Let also |A| (resp. |B|) be the total number of internal faces
of the components of A (resp. B).

1. If |A| ≥ 1
2 |Br(x)|, since |Br(x)| ≥ r ≥ Kθ log n, we can apply condition Cn to each

component c of A:
|∂Br(x)| ≥ |∂A| ≥ δθ

∑
c∈A

min (|Br(x)|, |c|) .

If one of the terms in the sum is equal to |Br(x)|, the conclusion is immediate. If not, we
get

|∂Br(x)| ≥ δθ|A| ≥
δθ
2
|Br(x)|.

2. If |A| < 1
2 |Br(x)| we note that B ⊂ Br+Kθ logn(x), so

|Br+Kθ logn(x)| ≥ |Br(x)|+ |B| = 2n− |A| ≥ 2n− 1

2
|Br(x)| ≥ 4n

3
.

To finish the proof of Theorem 1, we just need to apply the last lemma to the growth of two
balls around two vertices x and y, until both of their volumes exceed 4n

3 , so that the two balls
must intersect.

Proof of Theorem 1. The lower bound is given by Proposition 9. For the upper bound, we write
C ′θ = 2Kθ + 1

log(1+δθ/6)
, and d =

⌈
log(4n/3)

log(1+δθ/6)

⌉
. With probability 1 − o(1) as n → +∞, the

conclusion of Lemma 10 holds, so for every vertex x of T2n,gn :

• either for all r ∈ [Kθ log n,Kθ log n + d] we have |∂Br(x)| ≥ δθ
2 |Br(x)| which, combined

with Lemma 1, implies

|BC′θ logn(x)| ≥ |BKθ logn+d(x)| ≥
(

1 +
δθ
6

)d
|BKθ logn(x)| ≥

(
1 +

δθ
6

)d
≥ 4n/3;

• or there exists r1 ∈ [Kθ log n,Kθ log n+ d] such that |Br1(x)| ≥ 4n/3, which implies

|BC′θ logn(x)| ≥ |Br1(x)| ≥ 4n/3.

Therefore, for any pair (x, y) of vertices of T2n,gn , the balls BC′θ logn(x) and BC′θ logn(y) contain
at least 4n

3 triangles each, so they intersect, so

dT2n,gn
(x, y) ≤ 2C ′θ log n,

which concludes the proof.
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4.3 Typical distances

Definition 11. Let ε > 0. Let t be a finite triangulation of size n and let f be a face of t. We
say that f is ε-isolated if there is a (k1, k2)-separating multicurve γ on t such that:

• the face f belongs to the connected component of t\γ which has size k1,

• we have k2 ≥
√
n,

• the total length ` of γ satisfies ` ≤ εmin(k1, k2).

We also denote by Isoε(t) the number of ε-isolated faces of t.

Proposition 12. For any θ ∈
(
0, 12
)
and η > 0, there is a constant ε > 0 such that the following

holds. Let gn be a sequence such that 0 ≤ gn ≤ n+1
2 and gn

n → θ. Then for n large enough, we
have

P (Isoε (T2n,gn) ≥ ηn) ≤ η.

Proof. First, by Theorem 3, it is sufficient to treat the case where k1 ≤ Kθ log n, and in particular
k1 < k2. Moreover, if k1 ≤ ε−1, then the length of the multicurve satisfies ` ≥ 1 ≥ εk1.
Therefore, we denote by Iso∗ε(t) the number of ε-isolated faces of a triangulation t with the
additional condition that ε−1 ≤ k1 ≤ Kθ log n. Like for Theorem 3, the proof consists mostly of
a first moment computation. More precisely, we have

E [Iso∗ε (T2n,gn)] ≤
Kθ logn∑
k1=ε−1

∑
|~̀|≤εk1

k1E
[
C

(n)
~̀ (k1, k2)

]

≤
K logn∑
k1=ε−1

∑
|~̀|≤εk1

k21n exp
(
−θk1 + b′θ|~̀|

)
for n large enough by (9). The end of the proof is similar to that of Theorem 3: the number of
~̀ with |~̀| = ` is 2`−1, so

E [Iso∗ε (T2n,gn)] ≤
K logn∑
k1=ε−1

εk1∑
`=1

k21n exp
(
−θk1 +

(
b′θ + log 2

)
|~̀|
)

≤ n
+∞∑

k1=ε−1

k31 exp

(
−θk1

2

)

if ε is chosen small enough to have (b′θ + log 2)ε < θ/2. Finally, the sum
∑+∞

k1=ε−1 k31 exp
(
− θk1

2

)
goes to 0 as ε→ 0, so we can choose ε such that it is smaller than η2, which concludes the proof
by the Markov inequality.

Proof of Theorem 2. We first notice that we only need to prove the tightness of

d(xn, yn)− d(xn, un) (11)

and then apply it to the triples (xn, yn, un) and (un, xn, vn) (up to replacing the constant M(η)

by 2M(η/2)). For this, the argument will be pretty similar to the proof of Lemma 10 and
Theorem 1: we will find M such that if |Br(xn)| ≥ 2ηn, then |Br+M (xn)| ≥ (1− η)2n.
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For this, let η > 0. By Proposition 12, let ε > 0 be such that with probability at least 1− η,
the triangulation T2n,gn contains at most ηn isolated faces. If this event occurs, let r be such
that 2ηn ≤ |Br(xn)| ≤ (1 − η)2n. Let A (resp. B) be the set of connected components c of
T2n,gn\Br(xn) such that |∂c| ≥ ε|c| (resp. |∂c| < ε|c|). Let also |A| (resp. |B|) be the total
number of internal faces of components of A (resp. B). Then we have

|∂Br(xn)| ≥ ε |A| = ε (2n− |Br(xn)| − |B|) ≥ ε (2ηn− ηn) ,

because all the internal faces of B are ε-isolated. By Lemma 1, it follows that

|Br+1(xn)| ≥ |Br(xn)|+ εη

3
n.

In particular, if the random variable Rn denotes the smallest radius r such that |Br(xn)| ≥ 2ηn,
this implies |BRn+M (xn)| ≥ (1−η)2n forM = 6

εη . In this case, we know that BRn−1(xn) contains
at most 2ηn internal faces, hence at most 6ηn vertices. The same is true for T2n,gn\BRn+M (xn).
Therefore, for n large enough, using that yn and un are uniform, we have

P (d(xn, yn)− d(xn, un) > M) ≤ P (Isoε (T2n,gn) ≥ ηn)

+ P (Isoε (T2n,gn) ≤ ηn and yn /∈ BRn+M (xn))

+ P (un ∈ BRn−1(xn))

≤ η +
6ηn

n+ 2− 2gn
+

6ηn

n+ 2− 2gn

≤ 14η

1− 2θ
,

where M depends only on η and θ. This proves the tightness of (11), and the Theorem.

5 Existence of local tentacles and Cheeger constant

In this section, we will prove the existence of long (i.e. of logarithmic size) path-like objects that
we call tentacles. This will entail that the Cheeger constant is O

(
1

logn

)
and that the diameter

differs from the typical distances.
Let us start with a precise definition of the tentacles we will be interested in. Given an edge

in a triangulation, a k-insertion consists in opening this edge into a 2-gon, and triangulating
this 2-gon by a sequence of k − 1 edges and k paths of length 2 as in Figure 3, for some k ≥ 1.
We authorize this insertion even if the edge is a loop. We will call tentacle a triangulation that
can be obtained recursively by repeated such insertions, starting from a given edge. Note that a
k-insertion creates 2k new inner edges in which an insertion can be performed. Therefore, it is
clear inductively that tentacles with 2n faces are in bijection with even rooted plane trees with
2n edges, where an even rooted plane tree is a rooted plane tree in which each vertex has an
even number of children.

A maximal tentacle in T2n,gn is a tentacle that is maximal for inclusion. The boundary of
this tentacle is a two-gon, which is possibly degenerated (i.e. the two vertices of the two-gon
may be the same). We let Tn be the number of maximal tentacles of T2n,gn and Mn be their
total number of internal faces (in particular Mn is even). We also let C2n,gn be the core of
T2n,gn , obtained from T2n,gn by removing all maximal tentacles of T2n,gn and closing each of
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B1 = Bn+1 =

Bn

Bn

n even n odd

A =
B4

Figure 3: Left: a k-insertion, with here k = 3. The 2k fat edges are the ones on which a
new insertion can be performed recursively in the creation of tentacles. Center: The "ladder"
tentacle Bn. Right: The map A used in the proof of Lemma 13. The copy of B4 inside it is a
maximal tentacle.

the remaining 2-gons into an edge. Note that each maximal tentacle corresponds to one edge of
the core. In particular, a maximal tentacle can consists of a single edge of T2n,gn if that edge is
not included in a larger tentacle.

Lemma 13. There are constants tθ,mθ > 0 such that with high probability

Tn > tθn and Mn > mθn.

Proof. This will follow from a second moment method on a specific kind of tentacle. More
precisely, let A be the triangulation of the 2-gon with 10 faces shown in Figure 3, and let NA

be the number of copies of A in T2n,gn . We highlight that in NA, we also count the occurrences
of A where its two boundary vertices are the same. We now assume n > 20, and note that a
triangulation with 2n faces with a marked copy of A which does not contain the root edge can
be transformed into a triangulation with 2n− 10 faces and a marked edge which is not the root.
This transformation is bijective (the inverse operation consists in splitting the marked edge open
and inserting A, which works even if the marked edge is a loop). Therefore, it follows directly

from Lemma 2 that E[NA/n] =
3τ(n−5,g)(1+O( 1

n
))

τ(n,g) → 3λ(θ)5, where the error term O( 1
n) accounts

for the case where the root edge is in a copy of A. Using the same argument with two marked
copies of A, we have similarly, E[(NA/n)2] → 9τ(n−10,g)(1+O( 1

n
))

τ(n,g) → 9λ(θ)10. It follows directly
by the Chebyshev inequality that NA > 3

2λ(θ)5n w.h.p.. Finally, we note that the copy of B4

(see Figure 3) lying inside each copy of A is necessarily a maximal tentacle4 and that those
tentacles are disjoint. It follows that Tn ≥ NA and that Mn ≥ 6NA, and the lemma follows.

We will now prove that some of the tentacles of T2n,gn are exceptionally long. For each i ≥ 1

we define Bi as the "ladder" tentacle shown on Figure 3.

Lemma 14. There is sθ > 0 such that, w.h.p., one of the maximal tentacles of T2n,gn contains
B` for ` = bsθ log(n)c.

Proof. In all this proof, we will reason conditionally on (Tn,Mn,C2n,gn). We denote by (e1, . . . , eTn)

the non-root edges of C2n,gn and by ti the tentacle that fills ei in T2n,gn . Then the family (ti)

is uniform among all families of Tn tentacles with Mn internal faces in total.
4for example because in a tentacle all internal vertices have even degree, whereas the two outer vertices of the

B4 inside A have degrees 5 and 7
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We write Tn = an, Mn = 2bn. By Lemma 13 we can assume that a and b are bounded away
from zero. Families of an tentacles with a total of 2bn faces are in bijection with forests of an
even rooted plane trees with a total of 2bn edges. By the Lukasiewicz encoding (see e.g. [35,
L. 5.3.9]), these objects are in bijection with walks with steps +2 and −1 of total length (a+3b)n

ending at position −an, and staying above −an before their last point. Note that such walks
have bn steps +2 and (a+ 2b)n steps −1. We denote by (Vi)1≤i≤(a+3b)n a random walk picked
uniformly among such walks.

Now let also (Wi)1≤i≤(a+3b)n be a random walk of length (a + 3b)n where each step has
increment +2 with probability b

a+3b and −1 with probability a+2b
a+3b , independently. By standard

binomial estimates such a walk ends at −an with probability Ω(n−1/2), and by the cycle lemma,
conditionnally on this, the probability that it reaches −an for the first time at time exactly
(a+ 3b)n is exactly a

a+3b > 0 (this is the Kemperman formula). It follows that V has the law of
W conditioned on an event of probability Ω(n−1/2).

For ` ≥ 1, we now denote by w` the Lukasiewicz encoding of the pattern B`. For ` odd, this
word consists of `−1

2 times the steps "+2,+2,−1" followed by 3`−1
2 steps of −1. In particular,

it has length 3`− 2 with `− 1 steps of +2 and 2`− 1 steps of −1. Splitting the (a+ 3b)n steps
of W into intervals of length 3`− 2, we get that the probability that W does not contain w` is
at most (

1−
(

b

a+ 3b

)`−1(a+ 2b

a+ 3b

)2`−1
)b (a+3b)n

3`−2
c

≤ exp

(
−c
′n

`
c3`
)

(12)

with c = a+2b
a+3b < 1 and c′ > 0. Taking ` odd such that |`− sθ log(n)| ≤ 1 with sθ < 1

3 log(1/c) , the
quantity in the exponential diverges polynomially in n, so (12) goes to zero much faster than
Ω(n−1/2). Therefore, with high probability the walk V contains the pattern w`. Moreover, the
form of the word w` implies that its occurrence in V is contained in one excursion of V above
its running minimum, so it must correspond to a part of one of the tentacles ti. In particular,
one of those tentacles contains B`.

Remark 15. It may seem at first sight that our notion of tentacle is unnecessarily complicated,
and that we could have just defined a tentacle as a copy of B` for some `. The reason why we
could not do so is that this does not allow a proper "core and tentacles" decomposition: the
triangulation obtained after removing all the copies of B` for all ` may still contain copies of B`,
but then if we condition on the core, we know that nontrivial tentacles must be glued on them.
The class of tentacles that we consider is the smallest class which avoids this problem. On the
other hand, defining a tentacle as a planar triangulation delimited by a digon would have been
natural, but the proof of Lemma 14 would then require nontrivial enumerative estimates.

We are now able to estimate the Cheeger constant.

Proof of Theorem 4. The upper bound follows immediately from Lemma 14, as the copy of B`−2
inside of B` has `− 1 vertices but only 3 boundary edges.

On the other hand, the lower bound will be a straight consequence of Theorem 3. Let
V = V1 ∪ V2 be a partition of the vertices of T2n,gn . We want to prove

|∂VerV1| ≥
cθ

log n
min (|V1|, |V2|) (13)
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for some cθ > 0 which depends only on θ. We denote by V i
1 the vertex-connected components

of V1. Moreover, for all i, we denote by F i1 the set of those faces of T2n,gn which have 2 or 3 of
their vertices in V i

1 . Up to exchanging the roles of V1 and V2, we may assume |F i1| ≤ n for all i.
Now for any edge e such that exactly one side of e is in F i1, at least one endpoint of e belongs

to V i
1 and at least one does not, which means that |∂VerV i

1 | ≥ |∂F i1|. Moreover, by Theorem 3,
any face-connected component F i,j1 of F i1 satisfies either |F i,j1 | ≤ Kθ log n or |∂F i,j1 | ≥ δθ|F i,j1 |
(because |F i,j1 | ≤ |F i1| ≤ n). Summing over j, we get

|∂VerV i
1 | ≥ |∂F i1| ≥ min

(
δθ,

K−1θ
log n

)
|F 1
i |.

Moreover, we recall that V i
1 is connected so if |V i

1 | ≥ 2, the number of edges with both endpoints
in V i

1 is at least |V i
1 |/2. Each of those is incident to at least one face of F i1, which implies

|F i1| ≥ |V i
1 |/6, so

|∂VerV i
1 | ≥

min(δθ,K
−1
θ )

6 log n
|V 1
i |. (14)

This last inequality is also true if |V i
1 | = 1, so we can finally sum (14) over i to obtain (13).

Note that it is also an easy consequence of Theorem 3 and Lemma 14 that the Cheeger
constant of the dual graph of T2n,gn is also of order 1

logn with high probability.

6 Conjectures on optimal constants

Theorems 1 and 3 give a meaning to the "hyperbolic" nature ofT2n,gn at a global scale. However,
we have not tried to obtain sharp values for the constants in these results, and we expect that
doing so should be a difficult problem. On the other hand, it is possible to conjecture what
the optimal constants in Theorems 1 and 2 should be. We recall from [9] that the parameter
hθ ∈

(
0, 14
)
is linked to θ by the formula

1− 2θ

6
=

hθ log 1+
√
1−4hθ

1−
√
1−4hθ

(1 + 8hθ)
√

1− 4hθ
.

Moreover, following [7], we write

mθ =
1− 2hθ −

√
1− 4hθ

2hθ
∈ (0, 1).

In particular, the rate of exponential volume growth of the ball of radius r in the local limit of
T2n,gn is m−rθ . We can now formulate precise conjectures.

Conjecture 16. Let xn, yn be two uniform, independent vertices of T2n,gn . Then we have the
convergences in probability

1

log n
dT2n,gn

(xn, yn)
P−−−−−→

n→+∞
Dθ and

1

log n
diam(T2n,gn)

P−−−−−→
n→+∞

D′θ, (15)

where
Dθ =

1

log(m−1θ )
and D′θ =

3

log(m−1θ )
.
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Moreover, if we denote by Rplan(xn) the planarity radius around xn, i.e. the largest r such that
the ball Br(xn) is planar (see [26]), then

1

log n
Rplan(xn)

P−−−−−→
n→+∞

1

2
Dθ.

The conjecture for Dθ comes from extrapolating to larger scales the rate of exponential
growth of balls at the local scale in T2n,gn . Moreover, we believe that D′θ −Dθ is given by twice
the length of the longest tentacle of T2n,gn . We also expect that the tentacles should behave
roughly like i.i.d. Boltzmann planar triangulations with Boltzmann weight λ(θ) given by [9].
A description of distances to the root in such triangulations is given in [7] using the Krikun
decomposition, which is where the conjecture for D′θ comes from. Finally, our conjecture for
the planarity radius comes from the analogy with random graphs, where non-planarity appears
when more than

√
n vertices have been explored.

Finally, it may sound surprising to expect D′θ > Dθ, as it is not the case for 3-regular
graphs [5]. However, this is a common behaviour as soon as tentacles are not prohibited by the
local structure of the graph. For example, the giant component of a supercritical Erdös-Rényi
random graph exhibits the same behaviour [33], for the same reason as here. This was also
already conjectured in [32] for unicellular maps. By the same argument as the lower bound of
Theorem 4 (existence of logarithmic tentacles), we are able to prove that if (15) is true, then
D′θ > Dθ.

Proposition 17. There exists tθ > 0 such that if xn, yn are the starting points of two indepen-
dent uniform oriented edges in T2n,gn , then

diam(T2n,gn)− dT2n,gn
(xn, yn) ≥ tθ log n

with high probability.

Proof. The idea of this proof is that the base of a large tentacle becomes a typical edge if the
tentacle is removed. We first notice that Theorem 2 remains true if the uniformly chosen vertices
xn, yn, un, vn are replaced by the starting points of uniformly chosen oriented edges ~e1, . . . , ~e4.
The proof is exactly the same, the only difference is that in the end, instead of counting vertices,
we need to notice that BRn−1(xn) and T2n,gn\BRn+M (xn) contain at most 6ηn edges each. We
will write dT2n,gn

(~e1, ~e2) for the distance in T2n,gn between the starting points of ~e1 and ~e2.
For any two oriented edges ~e1, ~e2 of T2n,gn , we have

dT2n,gn
(~e1, ~e2) = H(~e1) +H(~e2) + dC2n,gn

(p(~e1), p(~e2)) + ε~e1,~e2 , (16)

where p(~e) is the base of the tentacle that ~e belongs to, H(~e) is the graph distance between ~e
and p(~e), and ε~e1,~e2 ∈ [−2, 2]. Now let ~e∗ be an oriented edge of T2n,gn which maximizes H(~e)

(if there are several maximizers, pick one uniformly at random), so that H(~e∗) ≥ sθ
2 log n w.h.p.

by Lemma 14. Let also ~e0, ~e1, ~e2 be three independent uniformly distributed oriented edges of
T2n,gn . With high probability, we have

|dT2n,gn
(~e0, ~e1)− dT2n,gn

(~e0, ~e2)| ≤ log log n

by Theorem 2, and H(~ei) ≤ log log n for i ∈ {0, 1, 2} by Proposition 12 (if not ~ei would be
2

log logn -isolated). Using (16) for (~e0, ~e1) and for (~e0, ~e2), it follows that∣∣dC2n,gn
(p(~e0), p(~e1))− dC2n,gn

(p(~e0), p(~e2))
∣∣ ≤ 2 log log n+ 2. (17)
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On the other hand, conditionally on C2n,gn and the multiset of tentacles, the tentacles are
glued uniformly at random on the edges of C2n,gn . It follows that up to an event of probability
o(1) (namely that two of ~e0, ~e1, ~e2, ~e∗ belong to the same tentacle, which is unlikely by Theo-
rem 3), the edges p(~e0), p(~e1), p(~e2), p(~e∗) are independent uniform edges of C2n,gn . In particular
(p(~e0), p(~e1), p(~e2)) and (p(~e0), p(~e1), p(~e∗)) have the same law conditionally on C2n,gn , so we can
replace ~e2 by ~e∗ in (17). Combined with (16) for (~e0, ~e1) and for (~e0, ~e∗), this proves

diam(T2n,gn) ≥ dT2n,gn
(~e0, ~e∗) ≥ dT2n,gn

(~e0, ~e1) +
sθ
2

log n− 3 log log n− 8.
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