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A B S T R A C T
Artificial Neural Networks (ANNs) aim at mimicking information processing in biological networks.
In cognitive neuroscience, graph modeling is a powerful framework widely used to study brain
structural and functional connectivity. Yet, the extension of graph modeling to ANNs has been poorly
explored especially in term of functional connectivity (i.e. the contextual change of the activity’s
units in networks). From the perspective of designing more robust and interpretable ANNs, we study
how a brain-inspired graph-based approach can be extended and used to investigate their properties
and behaviors. We focus our study on different continual learning strategies inspired by the human
brain and modeled with ANNs. We show that graph modeling offers a simple and elegant framework
to deeply investigate ANNs, compare their performances and explore deleterious behaviors such as
catastrophic forgetting.

1. Introduction
Artificial neural networks (ANNs) have been devel-

oped with the goal of mimicking the way biological neural
mechanisms process information, learn, and make decisions
(Rosenblatt [1958], LeCun et al. [2015], Parhi and Un-
nikrishnan [2020], Botvinick et al. [2020], Hassabis et al.
[2017]). Since their development and over the years, there
has been an interest in using insights from cognitive neuro-
science to improve the performance of ANNs (McCulloch
and Pitts [1943], McClelland and Rumelhart [1986], Hebb
[2005], Marblestone et al. [2016], Hassabis et al. [2017],
Khacef et al. [2018]). The use of brain-inspired models, such
as spiking neural networks (SNN) and convolutional neural
networks (CNN), has led to the development of innovative
ANNs architectures that reproduce brain activation at the
cellular level for SNN (Maass [1997]), at the brain level for
CNN (Yamins et al. [2014], Cichy et al. [2016], Yamins and
DiCarlo [2016], Kuzovkin et al. [2018]) or even control the
cortical processing of visual information (Bashivan et al.
[2019]). However, despite the seminal bio-inspiration in
ANNs design, many tools introduced for brain information
processing investigation have not been fully used to study
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ANN behavior. Among these, graph modeling has shown
to be a powerful framework widely used in neuroscience to
study brain structural and functional connectivity (Petersen
and Sporns [2015], Bullmore and Sporns [2009], Wang et al.
[2010], Sporns [2022], Barabási [2013]). In this paper, we
propose to explore how such a framework can be elegantly
and interestingly used to investigate the ANN properties
and particular behaviors. A conceptual visualization of our
proposal can be found in Fig. 1.

As a case of study, we concentrate on the sequential
learning process where ANNs are trained on an ordered
series of tasks as shown in Fig. 2 (Buzzega et al. [2020],
Hadsell et al. [2020a,b]). This process mimics how the
brain continuously learns and adapts to new tasks (Milgram
et al. [1987], Pascual-Leone et al. [2005]). As neuroscientific
literature reports, brain connectivity changes are associated
with new learning tasks (Casimo [2018], de Vico Fallani
et al. [2010], Zouridakis et al. [2007]), we explore, us-
ing graph modeling, the corresponding ANN connectivity
changes. In particular, we investigate how specific graph
statistics are modified during a continual learning framework
and the conditions that lead to catastrophic forgetting (i.e.
the performance of previously learned tasks dramatically
decreases when new tasks are learned in a sequential manner
by stopping training on task A while beginning training on
task B, Fig. 2 Panel B).

In order to counter catastrophic forgetting, recent articles
have proposed Dream Net, a brain-inspired ANN, basically
simulating synaptic consolidation (Mainsant et al. [2021],
Solinas et al. [2021]). This bio-inspired method is efficient
but, more importantly, compared to other models, does
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Figure 1: Overview of the brain-inspired perspective of the proposed graph-based analysis of ANNs. (A) Inspired by the concept
of brain functional connectivity at rest, we propose to investigate the equivalent functional connectivity at rest of trained artificial
systems. (B) Graph modeling can be applied for both brain and ANN connectivity modeling. Thus, different graph statistics can be
extracted to characterize the resting state network. (C) Similarly to brain functional connectivity studies aiming at differentiating
between different brain states (for instance healthy vs pathological conditions), by the use of the considered graph statistics,
we show how the graph statistics can be used as features for the identification of ANN in good learning conditions or affected
by the catastrophic forgetting phenomenon, or even to identify the learning strategy used. (D) At a finer level of a single-state
characterization, nodal roles are investigated to determine the presence of nodes having specific roles in the network. In natural
systems, nodal role discovery aims at identifying the hub nodes (nodes with a high number of connections). In artificial systems,
we propose to consider the group of units belonging to the tail of the considered graph statistics distribution. (E) While in the
brain functional role identification can only be achieved by the identification of nodal role in the connectivity network, in ANNs
we can perform a network surgery by turning off specific sets of units to evaluate the change in the system performance. This
allows associating the network nodal role with a functional role.

not require an oracle on the data or neurogenesis to learn
new tasks. In order to study this approach, we considered
two simple ANNs architectures (an input layer, a hidden
layer, and an output layer) sequentially trained in a simple
handwritten digit recognition task and in a more complex

face emotion recognition task using respectively the MNIST
database (Deng [2012], LeCun et al. [1989]) and the FER+
database (Goodfellow et al. [2013a], Barsoum et al. [2016]).

In both cases, we train the ANN architectures using dif-
ferent learning strategies (Lomonaco et al. [2021]) in various
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Figure 2: Schematic visualization of the sequential learning
framework of three tasks. (A) The same ANN is trained
sequentially to perform three different tasks. While the ar-
chitecture does not change across the learning sessions, the
associated weights are updated at the end of each session. (B)
Example of performances of a model affected by catastrophic
forgetting. The Task 1 performance, at the end of the third
learning session, has deteriorated. This corresponds to ANN
where plasticity property is stronger than its stability. (C)
Example of performance of a model which perfectly learns Task
1, at the end of all the learning sessions. However, the model
does not learn new tasks. This corresponds to an ANN where
the stability property is stronger than the plasticity. (Adapted
from Figure 2 in Hadsell et al. [2020a])

orders (See Section A for details). In particular, we compare
brain-inspired learning strategies specifically developed to
reduce catastrophic forgetting occurrence (McClelland et al.
[1995], French [1999]). The main learning strategies can
be grouped into replay methods, regularization methods,
and neurogenesis methods (van de Ven and Tolias [2019],
Hadsell et al. [2020a], Parisi et al. [2019], Buzzega et al.
[2020], Aimone et al. [2009], Draelos et al. [2017]). In this
first exploration study, we focus on the analysis of changes
happening over a fixed graph structure, thus we do not
consider neurogenesis strategies which require a change in
the architecture structure as new tasks are learned.

The first family has been inspired by the replay mech-
anism observed in rodents and human brains (McClelland
et al. [1995], O’Reilly et al. [2014], Liu et al. [2019]), where
neural activity patterns are replayed during sleep as a means
of memory consolidation. For ANNs, two implementations
have been introduced: the rehearsal approach where some of
the previously seen samples are reused with the current sam-
ples to learn, and the pseudo-rehearsal approach where arti-
ficially generated new examples are introduced to represent
previously learned knowledge. We consider two rehearsal
approaches: Sample Replay that stores randomly previously
seen samples (Lomonaco et al. [2021]) and GDumb that
selects the stored samples by asymptotically balancing the
class distribution (Prabhu et al. [2020]). For the pseudo-
rehearsal approach, instead, we evaluate the Dream Net
strategy (Mainsant et al. [2021]).

The regularization methods have been developed to re-
tain the most important weights while learning new classes.

Their bio-inspiration relies on the hypothesis that contin-
ual learning relies on task-specific synaptic consolidation,
making certain synapses less plastic and stable over time
(Clopath [2012]). For instance, experiments with mice
demonstrate that a strengthening of excitatory synapses
occurs at new skill acquisition (Yang et al. [2009]), leading
to an increased volume of specific spines. The increased
volume persists despite the subsequent learning of new
tasks and is associated with the persistence of performance
of the basal task several months later. When these spines
are removed the task is forgotten (Cichon and Gan [2015],
Hayashi-Takagi et al. [2015]). Among the ANNs regular-
ization methods, we consider Elastic-Weight-Consolidation
(EWC), Synaptic Intelligence (SI) and Learning without
Forgetting (LwF) strategies (Kirkpatrick et al. [2017], Zenke
et al. [2017], Li and Hoiem [2017]). EWC and SI are
structural regularization methods (Li and Hoiem [2017])
that constrain relevant weights to stay close to their old
values. The major difference between these two approaches
is given by the estimation of important weights. EWC relies
on an offline estimation of the Fisher information matrix
while SI proposes an online computation of the importance
of a synapse being proportional to the product of its weight
and the activity of the post-synaptic neurons. The LwF
strategy is a functional regularization approach, meaning
it penalizes changes in the map input-output of the neural
network, by constraining the previous network predictions
and the current one to be similar when applied to the new
task. More details on the considered learning strategies can
be found in Section A and in the referenced papers.

To achieve a baseline comparison, we will also consider
Finetune and Cumulative strategies. In the former nothing
is done to avoid catastrophic forgetting, while in the latter
the architecture is subsequently trained using all previously
seen training data up to the task of the current session as it
happens in Offline training.

Since the occurrence of catastrophic forgetting is related
to the stability-plasticity dilemma (Abraham and Robins
[2005], Mermillod et al. [2013]), we propose to evaluate
each architecture and strategy on these two properties by the
estimation of the following metrics based on the accuracy,
i.e. the proportion of correct predictions divided by the total
number of predictions. These metrics have been proposed in
Kemker et al. [2018]:

𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ∶= Ωbase = 1
𝑇−1

∑𝑇
𝑡=2

𝛼base,t
𝛼ideal

(1)
𝑝𝑙𝑎𝑠𝑡𝑖𝑐𝑖𝑡𝑦 ∶= Ωnew = 1

𝑇−1
∑𝑇

𝑡=2 𝛼new,t (2)
where 𝑇 corresponds to the total number of learning ses-
sions, 𝛼new,t is the test accuracy for the class immediately
learned at session 𝑡, 𝛼base,t is the test accuracy of the class
learned during the first session (base set) after 𝑡 new learning
sessions and 𝛼ideal is the offline method accuracy on the base
set, which can be assumed to be the ideal performance. In
continual learning, we notate local accuracy the accuracy of
the last learned class, and global accuracy at each learning
session as the accuracy of all the seen classes.



We quantify the 𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 with Ωbase that measures the
ability to retain the class learned during the first session
(session 0), after learning the successive sessions; and the
𝑝𝑙𝑎𝑠𝑡𝑖𝑐𝑖𝑡𝑦withΩnew that measures the performance in learn-
ing a new task (See B-C panels in Fig. 2). Unless a model
outperforms the offline model accuracy on the base set 𝛼ideal,
𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 and 𝑝𝑙𝑎𝑠𝑡𝑖𝑐𝑖𝑡𝑦 vary between [0, 1]. Note that the
occurrence of the catastrophic forgetting phenomenon is
directly quantified by the 𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 metric: low 𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦
implies forgetting. From a trained ANN, its corresponding
graph model is constructed based on its architecture: the
units (i.e nodes) present in each layer and the presence and
orientation of edges among the units (as described in Section
A). Indeed, we extract the activation network at rest, similar
to a brain resting-state connectivity analysis (van den Heuvel
and Hulshoff Pol [2010]), by feeding to a trained ANN
an input sample of 1-entries. Then, we perform a graph
filtering procedure to determine the most active units and
the strongest connections (B panel Fig. 1). This results in
an induced graph that is oriented from the input layer to the
output layer, and its structure is encoded by its adjacency
matrix 𝐴 = (𝑎𝑙𝑚).Unlike biological connectivity graphs, the feed-forward
ANN is a partite graph model with a rigid structure where
edges exist only between consecutive layers. This suggests
that many of the graph-theoretic measures used in those
instances are not amenable to be used in this case. Thus,
we focus on characterizing the graph by in and out-degree.
We define the statistics 𝑡 in Eq.3 at each learning session 𝑡,
corresponding to the difference of in-degree deg𝑖𝑛 and out-
degree deg𝑜𝑢𝑡 of each unit 𝑖 in the hidden layer (B panel
Fig.1). Specifically, deg𝑜𝑢𝑡𝑡 (𝑖) is the number of nodes in the
output layer that are adjacent to node 𝑖 and deg𝑖𝑛𝑡 (𝑖) is the
number of nodes in the input layer that are adjacent with
node 𝑖, counting respectively the number of outgoing and
incoming edges in 𝑖 after 𝑡-th training session. Thus,

𝑡(𝑖) = deg𝑜𝑢𝑡𝑡 (𝑖) − deg𝑖𝑛𝑡 (𝑖). (3)
In the following, we refer to an architecture, a learning

strategy, a fixed order of training sessions, and the general
classification task associated with the database as a configu-
ration. For each configuration, we extract as many induced
resting-state graphs as the learning sessions. Thus, we track
the differences in the statistics across the learning sessions.

At a global level, we show how this brain-inspired frame-
work can be used to extract interpretable statistics which
allow the detection of configurations affected by catastrophic
forgetting. Moreover, the same statistics can be used to
group together configurations that apply the same learning
strategies.

Similar to what happens in the human brain, where each
node can be associated with a different role given a graph-
nodal-statistics (Carboni et al. [2023]), we assume that each
unit behaves differently at fostering or inhibiting the plastic-
ity and stability performance of the ANN. We hypothesize
that such properties are unevenly distributed across the units
of an ANN and we aim at identifying units that contribute

differently to the stability and plasticity performances of the
ANN. Specifically, we distinguish two subsets of 𝑡: units
that belong to the middle quartiles and units which belong
to the tail. As it happens in natural intelligence, where high
volume spines persistence is associated with the memory of
the corresponding task (Yang et al. [2009]), we hypothesize
that units that persist in having extreme  values can be
associated with high stability. In contrast, nodes whose 
values strongly change can be associated with the plasticity
property.

In this line, we first propose a general learning strat-
egy characterization Experiment 1 (Characterization). For
each configuration, we determine the number of hidden units
in the tail of 𝑡 together with the maximum value of absolute
change of 𝑡 evaluated for the same unit in two consecutive
steps as the Maximum Unit Change:

Maximum Unit Change = max
𝑖∈hidden layer,

𝑡≥1

|

|

|

𝑡(𝑖) − 𝑡−1(𝑖)
|

|

|

(4)

Next, we define the Consecutive Tail Persistence as the per-
centage of tail units which appear in the tails of consecutive
learning sessions (i.e. in the tail of both𝑡−1 and𝑡). Finally,
we define the Tail Persistence as the percentage of units
which are in the tail of 1 after the learning session of the
base task and in the final distribution 𝑇 after all learning
sessions. We characterize the different learning strategies by
comparing these graph-based features and by using them
for their identification in a reduced space. Moreover, we
validate the use of the degree statistics by investigating the
relationship among units in the tail and the norm changes of
their synaptic weights across the different learning sessions.

In the Experiment 2 (Network Surgery), we simulate
the removal of the increased-volume spines (Cichon and
Gan [2015], Hayashi-Takagi et al. [2015]) by pruning (i.e.
turning off) the units in ANN. The objective is to associate
the interquartile units and the tail units with the stability or
plasticity properties of the ANN configuration by evaluating
the change in the performance with respect to the standard
model (when no unit is turned off). In artificial systems, it is
indeed possible to perform such a network surgery in order
to associate a functional role to a unit following a graph-
statistics-based nodal role.

Inspired by the proposal in Zhang et al. [2022], we
assume that if a set of units is pruned and the performance
changes significantly in terms of 𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦, then the pruned
units are critical for the 𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 of the ANN model. The
same applies to the 𝑝𝑙𝑎𝑠𝑡𝑖𝑐𝑖𝑡𝑦. Given the number of units in
an ANN, testing the pruning of each unit becomes rapidly
unfeasible, thus we consider the set of units in the interquar-
tile and in the tail distribution of  . Hence we propose
two pruned ANN versions, one which only preserves the
synaptic weights of units in the tail of the distribution of
 , and another version that nullifies the weights of the tail
units. Since the distribution of𝑡 changes across the learning
session, we define a copy of each trained ANN in the order
sequence, with each pruned copy at the 𝑡-th learning session
obtained by looking at the 𝑡 distribution.



Cu
mula

tiv
e

Fin
etu

ne
S. 

Re
pla

y
GD

um
b

EW
C

Lw
F SI

0

50

100

150

200

250

300
Maximum Unit Change

Cu
mula

tiv
e

Fin
etu

ne
S. 

Re
pla

y
GD

um
b

EW
C

Lw
F SI

0.6

0.7

0.8

0.9

1.0
Cons. Tail Persistence

Cu
mula

tiv
e

Fin
etu

ne
S. 

Re
pla

y
GD

um
b

EW
C

Lw
F SI

0.2

0.4

0.6

0.8

1.0
Tail Persistence

2 1 0 1 2 3
First Principal Component

1

0

1

2

3

4

Se
co

nd
 P

rin
cip

al
 C

om
po

ne
nt

Cumulative
Finetune
S. Replay
GDumb
EWC
LwF
SI
Catastrophic
forgetting

Boxplot grouped by model_name

Cu
mula

tiv
e

Cu
mula

tiv
e*

Fin
etu

ne
Fin

etu
ne

*
Dr

ea
m N

et
S. 

Re
pla

y
GD

um
b

EW
C

Lw
F SI

0

500

1000

1500

2000
Maximum Unit Change

Cu
mula

tiv
e

Cu
mula

tiv
e*

Fin
etu

ne
Fin

etu
ne

*
Dr

ea
m N

et
S. 

Re
pla

y
GD

um
b

EW
C

Lw
F SI

0.0

0.2

0.4

0.6

0.8

1.0
Cons. Tail Persistence

Cu
mula

tiv
e

Cu
mula

tiv
e*

Fin
etu

ne
Fin

etu
ne

*
Dr

ea
m N

et
S. 

Re
pla

y
GD

um
b

EW
C

Lw
F SI

0.0

0.2

0.4

0.6

0.8

1.0
Tail Persistence

3 2 1 0 1 2 3 4 5
First Principal Component

2

1

0

1

2

3

Se
co

nd
 P

rin
cip

al
 C

om
po

ne
nt

Cumulative
Cumulative*
Finetune
Finetune*
Dream Net
S. Replay

GDumb
EWC
LwF
SI
Catastrophic
forgetting

0.00

0.25

0.50

0.75

1.00

St
ab

ilit
y

Boxplot grouped by model_name

Figure 3: Left: Handwritten Digit Recognition task Right: Face Emotion Recognition task. Top: Distribution of the graph-based
features by strategy. Cons. Tail Persistence: Consecutive Tail Persistence percentage of units in the tail at consecutive learning
sessions, Tail Persistence: Percentage of units being in the tail at the first and last learning session. Bottom: Visualization of
the reduced space of the graph-based features extracted by each sequence of ANNs trained with different strategies. A point
corresponds to a unique configuration given by the ANN architecture, the learning strategy, and the fixed-order learning. Points are
colored by their stability performances. Each red circle indicates catastrophic forgetting. Similarly, the plasticity performances for
all strategies are reported in the appendix. S.Replay: Sample Replay, EWC: Elastic-Weight-Consolidation, SI: Synaptic Intelligence,
LwF: Learning without Forgetting

These pruned ANNs ordered by learning sessions are
respectively denoted ℕℕ𝜏 and ℕℕ𝜏 , while the standard se-
quence (i.e. where no pruning is applied) is notated ℕℕ.

We evaluate the difference between the 𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦/𝑝𝑙𝑎𝑠𝑡𝑖𝑐𝑖𝑡𝑦
of the standard model and its corresponding pruned ver-
sion: a strong difference corresponds to a critical stabil-
ity/plasticity unit (i.e. when the units are pruned the per-
formance decreases dramatically), while a low positive
difference corresponds to a robust unit (i.e. the pruned
units do not affect the performance). Finally, a negative
difference identifies plasticity/stability inhibitory units, i.e.
units whose synaptic weights have a negative effect on its
plasticity/stability.

All our graph modeling analysis of ANNs across se-
quential learning sessions aims to extract information on
how the network adapts to new tasks and how it preserves
knowledge of previous tasks from a connectivity point of
view. This can potentially provide insights into the plausible
neural mechanisms underlying continual learning in the bi-
ological neural networks and in reverse inspire the design of
more efficient and biologically-plausible continual learning
artificial systems.

2. Results
We report the results of each experiment separately.

2.1. Experiment 1: Characterization
2.1.1. Handwritten Digit Recognition task

We observe similar distribution across the different
learning strategies, except for the Finetune model. The Max-
imum Unit Change value is under 100 in continual learning
strategies and Cumulative model, but equals 179.7 ± 34.0
for the Finetune model (Fig. 3 Top Left). The tail persis-
tence units shows the peculiar behavior of Cumulative and
Finetune models for which the information is subsequently
overwritten: their consecutive persistence is severely lower
compared to other strategies and only less than 40% of the
tail units persists from the learning of the basal task. For
all other strategies, the percentage reaches 80% with the
exceptional case of GDumb which has an average of 98%.

Visualization in a reduced space of the graph-features
vector reveals how these graph-based extracted features are
able to identify how Finetune and other strategies are af-
fected by catastrophic forgetting (Fig. 3 Bottom Left). A
simple clustering algorithm in the reduced space groups
together all regularization learning strategies, replays and
Cumulative reaching an overall consensus score of 0.71 (see
Section D).

In Fig. 4 we explore the relationship between the nodal
statistics and the consecutive norm change of weights in the
trained ANN. It is interesting to observe a slight change in
norm across consecutive steps even in non-regularization



methods. Additionally, we should notice that in the MNIST
dataset, there is a large number of units that receive as input
zeros from the border of the flattened images, these units do
not update their synaptic weights across the learning process.
The statistics is able to retrieve the majority of units whose
synaptic weights norm does not change across consecutive
steps. This is highly valuable for a resting-state analysis
which defines induced graphs without any input data.
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Figure 4: Visualization of the relation between  and the norm
changes of the weights

2.1.2. Face Emotion Recognition task
The same experiment was performed in the Face Emo-

tion Recognition task. In this more difficult task, we consid-
ered two different architectures. Since Dream Net requires an
auto-hetero associative architecture, we introduced two dif-
ferent versions for Cumulative and Finetune with or without
an auto-associative part in the output of the NN. In general,
the introduction of auto-associative neurons gives better
results already in the standard Cumulative configuration.

As in the handwritten digit recognition task, we report a
strong Maximum Unit Change for the Finetune strategy (Top
Right Fig. 3). The tail persistence results show a consecutive
tail persistence in Dream Net strategy of 0.79 on average,
with lower values for Cumulative, Finetune, Sample Replay
and GDumb. EWC shows the highest consecutive tail persis-
tence, but the other regularization strategies have on average
less persistence with respect Dream Net. Not surprisingly,
the percentages in tail persistence have the lowest average
for the Finetune configurations and the highest for EWC.
Finally, the visualization in a reduced space of the graph
features reveals the possibility of identifying the robust
learning strategies (Bottom Right Fig.3), a simple K-Means
algorithm reaches a consensus score of 0.77. Interestingly,
the Finetune configuration, which is dramatically affected
by catastrophic forgetting, appears to be moved away with
respect to the other clusters.
2.2. Experiment 2: Network Surgery
2.2.1. Handwritten Digit Recognition

We observe different behaviors depending on the learn-
ing strategy (see Fig. 5 and additional results in Fig. 16).
The Cumulative learning strategy reveals how in offline
learning the stability and plasticity properties are shared in
the hidden units: pruning of both sets equally affects the
performance. At the contrary, the Finetune model, whose
stability is extremely low in the standard version, shows
strongly improved performance for the pruned sets. Indeed,

we can identify the tail units as stability-inhibitory: pruning
them has a beneficial effect in recalling the basal task,
reaching a maximum 𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 performance of almost 0.46
for the first training session on the class corresponding to
the digit 4 (see additional Fig. 16). The GDumb approach
behaves similarly to the Finetune or the Cumulative models
depending on the standard performance: it exhibits a benefi-
cial effect of pruning the tail when the standard performance
is poor and critical behavior in general pruning when the
standard performance is higher. A stronger effect is observed
when pruning the interquartile range units.

Concerning plasticity, a common general behavior across
all learning strategies is a stronger plasticity-critical behav-
ior of the tail units: when their weights are set to zero the
plasticity performance is dramatically reduced. The pruning
of the interquartile range also affects the plasticity, but with
less effect, especially for the Finetune model. We report in
details the local accuracy at each learning session (Right
5). We can notice how in the Finetune model, the ℕℕ𝜏

has positive local accuracy and for a few learning sessions
has comparable results with the standard version. In the
regularization methods, a transition between the best local
accuracy pruned performance exists, with the interquartile
having better results at the beginning of the learning sessions
and the tail in the following phases.
2.2.2. Face Emotion Recognition task

The Cumulative model distributes the stability proper-
ties across all units independently by the distribution of  .
This leads to a dramatic decreases of the stability perfor-
mance for the pruning versions. Concerning the plasticity
property, we detect a higher criticality for the units in the
interquartile range. For Dream Net, all pruned settings have
very poor results for new tasks, with the extreme case of
the model with tailing removing ℕℕ𝜏 that has a zero Ωnew.
Different results are observed for the Finetune model, where
the pruning versions, keeping only the weights in the tail,
reach the same Ωnew that the standard one. Unlike the
Cumulative and Dream Net models where none pruned copy
reaches similar performances, for Finetune, the ℕℕ𝜏 is a
good pruned copy of the complete standard model.

3. Discussion
In this study, we leverage a novel research framework

in which ANNs are studied starting from their connectiv-
ity properties. This framework enable us to integrate the
biological inspiration of ANNs into their analyzing tool by
proposing a way to fill the gap between brain connectivity
studies and the analysis of the information flow in ANN.

Utilizing this research framework, we concentrate our
analysis on the catastrophic forgetting issue. Our objec-
tive was to determine the relationship between existing
learning strategies that alleviate the catastrophic forgetting
phenomenon and general graph connectivity features. We
showed that a simple graph-induced definition and the
extraction of interpretable graph features are important
indicators of the stability properties of an ANN model which
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Figure 5: 𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (Left) and 𝑃 𝑙𝑎𝑠𝑡𝑖𝑐𝑖𝑡𝑦 (Center) performances for all configurations on handwritten digit recognition task for
the standard model ℕℕ (plain black line) and their pruned versions ℕℕ𝜏 ,ℕℕ𝜏 (colored dashed lines). The performance is reported
for two different orders (𝐴,𝐹 , see Tab. 2) of learning sessions. Right: average local accuracy performances for the last learned
class across learning sessions.

are enough to detect the learning strategies applied to the
same ANN architecture learning to perform the same task.

This study investigates the utility of implementing mem-
ory consolidation or task-specific synaptic consolidation,
by distributing unequally the stability and plasticity prop-
erties in the ANN units. We report good stability in on-
line learning strategies in the presence of a persistence of
tail units with strong synaptic weights across the learning
sessions. While such persistence can be expected for the

regularization methods, it surprisingly appears to be present
in replay methods too, suggesting that both methods can
induce similar distribution in the strength of the connection
in the hidden units. Surprisingly, replay methods achieve the
same result of constraining synaptic weight updates across
learning sessions, without requiring hyperparameter tuning,
unlike regularization strategies.

Our graph modeling and the chosen graph statistics are
able to detect the units whose weights slightly change in
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Figure 6: 𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (Left) and 𝑃 𝑙𝑎𝑠𝑡𝑖𝑐𝑖𝑡𝑦 (Center) performances for all strategies on face emotion recognition task for the
standard model ℕℕ (plain black line) and their pruned versions ℕℕ𝜏 ,ℕℕ𝜏 (colored dashed lines). The performance is reported for
two different orders (𝐴,𝐹 , see Tab. 2) of learning sessions. Right: average local accuracy performances for the last learned class
across learning sessions.

norm across the learning session. This is highly valuable
for our graph modeling at rest, which does not estimate the
importance of weights given true input data, but whose only
relation with data is given by the determined weights after
training.

When coming to more complicated tasks, major differ-
ences are revealed between the Cumulative and the Dream
Net replay methods. First, Dream Net and Cumulative have
opposite behavior in the network surgery experiment: any
pruning technique of the Cumulative configuration destroys
the stability, while for Dream Net the pruning increases
stability at the cost of diminishing plasticity. This suggests
that the use of a dropout technique in the training phase of
Dream Net, can result in better stability results.

The results in the pruning experiments capture the dif-
ference between multiple tasks learning in one session and
sequential learning: while offline learning automatically dis-
tributes the connections and their strength across the hidden
units for the different tasks, sequential learning imposes
strong task-specific synaptic weights on a few connections
which are continuously overwritten and substituted. Thus,
catastrophic forgetting is alleviated when these connections
are not erased but slightly adapted to the subsequent tasks.

In the Finetune model, the proposed graph statistics
detect the lottery ticket winner (i.e. a pruned version of the
model with the same performance as the entire network and
less redundancy (Frankle and Carbin [2018])). We found that
the model which only preserves the weights of the tail units
reaches the same performance of the standard one, despite



the number of preserved units. This is in line with pruning
literature results which determine a very small subnetwork
having almost the same performance as the complete model
Wolinski [2020], Tanaka et al. [2020]. Remarkably, we prove
that the high plasticity of a Finetune model is strongly related
by units in the tail of the distribution and that a simple
weights-injection across sequential models can enhance its
stability.

Besides laying down the foundation for a graph-statistics-
based study of the learning process in ANN, we mainly show
empirical findings of post-training ANN model character-
ization. However, the training process in an ANN is not
negligible and by definition highly dependent on the dataset
used for training (Ramyachitra and Manikandan [2014], Ali
et al. [2019], Djolonga et al. [2021], Song et al. [2022]). This
is the major weakness preventing results generalization of
a post-training analysis: results may change when different
tasks or datasets are used, or even by testing a different
learning order. We tackle some generalization induced by
the order of learning sessions, by randomly testing different
orders since testing all possible orders becomes quickly
intractable.

In addition, our proposal is only applied to a feed-
forward ANN model having a unique hidden layer. In deeper
neural networks, we may observe different results depending
on the considered hidden layers, as different robustness
was observed associated with different layers (Zhang et al.
[2022]).

Many studies have already introduced the need for more
complex neural network architectures, giving both brain-
inspired motivations and graph-based topological require-
ments (Sussillo and Abbott [2009], Mocanu et al. [2016,
2018], Hasson et al. [2020], Liu et al. [2021], Kaviani and
Sohn [2021]), hence indicating possible future research di-
rections to extend the present work to different architectures.

In addition to existing work that promotes the graph-
based approach to define new ANN architectures (Elsken
et al. [2019], Leijnen and Veen [2020]) we introduce for the
first time, the graph-based analysis of the connectivity at rest
of ANNs. Related works are presented in Section C.

We have used graph modeling and graph-based statistics
to analyze trained ANNs in a continual learning framework.
By studying different models which differently address the
catastrophic forgetting issue, we show that it is possible to
identify models with different performances based on simple
features extracted from a binary graph obtained considering
the strongest weights connection. We propose to identify
critical hidden units according to the performance of pruned
version model which turns off neurons according to their in-
out degree values in the induced graph. The results show
that the selected statistics and choice of hidden unit sets in
the tail or interquartile range can be used to identify critical
unit sets for the stability and plasticity of the corresponding
configuration.

Finally, as it happens in the brain, we conclude that the
hidden units in ANN are not homogeneous in recalling pre-
viously learned information or at adapting to newly learned

information. These results lay down the foundations to study
how the learning process in ANN using graph-theory tools,
providing insights into the occurrence of catastrophic forget-
ting and the presence of a stability-critical set of neurons.
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Figure 7: A toy example of an induced graph. Left: NN
architecture graph. Center: The induced graph at rest. Right:
Visualization of the statistics of interest for the gray node.

A. Material and Method
A.1. Method
A.1.1. Activation Network and Induced Graph

Definition
We consider in our study only feedforward ANNs, where

edges are oriented from the input layer to the output layer.
An artificial neuron is a parametric function 𝑓𝐰,𝑏 which
transforms an input 𝑥 vector into an output 𝑦. Similarly, an
artificial neural network (ANN) is a mathematical function
that processes information from the input to the output
by applying a combination of artificial neurons. The way
the neurons or units are combined together determines the
architecture of the ANN which can be easily represented
as a graph, whose vertices are the units and oriented edges
represent a linear transformation applied to the output of the
first unit and taken as input by the second unit. The architec-
ture graph determines the number of layers (list of neurons
having the same input), the number of units per layer, and the
presence and orientation of edges among the units. Here, a
unit represents a nonlinear transformation function, defined
through an activation function that mimics the stimulation of
a biological neuron. Some common examples of activation
functions are the sigmoid function 𝜎(𝑥) = 1

1+𝑒−𝑥 or the
Rectified Linear Unit (ReLU) function 𝜎(𝑥) = max(0, 𝑥)
Fig. 8. In our proposal, we consider an ANN model to be

10.0 7.5 5.0 2.5 0.0 2.5 5.0 7.5 10.0
x

0.0

0.2

0.4

0.6

0.8

1.0 sigmoid(x)

4 3 2 1 0 1 2 3 4
x

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0 ReLu(x)

Figure 8: Examples of common activation functions

uniquely identified by an architecture graph and a synaptic
weight function which determines the parameters of each
artificial neuron by associating a weight to each edge.

The weights are uniquely determined at the end of the
training process, we notate 𝐰𝑙−1,𝑙

𝑖,𝑘 the weight associated with
the edge connecting the 𝑖-th node of layer 𝑙 − 1 and the 𝑘-th
node of layer 𝑙.

At each input sample 𝑥 processed by the ANN model, we
can associate an activation network defined by the computa-
tion of the sequence of linear and nonlinear transformations

https://www.mdpi.com/1099-4300/22/2/204
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applied to the input and associate to each unit, its activation
value 𝑓 and to each edge, the resulting value of the corre-
sponding transformation. In biological terms, the activation
network can be thought of as the map of the brain response to
a stimulus 𝑥. In particular, each unit 𝑖 in layer 𝑙 is associated
with an activation 𝑢𝑖:

𝑢𝑙𝑖 = 𝜎
(
∑

𝑗
𝐰𝑙−1,𝑙
𝑗,𝑖 𝑢𝑙−1𝑗 + 𝑏𝑖

) (5)

where 𝜎 is the activation function and 𝑏 is a fixed bias term,
𝐰 and 𝑏 are the parameters of the artificial neuron function.

Inspired by the concept of brain resting-state connectiv-
ity analysis, where the brain activation map is determined
at mind-wandering, we define the activation network at rest
feeding to the ANN a vector of ones to simulate the process
of a non-task-related-information. With this procedure, the
ANN is not engaged in any specific cognitive task, and
we can assess the intrinsic functional organization of the
artificial system. The activation network at rest results in
a set of artificial neurons that are spontaneously active and
functionally connected with each other in the absence of true
external inputs. The vector of ones can serve as a simple
way to activate the network at rest, by providing a constant
input to all the nodes, yet different choices (random noise,
periodic signals, average of the considered data, etc.) can
be envisaged in future explorations. Thus, for the units in
the input layer, we fix suggestion: put a tilde on this since
it corresponds to a quantity dervied from “activation state".
See other comment in blue related to this where i discuss
tilde vs non-tilde quantities 𝑢0𝑖 = 1. The weights of the edges
in the following layers of the activation network at rest are
given by

�̃�𝑙−1,𝑙
𝑖,𝑘 = 𝐰𝑙−1,𝑙

𝑖,𝑘 𝑢𝑙−1𝑖 (6)
Hence, for the first layer, we have �̃�0,1

𝑖,𝑘 = 𝐰0,1
𝑖,𝑘 𝑢

0
𝑖 = 𝐰0,1

𝑖,𝑘 and
for the subsequent layer, we simply apply (6) again with 𝑢1𝑖
the output of the first layer. Even if for the first layer �̃�0,1

𝑖,𝑘
equals 𝐰0,1

𝑖,𝑘 , they formally correspond to two very distinct
concepts, 𝐰 being the parametric synaptic weights of the
artificial neural network function and �̃� the weights function
associated to the edges of a graph.

Finally, we perform a graph filtering procedure for both
the nodal features - to determine the most active units - and
edges weights - to determine the strongest connections. As
final results of this procedure, we obtain a binary graph, i.e.
every two nodes are either connected either disconnected.
Note that the number of nodes and edges in the activation
network only depends on the architecture graph of the model
which is fixed for all configurations. The graph filtering
procedure can be performed by choosing the number of
units to extract in each layer, and the desired total number
of edges with respect to a given criterion (for instance to
observe particular graph properties). This corresponds to
determining a weight threshold WT such that the number

of edges whose graph weights are greater in absolute value
of WT equals the chosen graph sparsity. Similarly, on the
nodal features, we can filter out units whose activation is not
greater of an activation threshold AT. We notate the induced
graph obtained by filtering the activation network at rest of
a trained neural network as (NN)

suggestion: clearly distinguish between quantities with
tilde and those without. It makes sense to set non-tilde
quantities equal to generic activations/ weights of the neural
network, while letting tilde values represent the neural net-
work quantities that result when starting with the activation
of ones

how about this for binary graph definition?:
(NN) = ( , ) ∶ (7)
 = {�̃�𝑙𝑖 ∶ �̃�𝑙𝑖 > 𝐴𝑇 } (8)
 = {(�̃�𝑙−1𝑖 , �̃�𝑙𝑗)} ∶ |�̃�𝑙,𝑙−1

𝑖,𝑗 | > WT and �̃�𝑙−1𝑖 , �̃�𝑙𝑗 are in }
(9)

(NN) = ( , ) ∶ (10)

 = {𝑢0(𝑖),∀𝑖 ∈ 1,… ,𝐻(0)} ∪ {(𝑙 − 1, 𝑖),∀𝑙 ∈ {2,… , 𝐷}, 𝑖 ∈ {1,… ,𝐻(𝑙)}|, 𝑢𝑙−1(𝑖) > 𝐴𝑇 } (11)

𝐴 = (𝑎(𝑙−1,𝑖),(𝑙,𝑗))(𝑙−1,𝑖),(𝑙,𝑗)∈ (12)

=

{

+1 if |�̃�(𝑙−1,𝑖),(𝑙,𝑗)| > WT
0 otherwise (13)

There is inconsistency of notation: Above, �̃�(𝑙−1,𝑖),(𝑙,𝑗) is
used but in other places it is �̃�𝑙,𝑙−1

𝑖,𝑗 . This occurs with other
quantities too. We need to make notation consistent in whole
document.

where 𝐴 is the adjacency matrix of the binary graph
(NN (Fig. 7), and we denote by𝐷 the depth of the ANN and
𝐻(𝑙) the number of units in layer 𝑙. The element 𝑎(𝑙−1,𝑖),(𝑙,𝑗)equals 1 if in (NN) an edge exists between the two nodes
(𝑙 − 1, 𝑖), (𝑙, 𝑗), 0 otherwise.
Another example of inconsistent notation is previous line
with adjaceny matrix Note that after applying the graph-
filtering procedure, some nodes can be disconnected from
the resulting graph and the existence of a unique connected
component can be guaranteed by the addition of one sin-
gle edge. However, in our simulations, a unique connected
component was always observed with some disconnected
units whose weights were too weak in absolute values to be
included in the resulting induced graph.
A.1.2. Graph statistics of interest

Due to the rigid structure of the graphs we consider -
where edges only exist between two consecutive layers -,
graph statistics that detect the graph shape, such as diameter
or centrality measure are not expected to provide useful



additional information to compare the same architecture,
trained in different strategies. Whereas, we focus on in-
degree and out-degree of units in the hidden layers, defined
in equation 11 and 15. These statistics respectively count
the number of incoming and outgoing edges, capturing the
amount of information flow through each unit (See Fig. 7).
Since in our application, we only consider one hidden layer,
we notate 𝑖 a unit in the first layer 𝑙 = 1. Thus, the value in
minus out degree can be used to rank nodes in the hidden
layer.

degin(𝑖) = ∑

(𝑙−1,𝑗)
𝑗∈{1,…,𝐻(𝑙−1)}

𝑎(𝑙−1,𝑗),(𝑖) (14)
degout(𝑖) = ∑

(𝑙+1,𝑗)
𝑗∈{1,…,𝐻(𝑙+1)}

𝑎(𝑖),(𝑙+1,𝑗) (15)

In particular, we consider the quantity
(𝑖) = deg𝑖𝑛(𝑖) − degout(𝑖) (16)

and we distinguish two types of nodes: nodes belonging to
the interquartile range of  and nodes in the tail of  . An
example, with  having average in zero, can be visualized in
Fig. 9
A.2. Material
A.2.1. Handwritten Digit Recognition

Despite being a universal task, digit handwriting is
influenced by individual uniqueness in the formation and
appearance of the digits (Jain and Ko [2008]). Educated
humans gain expertise in recognizing handwritten digits all
along their existence, from early school training, when such
an ability is acquired, to adult life during which the ability is
continuously refined to adapt to recognize distorted samples
or more personal style (Legault et al. [1992]).

Training an artificial system to be competitive with hu-
mans in a handwritten digit recognition task is a fundamental
step in human-machine interaction (LeCun et al. [1995],
Ciregan et al. [2012], Kumar and Beniwal [2018], Niu and
Suen [2012], Pashine et al. [2021]). In this field, the MNIST
database Deng [2012] is widely used for benchmarking
various image recognition algorithms. The database con-
tains a total of 60,000 training and 10,000 test images of
handwritten digits, each of which is 28x28 pixels in size,
written by more than 500 different writers (LeCun et al.
[1995]). The digits range from 0 to 9 as grayscale images.

Architecture and Learning Strategies

Different ANN architectures and algorithms of varying
complexity have been proposed to tackle the classification
of the MNIST dataset (Baldominos et al. [2019], Ciregan
et al. [2012], Jarrett et al. [2009]. Due to the objective of
our case of study, we used the MNIST database in a simple
feedforward architecture defined as follows: an input layer of
784 units, a hidden layer of 512 units, and the output layer
with 10 output neurons. Thus, the images were flattened

(a) Interquartile node, (𝑖) = 0 with zero
the median of 𝑆

(b) Tail node which is channeling the
information (𝑖) > 𝑄3

(c) Tail node which is irradiating the in-
formation (𝑖) < 𝑄1

Figure 9: Example of the two types of nodes

before being fed into the ANNs. Comparable architectures
are used in the literature for learning strategies evaluation
(Goodfellow et al. [2013b], Kirkpatrick et al. [2017], Zenke
et al. [2017], Lomonaco et al. [2021]).

We trained this architecture using different learning
strategies (hyperparameters details are reported in the table
1):

• Sample Replay Lomonaco et al. [2021]
• GDumb Prabhu et al. [2020]
• SI Zenke et al. [2017]
• EWC Kirkpatrick et al. [2017]
• LwF Li and Hoiem [2017]
• Cumulative
• Finetune
For each architecture and learning strategy, we tested

different randomly selected orders. In Table 2, we report for



Table 1
Hyperparameters of the considered learning strategies settings. * See Kingma and Ba [2014], *SGD = Stochastic Gradient
Descent.

Strategy Hyperparameters
Units in [input, hidden, output] Activation functions Optimizer Loss function

Cumulative [784, 512, 10] [relu, softmax] Adam* Cross-entropy
Finetune [784, 512, 10] [relu, softmax] Adam Cross-entropy

Sample Replay [784, 512, 10] [relu, softmax] Adam Cross-entropy
GDumb [784, 512, 10] [relu, softmax] Adam Cross-entropy
EWC [784, 512, 10] [relu, softmax] Adam Cross-entropy
LwF [784, 512, 10] [relu, softmax] Adam Cross-entropy
SI [784, 512, 10] [relu, softmax] Adam Cross-entropy

Table 2
List of the trained configuration results on the handwritten digit recognition database MNIST. Acc: global accuracy after training
on all sessions.

Order Strategy Acc. 𝑠𝑡𝑎𝑏. 𝑝𝑙𝑎𝑠.
(A) 1036457928 Sample Replay 0.80 0.77 0.90

GDumb 0.23 0.00 0.32
EWC 0.12 0.14 1.00
LwF 0.15 0.21 0.99
SI 0.13 0.19 1.00
Finetune 0.11 0.08 1.00
Cumulative 0.72 1.00 0.59

(B) 2813047569 Sample Replay 0.60 0.94 0.55
GDumb 0.54 0.42 0.63
EWC 0.31 0.03 0.99
LwF 0.46 0.11 0.97
SI 0.45 0.12 0.98
Finetune 0.14 0.00 1.00
Cumulative 0.68 1.00 0.59

(C) 1204673985 Sample Replay 0.82 0.56 0.88
GDumb 0.41 0.00 0.53
EWC 0.15 0.00 1.00
LwF 0.23 0.00 0.98
SI 0.22 0.00 0.99
Finetune 0.11 0.00 1.00
Cumulative 0.80 1.00 0.65

(D) 4816203957 S. Sample Replay 0.68 0.91 0.72
GDumb 0.48 0.24 0.57
EWC 0.25 0.00 0.99
LwF 0.37 0.07 0.98
SI 0.32 0.02 0.99
Finetune 0.17 0.00 0.99
Cumulative 0.73 1.00 0.62

(E) 6031925487 Sample Replay 0.78 1.01 0.80
GDumb 0.46 0.64 0.53
EWC 0.26 0.18 0.99
LwF 0.31 0.36 0.98
SI 0.29 0.31 0.99
Finetune 0.17 0.00 1.00
Cumulative 0.70 1.02 0.52

⋮ ⋮ ⋮ ⋮ ⋮

Order Strategy Acc. 𝑠𝑡𝑎𝑏. 𝑝𝑙𝑎𝑠.
⋮ ⋮ ⋮ ⋮ ⋮
(F) 941752386 Sample Replay 0.73 1.00 0.80

GDumb 0.40 0.84 0.42
EWC 0.20 0.43 0.99
LwF 0.26 0.68 0.98
SI 0.24 0.53 0.99
Finetune 0.12 0.15 1.00
Cumulative 0.71 1.00 0.45

(G) 9480712653 Sample Replay 0.70 0.89 0.74
GDumb 0.44 0.00 0.55
EWC 0.24 0.00 0.99
LwF 0.31 0.00 0.91
SI 0.29 0.00 0.96
Finetune 0.13 0.00 1.00
Cumulative 0.65 1.01 0.55

(H) 6180534972 Sample Replay 0.76 0.97 0.75
GDumb 0.42 0.89 0.44
EWC 0.18 0.46 0.99
LwF 0.30 0.78 0.97
SI 0.25 0.72 0.99
Finetune 0.13 0.14 1.00
Cumulative 0.70 1.00 0.60

(I) 2784903165 Sample Replay 0.64 0.97 0.70
GDumb 0.47 0.62 0.56
EWC 0.23 0.38 0.99
LwF 0.37 0.52 0.91
SI 0.29 0.52 0.96
Finetune 0.12 0.10 1.00
Cumulative 0.76 0.98 0.70

(J) 2536790418 Sample Replay 0.69 0.98 0.73
GDumb 0.47 0.69 0.51
EWC 0.21 0.17 0.98
LwF 0.33 0.49 0.95
SI 0.24 0.28 0.98
Finetune 0.14 0.00 1.00
Cumulative 0.83 0.99 0.68

our simulations, the achieved results in 𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦, 𝑝𝑙𝑎𝑠𝑡𝑖𝑐𝑖𝑡𝑦,
last global accuracy ( number of correctly predicted samples

total number of samples ) and
Ω𝑎𝑙𝑙 (Ωall = 1

𝑇−1
∑𝑇

𝑖=2
𝛼all,i
𝛼ideal

as defined in Kemker et al.
[2018]).

A.2.2. Face Emotion Recognition
In human social interaction, the ability to identify other

beings feeling and emotions is crucial, particularly to adapt-
ing the individual’s behavior. Emotion recognition is mainly
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Figure 10: ResNet50 model architecture. The features vector taken as the input of the last fully connected layers is extracted in
correspondence of the red box. The Convolutional Blocks extract features changing the input dimensions. The Identity Blocks
extract features without changing the input dimensions.

achieved, but not exclusively, by decoding non-verbal infor-
mation and in particular facial expressions. Many social cog-
nition studies focus on understanding emotion recognition in
humans, for instance detecting specific region contributions
(in particular in the amygdala Adolphs et al. [1994, 1995],
Calder [1996], Breiter et al. [1996], Morris et al. [1996],
Davis and Whalen [2001], Pessoa and Adolphs [2010], An-
derson and Phelps [2000]) or defining functional activation
at different emotional faces processing (Fusar-Poli et al.
[2009], Gómez et al. [2020], Liao et al. [2021], Underwood
et al. [2021]).

Automatic systems and ANNs for facial expression
recognition have also been introduced (Kumari et al. [2015],
Mehta et al. [2018], Li and Deng [2020]). Available databases
mainly cover the six basic emotions: Anger, Fear, Sadness,
Disgust, Surprise and Happiness (Ekman [1992a,b], Ekman
and Friesen [1978]) and a Neutral emotional state. Here, we
considered the Fer+ databases (Goodfellow et al. [2013a],
Barsoum et al. [2016]). This database contains 35,685
grayscale 48x48 pixels images with all the basic emotions
and covering all ages, gender, and ethnicity, the labels are
provided by 10 crowd taggers.

Architecture and Learning Strategies

We follow the work of Mainsant et al. [2021] which
introduces an ANN allowing continual learning without the
requirement of neurogenesis, nor the necessity of an oracle
about learned or data to be learned, as well as data privacy
issues for facial emotion recognition.
In a preliminary step, we performed a feature extraction
employing a pre-trained ResNet50 model provided by Wang
et al. [2018]. A visualization of ResNet50 architecture can
be found in Fig.10. The feature vectors used as input of our
NN architectures were obtained after the flatten operation of
ResNet (indicated by a red rectangle in Fig.10).

The 2048-feature vectors are then fed into the following
fixed architecture:

- input layer of 2048 units corresponding to the size of
features extracted from images;

- hidden layer with 1000 neurons;
- output layer.

We evaluated Dream Net together with the other learning
strategies (as listed in Table 3). Note that the methods do
not entirely share the same architecture: indeed Dream Net
requires an output layer composed of several neurons cor-
responding to the input (Auto-associative or Auto-encoder
part) and several neurons corresponding to the number of
classes (Hetero-associative or part). While this part is used
both for training and evaluation of the model, the Dream
Net activation network at rest is obtained by discarding all
the units coming from the auto-associative part and their
related edges, so that only the part of the ANN directly
involved in the classification task is retained. This guarantees
a fair comparison with the other learning strategies and
architectures.

Dream Net architecture can be divided into three phases:
1. The Learning Net at each learning session, learns real

features from the class of the session and pseudo-
features from the previously learned classes.

2. The Learning Net at the end of the learning session
transfers its weights to Memory Net

3. Memory Net captures the learned function using a re-
injection sampling procedure. The re-injection sam-
pling procedure consists of the following steps: in-
ject a random noise input vector and re-inject the
replication vector obtained at the output of the auto-
associative part of Memory Net at its input and so
on. At each re-injection, Auto and Hetero associa-
tive outputs of Memory Net are conserved to cre-
ate pseudo-examples. After several re-injection, a
pseudo-examples database is obtained that contains
pseudo-features and corresponding pseudo-labels ob-
tained after each re-injection (data from the first
inference is not kept).

A visualization scheme of the Dream Net learning pro-
cedure can be found in Figure 11.

The architecture was sequentially trained with differ-
ent learning strategies and in different learning sessions.
We tested 7 choices of emotion orders so that each class
is learned in the first position, followed by random order
choice.

The different learning configurations are listed in table
4, with the learning orders notated by A: angry, D: disgust,
F: fear, H: happy, S: sad, Su: surprise, and N: neutral.



Table 3
Hyperparameters of the considered model settings. * See Kingma and Ba [2014], *SGD = Stochastic Gradient Descent.

Strategy Hyperparameters
Units in [input, hidden, output] Activation functions Optimizer Loss function

Cumulative* [2048, 1000, 2055] [relu, sigmoid] Adam* Binary Cross-entropy
Finetune* [2048, 1000, 2055] [relu, sigmoid] Adam Binary Cross-entropy
Dream Net [2048, 1000, 2055] [relu, sigmoid] Adam Binary Cross-entropy
Cumulative [2048, 1000, 7] [relu, sigmoid] Adam Binary Cross-entropy

GDumb [2048, 1000, 7] [relu, sigmoid] Adam Binary Cross-entropy
Sample Replay [2048, 1000, 7] [relu, sigmoid] Adam Binary Cross-entropy

EWC [2048, 1000, 7] [relu, sigmoid] Adam Binary Cross-entropy
LwF [2048, 1000, 7] [relu, sigmoid] Adam Binary Cross-entropy
SI [2048, 1000, 7] [relu, sigmoid] Adam Binary Cross-entropy

Finetune [2048, 1000, 7] [relu, sigmoid] Adam Binary Cross-entropy
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Figure 11: Architecture Scheme of Dream Net model. The
Dream Net model learning procedure can be divided into 3
phases indicated as 1, 2, and 3.

The model setting performance evaluation is based on the
last global accuracy and on the metrics proposed in Kemker
et al. [2018].

B. Experimental Details
Following the standard human brain functional con-

nectivity analysis framework, we performed two types of
experiments on the induced graph (𝑁𝑁) of various NNs:
a global setting recognition and a nodal role identification.
For the former, we assumed that the induced graphs of a
NN contained enough information to identify its learning
settings. For the latter, we associated nodal graph statistics
with a functional property of the artificial system. In partic-
ular, we performed a network surgery, by removing hidden

units according to their statistics value. Thus, we evaluated
the 𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 and the 𝑝𝑙𝑎𝑠𝑡𝑖𝑐𝑖𝑡𝑦 performance: if removing
the units had a strong negative effect, thus the units are
considered as critical. In particular, we defined a set of units
as stability-critical (resp. plasticity) if by pruning all its units,
we observed negative changes in terms of stability (resp.
plasticity) performance. If the evaluation performance in the
pruned version is increased, then we defined the unit set as
stability/plasticity-inhibitorial.
B.1. Model setting recognition

Similarly to human brain studies where functional con-
nectivity allows to discriminate across brain states, the first
objective of our analysis was to demonstrate that a graph-
based connectivity analysis of ANNs could discriminate
architectures according to different learning strategies. Par-
ticularly, we explored the possibility of correctly identifying
models whose learning was affected by catastrophic forget-
ting.
Graph features extraction. To this extent, we considered
the induced graphs of each configuration in different learn-
ing settings. We determined the threshold to guarantee in
and out degrees statistics followed a similar distribution (an
example is shown in Fig. 12).

In 𝑇 learning sessions (corresponding to the number of
classes to learn), we determined the induced graph at the end
of each session, thus for each configuration (an architecture,
a learning strategy, a database, and the learning order), we
extract 𝑇 + 1 simple features as follows. First, we define the
Maximum Unit Change in Equation 17.

Maximum Unit Change = max
𝑖∈{1,…,𝐻(𝑙)}
𝑡∈{1,…,𝑇 }

|

|

|

𝑡(𝑖)−𝑡−1(𝑖)
|

|

|

(17)

Since we only have one hidden layer, is it better to simply get
rid of 𝐻(𝑙) notation? where 𝐻(𝑙) is the number of units in
layer 𝑙. Next, we determined the number of units in the tail
of 𝑆𝑡 at each learning session, given by 𝑣𝑡 in Equation 18.

𝑣𝑡 =
∑

𝑖∈{1,…,𝐻(𝑙)}
𝜒 {𝑗|𝑡(𝑗)<𝑄1𝑡}

(𝑖) +𝜒 {𝑗|𝑡(𝑗)>𝑄3𝑡}
(𝑖) (18)



Table 4
List of the trained configuration results on the face emotion recognition database Fer+. Acc: global accuracy after training on
all sessions.

Order Strategy Acc. 𝑠𝑡𝑎𝑏. 𝑝𝑙𝑎𝑠.
(A) ADFHSSuN Cumulative 0.99 1.01 0.67

Cumulative* 0.76 1.03 0.81
Dream Net 0.71 0.81 0.84
Sample Replay 0.57 0.52 0.95
GDumb 0.61 0.57 0.79
EWC 0.10 1.15 0.00
LwF 0.34 0.00 0.83
SI 0.34 0.00 1.00
Finetune* 0.02 0.00 1.00
Finetune 0.032 0.19 0.17

(B) DAHSNSuF Cumulative 0.76 1.00 0.40
Cumulative* 0.76 1.03 0.84
Dream Net 0.77 1.00 0.82
Sample Replay 0.54 0.54 0.26
GDumb 0.52 0.53 0.25
EWC 0.099 0.00 0.17
LwF 0.34 0.19 0.17
SI 0.34 0.19 0.17
Finetune 0.032 0.00 1.00
Finetune* 0.34 0.00 1.00

(C) FHSuDNSA Cumulative 0.78 0.86 0.39
Cumulative* 0.76 1.56 0.81
Dream Net 0.51 1.31 0.32
Sample Replay 0.57 0.68 0.14
GDumb 0.62 0.81 0.27
EWC 0.099 0.00 0.17
LwF 0.34 0.22 0.17
SI 0.34 0.22 0.00
Finetune 0.099 0.00 1.00
Finetune* 0.099 0.00 1.00

(D) HADNSFSu Cumulative 0.76 1.01 0.67
Cumulative* 0.76 0.99 0.81
Dream Net 0.71 1.00 0.86
Sample Replay 0.56 0.54 0.35
GDumb 0.43 1.00 0.40
EWC 0.099 0.00 0.17
LwF 0.34 0.24 0.33
SI 0.34 0.24 0.17
Finetune 0.12 0.00 1.00
Finetune* 0.34 0.00 1.00

⋮ ⋮ ⋮ ⋮ ⋮

Order Strategy Acc. 𝑠𝑡𝑎𝑏. 𝑝𝑙𝑎𝑠.
⋮ ⋮ ⋮ ⋮ ⋮
(E) SNDFSuAH Cumulative 0.77 0.52 0.50

Cumulative* 0.77 1.00 0.85
Dream Net 0.71 0.99 0.90
Sample Replay 0.37 0.60 0.33
GDumb 0.37 0.80 0.25
EWC 0.099 0.00 0.17
LwF 0.34 0.23 0.17
SI 0.34 0.23 0.00
Finetune 0.26 0.00 1.00
Finetune* 0.36 0.00 1.00

(F) SuDFNHAS Cumulative 0.76 0.33 0.57
Cumulative* 0.76 1.00 0.86
Dream Net 0.71 0.93 0.92
Sample Replay 0.41 0.68 0.30
GDumb 0.34 0.66 0.41
EWC 0.099 0.00 0.17
LwF 0.34 0.20 0.17
SI 0.34 0.20 0.00
Finetune 0.13 0.00 1.00
Finetune* 0.13 0.00 1.00

(G) NDSuFHSA Cumulative 0.76 0.77 0.68
Cumulative* 0.76 1.00 0.83
Dream Net 0.56 0.79 0.58
Sample Replay 0.34 0.84 0.20
GDumb 0.34 0.77 0.43
EWC 0.099 0.51 0.17
LwF 0.34 0.61 0.00
SI 0.34 0.20 0.17
Finetune 0.098 0.00 1.00
Finetune* 0.098 0.00 1.00

𝑄1𝑡, 𝑄3𝑡 are the first and third quartiles of 𝑡(𝑗) distri-
bution. In general, we can expect 𝑡(𝑖) to be positive. Yet,
a node hosting a negative flow may exist. It corresponds
to a neuron receiving little information and spreading it
irrespective to all output units. Vice versa, a very high 𝑡(𝑖)value represents a neuron aggregating multiple information
into a few output units.

Then, the extracted graph feature Maximum Unit Change
represents the maximum consecutive change in the flow of
one hidden neuron across task learning 𝑡 . Each 𝑣𝑡 quantifies
the number of units in the hidden layer whose flow does not
belong to its interquartile range.

Clustering. Given the 𝑇 + 1 features per configuration,
we determined the principal components and perform a
DBSCAN or a K-Means Clustering algorithm in the reduced
space. Thus, we evaluated the consensus score by computing
the adjusted rand index where the true labels are given
by the learning strategies or by two classes affected by
catastrophic forgetting, not affected which corresponds to
the configurations where 𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 < 0.5, 𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ≥ 0.5.
B.2. Network Surgery: Nodal Role Identification

We are interested in determining the behavior of hidden
units according to their value in 𝑡(𝑖). In particular, for each
model and configuration NN, we notate the ordered list of
trained networks as ℕℕ = (NN0,NN1,… ,NN𝑡,… ,NN𝑇 ).



Figure 12: Example of in (green) and out (red) degree
distributions in the induced graph of an activation network
at rest.

At each learning session 𝑡, we extract the associated induced
graph and compute for each hidden unit 𝑖 the statistics 𝑡(𝑖).Thus, we compute the first and third quartiles 𝑄1𝑡, 𝑄3𝑡. We
notate 𝐷 the depth of the NN and 𝐻𝐴 the number of units
in the auto-associative part of the output layer. In our ex-
periments, we have the parameters: 𝐷 = 3,𝐻𝐴 = 0,𝐻(𝑙 =
hidden layer) = 574 in the handwritten digit recognition task
and 𝐷 = 3,𝐻𝐴 = 0∕2048,𝐻(𝑙 = hidden layer) = 1000 in
the face emotion recognition task, with 𝐻𝐴 = 2048 for the
Dream Net architecture.

We propose the following definitions. First, a version
ℕℕ𝜏 = (NN0,𝜏 ,NN1,𝜏 ,⋯NN𝑇 ,𝜏 ) which only preserves
the weights of units outside the interquartile in-out degree
interval, namely in the tail 𝜏.

NN𝑡,𝜏 is thus, the neural network with all synaptic
weights equal to the not-pruned version at session 𝑡 NN𝑡

( 𝐰𝑙,𝑙+1
𝑖,𝑗 (𝑡)), except for the synaptic weights of the hidden

layer units 𝑖 whose 𝑆𝑡(𝑖) is in the interquartile which is fixed
to zero, as follows:

𝐰(𝜏)𝑙,𝑙+1
𝑖,𝑗 =

{

0 𝑄1𝑡 < 𝑡(𝑖) < 𝑄3𝑡
𝐰𝑙,𝑙+1

𝑖,𝑗 (𝑡) otherwise . (19)

Second, a complementary version of the previous one,
which discards the weights of units in the tail. We notate
this version ℕℕ𝜏 = (NN0,𝜏 ,NN1,𝜏 ,⋯ ,NN𝑇 ,𝜏 ).

NN𝑡,𝜏 is the neural network with synaptic weights

𝐰(𝜏)𝑙,𝑙+1
𝑖,𝑗 =

{

𝐰𝑙,𝑙+1
𝑖,𝑗 (𝑡) 𝑄1𝑡 < 𝑡(𝑖) < 𝑄3𝑡
0 otherwise , (20)

with 𝐰𝑙,𝑙+1
𝑖,𝑗 (𝑡) the synaptic weights of the standard not-

pruned trained networks NN𝑡. A schematic visualization of
these pruned version is shown in Fig. 13.

C. Related Works
Complex network tools have been used for the char-

acterization of trained and untrained ANNs. In (La Malfa

et al. [2021, 2022]), the authors apply complex network
theory to deep ANNs, having different layers configuration
(fully connected, convolution layer, etc.). Their ANNs char-
acterization is based on metrics distribution over weighted
directed graphs. As an alternative, our approach is inspired
by brain network analysis (Richiardi et al. [2013], Fornito
et al. [2013], De Vico Fallani et al. [2017], and based on
binary networks. By focusing on the degree nodal statistics,
we introduce a fine characterization at the neuron level.

A motif discovery process is proposed in (Zambra et al.
[2020]), where the authors characterize multi-layer percep-
tron learning by detecting different patterns of connection of
groups of four or five units. Their method is used to compare
different weights initialization in multi-class classification.
While the proposed framework has promising results, the
motif search can become computationally expensive while
the dimension of ANN increases (Masoudi-Nejad et al.
[2012], Patra and Mohapatra [2020]). In their application,
the ANN size appears quite small (30-20 units and 3 layers).
We introduce a less costly framework based on simple and
intuitive metrics.

Next, the work (Scabini and Bruno [2021]) extends com-
plex network techniques to detect different neuron types and
to relate their presence to the performance of fully connected
neural networks. Their framework considers only weighted
graphs and an Offline learning setting.

A different graph model definition is proposed in (Hanczar
et al. [2020]), where the ANN decision process for a binary
classification task is based on the definition of a relevance
network per class, obtained through the computation of
the layer-wise relevance propagation (LRP) score (Bach
et al. [2015]). While LRP has been defined and it is mainly
used to determine input features contributing to the final
classification, the authors originally propose to use the
class relevance network as a human-understandable deci-
sion process. Their approach associates each unit with the
final decision, providing a human-understandable decision
process but requires expert knowledge insertion.

Finally, a new approach has been proposed in (Corneanu
et al. [2019]) by the definition of a functional network
obtained by the computation of Pearson correlation among
activation units. Multiple instances of functional networks
across training epochs are then compared using topological
metrics in order to assess the model evolution during the
learning process. In their approach, the ANN model is
treated as a structural network and its weights and architec-
ture are not considered.

D. Supplementary Results
D.1. Clustering Results

Figures 14, 15 compare the true configuration labels
with the assigned clusters in the reduced spaces. With the
extracted graph features, it is possible to detect the occur-
rence of the catastrophic forgetting phenomenon and in the
smallest architecture, we can detect the different learning
strategies.
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Figure 13: Schematic visualization of the pruning versions. Gray units correspond to the not-pruned ones.

D.2. Network Surgery
Figures 16 and 17 show the network surgery results in

all the considered configurations.
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Figure 14: Visualization of the cluster labels (Left) obtained by applying KMeans (Top: K=2, Bottom: K=4) in the reduced space
of the Handwritten Recognition task and their ground truth (Right).
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Emotion Recognition task and their ground truth (Right).
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Figure 16: Network surgery results for all the considered orders and strategies on MNIST task. See the legend of Figure 5.
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Figure 17: 𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (Left) and 𝑃 𝑙𝑎𝑠𝑡𝑖𝑐𝑖𝑡𝑦 (Center) performances on emblematic configurations on face emotion recognition task
in their pruned versions. For all different orders (see Tab. 4) of learning sessions, we report the performance of the standard
model ℕℕ in plain black line. The change in the performance when the model is pruned is reported for the two different pruning
versions and colored. (Right): average local accuracy performances at different learning sessions. For the standard ℕℕ and the
pruned models ℕℕ𝜏 ,ℕℕ𝜏 the accuracy for the last learned class across learning sessions is reported with its confidence interval
for all studied configurations.


