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#### Abstract

We study inductive matrix completion (matrix completion with side information) under an i.i.d. subgaussian noise assumption at a low noise regime, with uniform sampling of the entries. We obtain for the first time generalization bounds with the following three properties: (1) they scale like the standard deviation of the noise and in particular approach zero in the exact recovery case; (2) even in the presence of noise, they converge to zero when the sample size approaches infinity; and (3) for a fixed dimension of the side information, they only have a logarithmic dependence on the size of the matrix. Differently from many works in approximate recovery, we present results both for bounded Lipschitz losses and for the absolute loss, with the latter relying on Talagrand-type inequalities. The proofs create a bridge between two approaches to the theoretical analysis of matrix completion, since they consist in a combination of techniques from both the exact recovery literature and the approximate recovery literature.


## Introduction

Matrix Completion (MC), the problem which consists in predicting the unseen entries of a matrix based on a small number of observations, presents the rare combination of (1) a rich mathematical playground rife with fundamental unsolved problems, and (2) a wealth of unexpected applications in lucrative and meaningful fields, from Recommender Systems Yao and Kwok| 2019, Chen and Li 2017; Aggarwal 2016) to the prediction of drug interaction (Li et al. |2015).

One of the most celebrated algorithms for standard matrix completion is the Softimpute algorithm (Mazumder, Hastie, and Tibshirani 2010), which solves the following optimization problem:

$$
\begin{equation*}
\min _{Z \in \mathbb{R}^{m \times n}} \frac{1}{2}\left\|P_{\Omega}(Z-R)\right\|_{\mathrm{Fr}}^{2}+\lambda\|Z\|_{*} \tag{1}
\end{equation*}
$$

where $P_{\Omega}$ denotes the projection on the set $\Omega$ of observed entries, $R$ is the ground truth matrix, $\|\cdot\|_{*}$ denotes the nuclear

[^0]norm (the sum of the matrix's singular values) and $\|\cdot\|_{\mathrm{Fr}}$ denotes the Frobenius norm. The idea of the algorithm is to encourage low-rank solutions in a similar way to how $L^{1}$ regularization encourages component sparsity. The parameter $\lambda$ must be tuned with cross-validation.

Inductive matrix completion (IMC) (Herbster, Pasteris, and Tse 2019; Zhang, Du, and Gu 2018; Menon and Elkan 2011; Chen et al. 2012) is another closely related model which assumes that additional information is available in the form of feature vectors for each user (row) and item (column). It assumes that the side information is summarized in matrices $X \in \mathbb{R}^{m \times a}$ and $Y \in \mathbb{R}^{n \times b}$. IMC then optimizes the following objective function

$$
\begin{equation*}
\min _{M \in \mathbb{R}^{a \times b}} \frac{1}{N}\left\|P_{\Omega}\left(X M Y^{\top}-R\right)\right\|_{\mathrm{Fr}}^{2}+\lambda\|M\|_{*} \tag{2}
\end{equation*}
$$

An interesting question is whether one can provide sample complexity guarantees for the optimization problem above. Typically, doing so requires minor modification to the problem for technical convenience. There are several such analogues optimization problems (1) and (2), depending on the type of statistical guarantee expected and the assumptions: in exact recovery (with the assumption of perfectly noiseless observations), the Frobenius norm is replaced by a hard equality constraint, whilst in approximate (noisy) recovery, the nuclear norm regrulariser is replaced by a hard contraint.

More precisely, exact recovery results study the following hard version of the optimization problem:

$$
\begin{align*}
& \min _{Z \in \mathbb{R}^{m \times n}}\|Z\|_{*} \quad \text { subject to } \\
& Z_{i, j}=R_{i, j} \quad \forall(i, j) \in \Omega \tag{3}
\end{align*}
$$

In the case of IMC, the equivalent hard version is:

$$
\begin{align*}
& \min _{M \in \mathbb{R}^{a \times b}}\|M\|_{*} \quad \text { subject to } \\
& {\left[X M Y^{\top}\right]_{i, j}=R_{i, j} \quad \forall(i, j) \in \Omega} \tag{4}
\end{align*}
$$

The study of problem (3) is the earliest branch of the related literature: it was shown in a series of papers (Candès and Tao

2010; Candès and Recht 2009, Recht 2011, to name but a few) that if the number of samples is $\geqslant \widetilde{O}(n r)$ (where $r$ is the rank and $n$ is the size of the matrix, i.e. the number of rows or columns, which ever is larger), then it is possible to recover the whole matrix exactly with high probability as long as the entries are sampled uniformly at random. There has also been some more recent interest in the problem (4): it was shown in (Xu, Jin, and Zhou 2013) that assuming the side information $X, Y$ is made up of orthonormal columns, exact recovery is possible as long as the number of samples $N=|\Omega|$ satisfies $\widetilde{O}(a r) \leqslant N \leqslant \widetilde{O}(a b r)$. Here, the $\widetilde{O}$ notation hides logarithmic factors in all relevant quantities (including the size $m \times n$ of the matrix).

Approximate recovery results typically study modified problems such as the problem below, for which Equation (1) can be interpreted as a Lagranian form):

$$
\begin{gather*}
\min _{Z} \frac{1}{|\Omega|} \sum_{(i, j) \in \Omega} \ell\left(R_{i, j}, Z_{i, j}\right) \quad \text { subject to } \\
\|Z\|_{*} \leqslant \mathcal{M} \tag{5}
\end{gather*}
$$

for some loss function $\ell$ which is typically assumed to be bounded and Lipschitz, and some constant $\mathcal{M}$ which must be tuned through cross-validation in a way analogous to the tuning of $\lambda$ in equation (1) in real-life applications. In the case of IMC, the equivalent problem is:

$$
\begin{gather*}
\min _{M} \frac{1}{|\Omega|} \sum_{(i, j) \in \Omega} \ell\left(\left[X M Y^{\top}\right]_{i, j}, Z_{i, j}\right) \quad \text { subject to } \\
\|M\|_{*} \leqslant \mathcal{M} \tag{6}
\end{gather*}
$$

Approaching the problem this way allows one to deploy the machinery of Rademacher complexities from traditional statistical learning theory to obtain uniform bounds on the generalization gap of any predictor in the given class. Using such techniques, bounds of $\widetilde{O}\left(\sqrt{\frac{n r}{N}}\right)$ (resp. $\widetilde{O}\left(a^{2} r / \sqrt{N}\right)$, more recently $\left.\widetilde{O}\left(\sqrt{\frac{a r}{N}}\right)\right)$ were shown for approximate recovery MC (resp. IMC) under uniform sampling (MC: see (Shamir and Shalev-Shwartz 2011, 2014), IMC, see (Chiang, Dhillon, and Hsieh |2018; Ledent et al. 2021), cf. also related works). In the distribution-free case, the corresponding rates are $\widetilde{O}\left(\sqrt{\frac{n^{3 / 2} r^{1 / 2}}{N}}\right)$ and $\widetilde{O}\left(\sqrt{\frac{a^{3 / 2} r^{1 / 2}}{N}}\right)$.

The above rates do not make any assumptions on the noise whatsoever, and depend only on explicit dimensional quantities: they are classified as "uniform convergence" bounds in the classic paradigm of statistical learning theory. In particular, while they do also apply to the noiseless case, they are subsumed by the exact recovery results in this case provided the exact recovery threshold is reached.

Thus the most striking hole in the existing theory is the chasm between exact recovery and approximate recovery in Inductive Matrix Completion: on the one hand, we know that if the entries are observed exactly, solving problem (4) will eventually recover the whole matrix exactly with high probability given enough entries. On the other hand, we know from the approximate recovery literature that regardless of the noise distribution, solving a properly cross-validated version of problem (6) will allow us to approach the Bayes
error at speed at least $1 / \sqrt{N}$ as we observe more entries. It seems reasonable to expect that in real life, neither of these approaches fully explains the statistical generalization landscape of the problem: we never expect to observe the entries exactly, and the ground truth is probably not exactly low-rank either, but we still do not expect convergence to the Bayes error to be as slow as in the worst case. What would be more reasonable to expect is a sharp decline of the error around a threshold value before which no method can work even if the entries are observed exactly, followed by a slower decline as the model refines its predictions and evens out the noise in the observations. This can be observed practically as well, as can be seen from Figure 1 in the experiments section: the decay of the error as the number of samples increases is neither convex (unlike the functions $1 / \sqrt{N}$ and $1 / N$ ), nor completely abrupt (as exact recovery results suggest), which indicates the presence of a threshold phenomenon.

In this paper, we theoretically capture this phenomenon through generalization error bounds for the solutions to problem (2) when the ground truth matrix is observed with some subgaussian noise of subgaussianity constant $\sigma$. In addition, our results completely remove the orthogonality assumptions on the side information matrices $X, Y$ which are present in the related work ( Xu , Jin, and Zhou 2013), thus improving the state of the art even in the exact recovery case.

In summary, we make the following important contributions:

1. We prove (cf. Theorem 1 ) that exact recovery is possible for IMC (when the entries are observed exactly) with probability $1-\Delta$ given $\widetilde{O}\left(\mu^{5} r^{2}(a+b) \sigma_{0}^{-4} \log \left(\frac{m n}{\Delta}\right)\right)$ samples or more. This is a significant extension of the results in (Xu, Jin, and Zhou 2013) in that we remove most many of their assumptions. In the formula above, $\mu$ is a measure of incoherence, and $\sigma_{0}$ denotes the smallest singular value of $X$ or $Y$ assuming they are normalized so that the largest singular value is 1 in each case. This means that after suitable scaling, $\sigma_{0}$ can be replaced by the ratio between the largest and smallest singular values of either $X$ or $Y$. The presence of this factor underpins one of the main differences between (Xu, Jin, and Zhou 2013) and our work. Indeed, the most limiting assumption in (Xu, Jin, and Zhou 2013) is that the columns of the side information matrices $X$ and $Y$ are orthonormal, which is equivalent to assuming that $\sigma_{0}=1$.
2. We experimentally observe the two-phase phenomenon described above via synthetic data experiments.
3. We prove generalization bounds (cf. Theorem 2) which capture this phenomenon in the case of bounded loss functions such as the truncated $L^{2}$ loss. Indeed, we show that as long as $N$ exceeds the threshold from the exact recovery result, the expected loss scales as $\widetilde{O}\left(\sigma_{0}^{-2} \sigma \mu \frac{\sqrt{a^{3} b}}{\sqrt{N}} \log ^{3}(N / \Delta)\right)$, where $\sigma$ is the subgaussianity constant of the noise. If $\sigma$ is very small, this implies that before the exact recovery threshold (ERT) is reached, the best available bounds are the uniform convergence bounds (which are vacuous at that regime), whereas as soon as the ERT is crossed, our bounds become valid
and already have a small value, which continues to drop further as the number of samples increases. This partially explains the sharp drop in the reconstruction error around the ERT even in the noisy case.
4. Using Talagrand-type inequalities, we further prove a similar result (cf. Theorem 3) which applies to the absolute loss $\ell(x, y)=|x-y|$, despite the fact that it is unbounded.
Note as a side benefit that both of the last two results apply to the Lagrangian formulation of the IMC problem, unlike most of the existing literature on approximate recovery.

Our second result creates a bridge between the approximate recovery literature and the exact recovery literature: as the subgaussianity constant of the noise $\sigma$ converges to zero, so does the error: the result then reduces to our exact recovery result. Furthermore, our proof techniques also marry both approaches: we rely both on the geometry of dual certificates (the tool of choice in the exact recovery literature) and Rademacher complexities to reach our result. Beyond our current preliminary results, we believe that the direction we initiate here will prove fertile and that many improved results can be proved, bringing us closer to a complete understanding of the sample complexity landscape of nuclear norm based Inductive Matrix Completion.

## Related work

Perturbed exact recovery with the nuclear norm: For Matrix Completion without side information, bounds which capture the two-phase phenomenon by incorporating a multiplicative factor of the the variance of the noise have been shown: in (Candès and Plan 2010), a bound of order $O\left(\sqrt{\frac{n^{3}}{N}} \sigma+\sigma\right)$ is shown for the $L^{2}$ generalisation error of matrix completion with noise of variance $\sigma$ (Cf. equation III. 3 on page 7). The proof relies on a perturbed version of the exact recovery arguments presented in (Candès and Tao 2010). The result considers a different loss function and does not consider side information and the proof is purely based on directly computing various norms without relying on Rademacher complexities. In a recent and very impressive contribution (Chen et al. 2020) provided some bounds in the same setting with a finer multiplicative dependency on the size of the matrix $n$ that matches the order of magnitude of the exact recovery threshold (when expressed in terms of sample complexity). The proof is very involved and contrary to our work, the results do not apply to inductive matrix completion.
Exact recovery with the nuclear norm: In (Recht 2011), extending and simplifying earlier work of (Candès and Tao 2010; Candès and Recht 2009), the author proves that exact recovery is possible for matrix completion with the nuclear norm with $\widetilde{O}(n r)$ entries. The result is extended to the case where side information is present in (Xu, Jin, and Zhou 2013) where it is shown exact recovery is possible with $\widetilde{O}((a+b) r)$ observations, where $a, b$ are the sizes of the side information. However, the result only applies as long as this side information consists of orthonormal columns, significantly reducing the applicability. Other variations of the results exist
with improved dependence on certain parameters such as the incoherence constants (Chen|2015).
Perturbed exact recovery for other algorithms in learning settings other than nuclear norm minimization, there is some work with low-noise regimes where the bounds also approach zero as the noise approaches zero (for large enough $N)$. For instance, some work on max norm regularisation has this property (Cai and Zhou 2016). Some results of order $\widetilde{O}\left(\sigma \sqrt{\frac{n r}{N}}\right)$ were also obtained for matrix completion with a special algorithm that requires explicit rank restriction $\overline{\mathrm{Ke}}-$ shavan, Montanari, and Oh 2009; Wang et al. 2021).
Approximate recovery results: There is a wide body of works proving uniform-convergence type generalization bounds for various matrix completion settings. the vast majority are of order $\widetilde{O}(1 / \sqrt{N})$, with most bounds differing from each other in their dependence on other quantities such as $m, n, r, \mu, \sigma$ and (in IMC) $a, b$. For matrix completion, (Shamir and Shalev-Shwartz 2011, 2014) proves bounds of order $\widetilde{O}\left(\sqrt{\frac{n^{3 / 2} r^{1 / 2}}{N}}\right)$ in the distribution-free setting with replacement, as well as $\widetilde{O}\left(\frac{n r \log (n)}{N}+\sqrt{\frac{\log (1 / \delta)}{N}}\right)$ in the transductive setting (i.e. for uniform sampling without replacement). In the case of inductive matrix completion, rates of $\widetilde{O}\left(\sqrt{\frac{r a b}{N}}\right)$ were shown in (Chiang, Dhillon, and Hsieh 2018; Chiang, Hsieh, and Dhillon 2015; Giménez-Febrer, Pagès-Zamora, and Giannakis 2020) in a distribution-free situation, whilst (Ledent et al. 2021) provides rates of order $\widetilde{O}\left(\sqrt{\frac{r a}{N}}\right)$ and $\widetilde{O}\left(\sqrt{\frac{r^{1 / 2} a^{3 / 2}}{N}}\right)$ in the uniform sampling and distribution-free cases respectively. Similar rates were implicitly proved in the more algorithmic contribution (Ledent, Alves, and Kloft |2021) under very strict assumptions on the side information $X, Y$. It is also worth noting that although the component of our result which involves the subgaussianity of the noise is vacuous when the size of the side information approaches that of the matrix, that is also the case of every approximate recovery result for IMC to date except the very recent paper (Ledent et al. 2021), whose results are also uniform convergence bounds. Our bounds are far tighter those in all of those works when the noise is small.
Matrix sensing: Matrix sensing is a learning setting with some similarities to inductive matrix completion where rankone measurements $\left\langle v w^{\top}, R\right\rangle$ of an unknown matrix $R$ are taken, and the matrix $R$ is estimated. There are a wide variety of results depending on the assumptions on the matrix and the sampling distribution (Gross et al. 2010, Kueng, Rauhut, and Terstiege 2017; Tanner, Thompson, and Vary 2019; Zhong, Jain, and Dhillon 2015). In most cases, the measurements are sampled i.i.d. from some distribution, which introduces some substantial technical differences to the IMC setting. Often, the underlying measurements need to satisfy the restricted isometry property, which is not directly comparable to the joint incoherence assumptions on the side information matrices made in this paper and in the IMC literature. In addition, most results relate to pure exact recovery rather than a low-noise model such as the one studed here.

## Notation and setting

We assume there is an unknown ground truth matrix $R \in$ $\mathbb{R}^{m \times n}$ that we observe noisily. To draw a sample from the distribution, we first sample an entry $\xi=\left(\xi_{1}, \xi_{2}\right)=(i, j)$ from the uniform distribution over $[m] \times[n]$. We then observe the quantity $R_{(i, j)}+\zeta_{(i, j)}$ where $\zeta_{(i, j)}$ is the noise, whose distribution can depend on the entry $(i, j)$. The samples are drawn i.i.d.

We suppose we have a training set of $N$ samples and we write $\Omega$ for the set of sampled entries $\xi^{1}, \xi^{2}, \ldots, \xi^{N}$. It is possible to sample the same entry several times (which results in potentially different observations due to the i.i.d. nature of the noise). However, for simplicity of notation we will sometimes write $\sum_{(i, j) \in \Omega} f\left(R_{(i, j)}\right)$ instead of $\sum_{\xi \in \Omega} f\left(R_{\xi_{1}, \xi_{2}}, \xi\right)$ as long as no ambiguity is possible. We are given two side information matrices $X \in \mathbb{R}^{m \times a}$ and $Y \in \mathbb{R}^{n \times b}$. Throughout this paper, $\|\cdot\|$ denotes the spectral norm, $\|\cdot\|_{\text {Fr }}$ denotes the Frobenius norm, $\|\cdot\|_{*}$ denotes the nuclear norm, and for any integer $l,[l]=\{1,2, \ldots, l\}$.

We make the following assumptions throughout the paper:
Assumption 1 (Realizability). There exists a matrix $M_{*} \in$ $\mathbb{R}^{a \times b}$ such that $R=X M_{*} Y^{\top}$.
Assumption 2 (Assumptions on the subgaussian noise). We assume the noise is $\sigma$ subgaussian: $\mathbb{E}(\zeta)=0$ and $\mathbb{P}(|\zeta| \geqslant$ $t) \leqslant 2 \exp \left(-t^{2} /\left(2 \sigma^{2}\right)\right)$ for all $t$.

We will write $\bar{X}$ and $\bar{Y}$ for the matrices obtained by normalizing the columns of $X, Y$ and we will write $\Sigma_{1}, \Sigma_{2}$ for the diagonal matrices containing the singular values of $X, Y$. Similarly we will also write $\overline{\bar{X}}=\bar{X} \Sigma_{1}$ etc.

We also make the following incoherence assumption.
Assumption 3. There exists a constant $\mu$ such that the following inequalities hold.

$$
\begin{align*}
\|\bar{X}\|_{\infty} & \leqslant \sqrt{\frac{\mu}{m}}, \quad\|\bar{Y}\|_{\infty} \leqslant \sqrt{\frac{\mu}{n}} \\
\|A\|_{\infty} & \leqslant \sqrt{\frac{\mu}{a}}, \quad\|B\|_{\infty} \tag{7}
\end{align*} \leqslant \sqrt{\frac{\mu}{b}}
$$

Here the matrices $A, B$ are from the SVD decomposition of the ground truth core matrix $M_{*}=A D B^{\top}$ for some diagonal $D$.

Note that we do not make the assumption that the matrices $X, Y$ have orthonormal columns (and in particular constant spectrum) as in (Xu, Jin, and Zhou 2013). Therefore, to cope with such extra difficulty (7) is needed in the general non orthogonal case. Whilst that reference simply assumes that the column spaces of $X, Y$ are $\mu$ incoherent, our assumption requires that each individual eigenspace corresponding to each singular value of $X, Y$ and $M$ be $\mu$-incoherent. In the supplementary we explain to what extent this slightly stronger assumption is necessary in the non-orthogonal case.
Optimization problem: whether considering inductive matrix completion or matrix completion with the nuclear norm, it is common to assume that the entries are sampled exactly (without noise) and that the algorithm used to recover the ground truth is the following:

$$
\begin{equation*}
\arg \min \left(\|M\|_{*} \text { s.t. } \forall(i, j) \in \Omega,\left[X M Y^{\top}\right]_{i, j}=R_{i, j}\right) \tag{8}
\end{equation*}
$$

This is also the optimization problem we study in the exact recovery portion of our results.

In real situations where there is some noise, some relaxation of the problem is necessary. From an optimization perspective, the most common strategy is to minimize the $L^{2}$ loss on the observed entries plus a nuclear norm regularisation term:

$$
\begin{equation*}
\min \frac{1}{N} \sum_{\xi \in \Omega}\left|\left[R_{\xi}+\zeta_{\xi}\right]-X M Y^{\top}\right|^{2}+\lambda\|M\|_{*} \tag{9}
\end{equation*}
$$

where $\lambda$ is a regularization parameter. The problem we will consider in this paper is the one defined by equation C.1. We will also need to impose the following conditions on $\lambda$ :

$$
\begin{equation*}
\frac{\sigma \sigma_{0}^{2}}{C \sqrt{a N}} \leqslant \lambda \leqslant \frac{C \sigma \sigma_{0}^{2}}{\sqrt{a N}} \tag{10}
\end{equation*}
$$

for some constant $C$. It is assumed that $\lambda$ has been crossvalidated to reach a value which satisfies these conditions.

## Main results

## Exact recovery

We have the following extension of the main theorem in $\overline{\mathrm{Xu}}$, Jin, and Zhou|2013):
Theorem 1. Assume that the entries are observed without noise and that the strong incoherence assumption (7) is satisfied for a fixed $\mu$. For any $\Delta>0$ as long as

$$
N \geqslant \widetilde{O}\left(\mu^{5} r^{2}(a+b) \sigma_{0}^{-4} \log \left(\frac{m n}{\Delta}\right)\right)
$$

with probability $\geqslant 1-\Delta$ we have that any solution $M_{\min }$ to the optimization problem below

$$
\begin{gather*}
M_{\min } \in \arg \min \|M\|_{*} \quad \text { s.t. } \\
\forall(i, j) \in \Omega, \quad\left[X M Y^{\top}\right]_{i, j}=R_{i, j} \tag{11}
\end{gather*}
$$

satisfies

$$
X M_{\min } Y^{\top}=R
$$

Here, as usual, the $\widetilde{O}$ notation hides further log terms in the quantities $m, n, \sigma_{0}^{-1}, \log \left(\frac{m n}{\Delta}\right)$.

Remark: The above optimization problem can be seen as a limiting case of C. 1 with $\lambda \rightarrow 0$.
Remark: The above theorem has several advantages over the main theorem in (Xu, Jin, and Zhou 2013):

1. It is expressed entirely in terms of a fixed high probability $1-\Delta$ (as opposed to relying on dimensional quantities in the expression for the high probability).
2. It works without assuming that the side information matrices have unit singular values. This is quite a significant improvement as the result in (Xu, Jin, and Zhou 2013) only holds when the side information matrices belong to a given set of measure zero. There is a quadratic dependence on $\sigma_{0}^{-1}$ (the inverse of the smallest singular value of either $X$ or $Y$ ), which matches the dependence in (Jain and Dhillon 2013) (although that paper works with a completely different optimization problem away from traditional nuclear norm regularization).
3. It holds for any value of $N$, whereas the result in Xu, Jin, and Zhou 2013) required $N \leqslant \widetilde{O}(a b r)$ and the result in (Recht 2011) (which concerns standard MC without side information) required $N \leqslant m n$.

## Approximate recovery in a low-noise setting

Below we present theorems which provide generalization bounds for the IMC model (2) with the favourable property that they improve when the noise is reduced, and they reduce exactly to the exact recovery result when $\sigma=0$.

The following theorem provides a generalization bound of order $\widetilde{O}\left(a^{3 / 2} \sqrt{b} \mu \sigma_{0}^{-2} \sigma \sqrt{\frac{1}{N}}\right)$ for a bounded Lipschitz loss.
Theorem 2. Let $\ell$ be an $\mathrm{L}_{\ell}$-Lipschitz loss function bounded by $B_{\ell}$. Assume that condition (10) on $\lambda$ holds. For any $\Delta>0$, with probability $1-\Delta$ as long as

$$
N \geqslant \widetilde{O}\left(\mu^{5} r^{2}(a+b) \sigma_{0}^{-4} \log \left(\frac{m n}{\Delta}\right)\right)
$$

we have the following bound on the performance of the solution $\widehat{R}$ to the optimization problem (2):
$\mathbb{E}_{(i, j) \sim \mathcal{U}}\left(\ell\left(\widehat{R}_{(i, j)},[R+\zeta]_{(i, j)}\right)\right) \leqslant$
$O\left(a^{3 / 2} \sqrt{b} \mu \sigma_{0}^{-2} \sigma \mathrm{~L}_{\ell} \log ^{3}\left(\frac{N m n}{\Delta}\right) \sqrt{\frac{1}{N}}+B_{\ell} \frac{\log \left(\frac{1}{\Delta}\right)}{N}\right)$,
where $\mathcal{U}$ stands for the uniform distribution on the entries $[m] \times[n]$.

Next, our proof techniques also allow us to prove results which apply to the absolute value loss, despite the fact that it is unbounded. Indeed, a bound of order $\sqrt{N}$ on the nuclear norm of the difference between the solution and the ground truth is a byproduct of the approximations we perform before applying Rademacher arguments. It can also be used to provide a bound on the effective value of $B_{\ell}$, still yielding an overall rate of $1 / \sqrt{N}$ thanks to the fact that the last term in equation (13) has the strong decay $1 / N$. This is a result of our use of the more fine-grained, talagrand-type results from (Bartlett, Bousquet, and Mendelson 2005) and would not have been possible if we had used standard results on Rademacher complexities such as Bartlett and Mendelson 2001).

Theorem 3. Assume that condition (10) on $\lambda$ holds. For any $\Delta>0$, with probability $1-\Delta$ as long as

$$
N \geqslant \widetilde{O}\left(\mu^{5} r^{2}(a+b) \sigma_{0}^{-4} \log \left(\frac{m n}{\Delta}\right)\right)
$$

we have

$$
\begin{align*}
& \mathbb{E}_{(i, j) \sim \mathcal{U}}\left|\widehat{R}_{(i, j)}-[R+\zeta]_{(i, j)}\right| \leqslant \\
& O\left(a^{3 / 2} \sqrt{b} \mu \sigma_{0}^{-2} \sigma \mathrm{~L}_{\ell} \log ^{3}\left(\frac{N m n}{\Delta}\right) \sqrt{\frac{1}{N}}\right) \tag{13}
\end{align*}
$$

Here, $\mathcal{U}$ stands for the uniform distribution on the entries $[m] \times[n]$.

## Proof strategy

The main ideas of our proof are (1) to redefine a norm on $\mathbb{R}^{m \times n}$ matrices that captures the effect of the side information matrices, and (2) to combine proof techniques from both the approximate recovery literature and the exact recovery literature: we perturb the analysis from the exact recovery literature to obtain a bound on the discrepancy between the ground truth and the recovered matrix, and then bootstrap the argument by exploiting the i.i.d. nature of the noise and results from traditional complexity analysis to yield a generalization bound.

In this informal description, we sometimes write formulae with such as $P_{\Omega}(\widehat{R}-R)$, denoting the projection of $\widehat{R}-R$ onto the set of matrices whose non zero entries are in $\Omega$, which requires assuming that each entry was sampled only once. However, this assumption is made purely for simplicity of exposition and it is not made or needed in the formal proofs in the supplementary.

## Background on existing techniques

The main strategy of the proof of the exact recovery results in both ( Xu , Jin, and Zhou 2013) and (Recht 2011), which goes back to earlier work (Candès and Tao 2010; Candès and Recht 2009, Candès and Plan 2010) is to use the duality between the nuclear norm and the spectral norm to study the behavior of the nuclear norm around the ground truth.

It is easiest to explain the strategy in the case of standard matrix completion (as in Recht|2011, Candès and Plan 2010 etc.). For a given matrix $R$ with singular value decomposition $E D F^{\top}$, if the columns and rows of $W$ are orthogonal to those of $R$ and it satisfies $\|W\| \leqslant 1$, the matrix $\mathcal{Y}:=E F^{\top}+$ $W$ is a subgradient to the nuclear norm at $R$, and a solution to the maximization problem

$$
\begin{aligned}
& \max _{\mathcal{Y}}\langle\mathcal{Y}, R\rangle \quad \text { subject to } \\
& \|\mathcal{Y}\| \leqslant 1
\end{aligned}
$$

The subgradients as above allow us to understand the local behavior of the nuclear norm around the ground truth, and one of the most important observations in the early exact recovery analysis of matrix completion is that exact recovery is guaranteed if there exists such a subgradient whose non zero entries are all in the set of observed entries and whose spectral norm is $<1$. A subgradient with this property is referred to as a dual certificate. Indeed, we have the following result from (Candès and Plan 2010):
Lemma 4. If there exists a dual certificate $\mathcal{Y}$, then for any $Z$ with $Z_{i, j}=0 \quad \forall(i, j) \in \Omega$ we have

$$
\begin{equation*}
\|R+Z\|_{*} \geqslant\|R\|_{*}-\left(1-P_{T^{\top}}(\mathcal{Y})\right)\left\|P_{T^{\top}}(Z)\right\|_{*} \tag{14}
\end{equation*}
$$

In particular, $R$ is the unique solution to the optimization problem (8). Here $P_{T}(Z)=Z P_{F}+P_{E} Z-P_{E} Z P_{F}$ where $P_{E}$ and $\overrightarrow{P_{F}}$ are the projection operators onto the column and row spaces of the ground truth respectively.

The high-level intuition behind such a result is that if the set of "observable" matrices whose entries are constrained to lie in the set of observed entries is big enough to contain suitable subgradients, then it is big enough to make the solution to (8) unique.

Whilst most of the early works in the field (Candès and TaO 2010, Candès and Recht 2009) work with sampling without replacement and rely on complex combinatorial arguments to prove the existence of a dual certificate, the breakthrough in the work of (Recht 2011) is to sample with replacement (simplifying the concentration arguments) and to show that the existence of an approximate dual certificate is also enough to guarantee uniqueness. More precisely, let $Z \in \mathbb{R}^{\Omega^{\top}}$ be a matrix with zeros in all entries outside $\Omega$, and let $U, U^{\top}$ be the canonical subgradients of $R$ and $P_{T}(Z)$ respectively. Assume there is an approximate dual certificate $\mathcal{Y}$ with the property that $\left\|U-P_{T}(\mathcal{Y})\right\|_{\text {Fr }}$ is very small and $P_{T^{\top}}(\mathcal{Y})<1 / 2$, then we have

$$
\begin{align*}
& \|R+Z\|_{*} \\
& \geqslant\left\langle U+U^{\top}, R+Z\right\rangle \\
& =\|R\|_{*}+\left\langle U+U^{\top}, Z\right\rangle \\
& =\|R\|_{*}+\left\langle U-P_{T}(\mathcal{Y}), P_{T}(Z)\right\rangle \\
& \quad+\left\langle U^{\top}-P_{T^{\top}}(\mathcal{Y}), P_{T^{\top}}(Z)\right\rangle \\
& \geqslant\|R\|_{*}-\left\|U-P_{T}(\mathcal{Y})\right\|_{\mathrm{Fr}}\left\|P_{T}(Z)\right\|_{\mathrm{Fr}} \\
& \left.\quad+\left\|P_{T^{\top}}(Z)\right\|_{*}\left(1-\left\|P_{T}(\mathcal{Y})\right\|\right)\right) . \tag{15}
\end{align*}
$$

As long as $\left\|P_{T}(\mathcal{Y})\right\|<1,\left\|U-P_{T}(\mathcal{Y})\right\|_{\text {Fr }}$ is small enough and $\left\|P_{T}(Z)\right\|_{*}$ is not too large in relation to $\left\|P_{T^{\top}}(Z)\right\|_{*}$, the solution will thus be unique.

In (Xu, Jin, and Zhou 2013) these ideas are extended to the case where side information matrices $X, Y$ with orthonormal columns is provided. The key here is that with this assumption on the columns, $\left\|X M Y^{\top}\right\|_{*}=\|M\|_{*}$ for any matrix $M$, so that most of the arguments above still hold with minor modification, even after replacing the projection operator $P_{T}$ by its inductive analogue $P_{T}(Z)=P_{X} Z P_{F}+P_{E} Z P_{B}-$ $P_{E} Z P_{F}$.

## Removing the homogeneity assumption: proof strategy

In our case, where $X, Y$ are arbitrary (they can without loss of generality be assumed to have orthogonal columns, though not necessarily of norm 1), it is no longer true that $\left\|X M Y^{\top}\right\|_{*}=\|M\|_{*}$ for any $M$. To tackle this issue, we define a norm $\|Z\|_{\mathcal{I}, *}$ on the set of matrices $\mathbb{R}^{m \times n}$ which equals the minimum possible nuclear norm of a matrix $M$ such that $X M Y^{\top}=Z$ :

$$
\begin{equation*}
\|Z\|_{\mathcal{I}, *}=\min \left(\|M\|_{*} \quad: X M Y^{\top}=Z\right) \tag{16}
\end{equation*}
$$

A key observation is that both this norm and its dual can be computed easily. Indeed, it is easy to see that $\|Z\|_{\mathcal{I}, *}=$ $\Sigma_{1}^{2} X^{\top} Z Y \Sigma_{2}^{2}$ where $\Sigma_{1}, \Sigma_{2}$ are matrices containing the singular values of $X, Y$. Furthermore, we also show in the supplementary that in fact the dual norm $\|\cdot\|_{\mathcal{I}, \sigma}$ is simply the spectral norm of the matrix $X^{\top} R Y$. These modifications mean that during the proof, we must manipulate 5 different norms $\left(\|\cdot\|,\|\cdot\|_{*},\|\cdot\|_{\mathcal{I}, \sigma},\|\cdot\|_{\mathcal{I}, *}\right.$ and $\|\cdot\|_{\text {Fr }}$ ), sometimes incurring factors of the smallest singular value $\sigma_{0}$ of $X, Y$.

We note that removing the homogeneity assumption has consequences in the proofs, including the need for a stronger incoherence assumption.

## Fast decay in low-noise settings: proof strategy

In addition, we need to account for the noise, thus instead of perturbing the matrix $R$ only by a matrix $Z$ with $P_{\Omega}(Z)=0$, we also perturb it by a matrix $H$ with $P_{\Omega^{\top}}(H)=0$ corresponding to the difference between the recovered matrix and the ground truth on the observed entries. Thus our recovered matrix, the solution to algorithm (2), $\widehat{R}$, can be written $\widehat{R}=R+H+Z$.

Our next step is to perform a perturbed version of the calculation in equation (15) taking into account the difference $H=P_{\Omega}(\widehat{R}-R)$. This is the calculation performed in the proof of Lemma C. 1 As previously we write $U$ for a subgradient of $\|R\|_{\mathcal{I}, *}$ and $U^{\top}$ for a subgradient of $\left\|P_{T}(Z)\right\|_{\mathcal{I}, *}$. We start by expressing $\|\widehat{R}\|_{\mathcal{I}, *}$ as $\left\langle R+H+Z, U+U^{\top}\right\rangle$ and after some calculations we obtain the following conclusion:

$$
\begin{align*}
\|R\|_{\mathcal{I}, *} & \geqslant\|\widehat{R}\|_{\mathcal{I}, *} \\
& \geqslant\|R\|_{\mathcal{I}, *}-2\|H\|_{\mathcal{I}, *}+\frac{1}{4}\left\|P_{T^{\top}}(Z)\right\|_{\mathcal{I}, *} \tag{17}
\end{align*}
$$

which holds as long as several concentration phenomena occur (which will happen with high probability as long as $N$ is large enough).

Our next step is to bound $\|H\|_{\mathcal{I}, *}$. With high probability, the noisily observed entries of $R$ on $\Omega$ (the $R_{\xi}+\zeta_{\xi}$ ) are close to the actual entries $R$, which in turn implies that the entries of $H$ will not be too large (see the beginning of the proof of Theorem D.2.

This yields a bound of order $\widetilde{O}(\sqrt{N} \nu)$ for $\|H\|_{\mathcal{I}, *}$, and then via equation (17), on $\left\|P_{T}(Z)\right\|_{*}$. Together with further modifications, this eventually yields a bound on the nuclear norm of $Z+H=\widehat{R}-R$. This means that our perturbed version of the exact recovery results places the recovered matrix $\widehat{R}$ inside of the smaller function class of matrices within a bounded spectral norm of the ground truth matrix. At this point, we can leverage classical results on the Rademacher complexity of the function class of matrices with bounded nuclear norm (see Lemma A.6 below for the inductive version we use in practice) to further bound the generalization gap. Several further steps are needed to process the final result into an elegant formula that holds for any value of $N$. The details are in the supplementary material.

Lemma 5 (Chiang, Dhillon, and Hsieh 2018). The function class $\left\{X M Y^{\top}:\|M\|_{*} \leqslant \mathcal{M}\right\}$ satisfies

$$
\begin{equation*}
\mathfrak{R}\left(\mathcal{F}_{\mathcal{M}}\right) \leqslant \operatorname{xy} \mathcal{M} \sqrt{\frac{1}{N}} \tag{18}
\end{equation*}
$$

where $\mathbf{x}:=\left\|X^{\top}\right\|_{2, \infty}$ and $\mathbf{y}:=\left\|Y^{\top}\right\|_{2, \infty}$.
Proof. Follows directly from Theorem 1 in Kakade, Sridharan, and Tewari 2009), together with the duality between the nuclear and spectral norms (Fazel, Hindi, and Boyd 2001). Cf. also (Chiang, Dhillon, and Hsieh 2018).


Figure $1:\|\widehat{R}-R\|_{\mathrm{Fr}}$ as a function of $N, \sigma$

## Experiments

In this paper, we have posited that an accurate understanding of the sample complexity landscape of inductive matrix completion requires treating the noise component differently from the ground truth entries for the purposes of complexity. In this section we present the experiments we ran to confirm that a two-phase phenomenon as suggested by our bounds does in fact occur in practice.

We considered random matrices of size $100 \times 100$ and of rank $1 C^{1}$, and created random orthonormal side information of rank 40 , ensuring that the singular vectors of the ground truth matrix are in the span of the relevant side information, but with the orientation being otherwise uniformly random. The ground truth matrices were normalized to have Frobenius norm 100, and we then added i.i.d. $N\left(0, \sigma^{2}\right)$ gaussian noise to each observation. We performed classic inductive matrix completion (with the square loss) on the resulting training set, cross-validating the parameter $\lambda$ on a validation set, and evaluated the RMSE distance between the resulting trained matrix and the ground truth. We performed this whole procedure for a wide range of different values for the number of samples $N$. For each value of $N$ we perform the procedure on 40 different random matrix and side information.

The results are presented in Figure 1 below. The graph on the left contains box plots for our simulation with $\sigma=0.15$ whilst the graph on the right presents our results, averaged over the 40 simulations, for several values of $\sigma$.

As can be observed in the figure, the graph of the error as a function of $N$ is not convex, despite the fact that traditional approximate recovery bounds $\widetilde{O}(1 / \sqrt{N})$ are convex. Instead, the graph looks like a sigmoid: we can clearly observe a thresholding phenomenon where the performance is very poor initially, but very quickly improves past a minimum number of entries. Furthermore, as can be expected, after the threshold is crossed the error decreases slowly (at least as $\widetilde{O}\left(\frac{\sigma}{\sqrt{N}}\right)$ as per the bounds in Theorem 2 above), confirming that inductive matrix completion in low-noise settings exhibits a two-phase phenomenon matching our theoretical results. Furthermore, the fact that the post threshold error

[^1]curve scales as $\sigma$ is also apparent from the graphs.

## Conclusion and future directions

In this paper, we have studied Inductive Matrix Completion with nuclear norm regularisation in low-noise regimes. Our first contribution is an exact recovery result which generalizes the existing ones to the case where the side information is no longer assumed to be orthonormal, and to an arbitrary sampling regime (previously, the number of samples was required to be bounded above by $\widetilde{O}(a b r)$ ). Our second contribution consists in generalization bounds composed of two components: (1) the requirement that the number of samples should exceed a given threshold and (2) a term of order $\widetilde{O}\left(\sigma \sigma_{0}^{-2} a^{3 / 2} \sqrt{b} \log ^{3}(N / \Delta) \sqrt{\frac{1}{N}}\right)$ (ignoring incoherence constants and other constant quantities), which is directly proportional to the subgaussianity constant $\sigma$ of the noise. In particular, the result forms a bridge between exact recovery results and approximate recovery results: at the regimes where exact recovery is possible, the error converges to zero when the noise converges to zero.

We believe our result and proof strategy open the door to a new and unexplored direction of research. Possible future directions include improving the dependence on $N$ from $1 / \sqrt{N}$ to $\frac{1}{N}$, extending the results to non-trivially non uniform distributions or providing analogues of our results for other low-rank learning problems such as density estimation (Song et al. 2014; Vandermeulen and Ledent 2021, Kargas and Sidiropoulos 2019; Anandkumar et al. 2014; Vandermeulen 2020; Amiridi, Kargas, and Sidiropoulos 2020, 2021) or more complex recommender systems models that involve implicit feedback or graph/cluster information (Zhang and Chen 2020; Alves et al. 2020; Wu et al. 2020; Steck|2019;|Vančura et al. 2022; Lin et al. 2022; Shen et al. 2021). Improving the dependence on $a, b$ to match the scaling of the ERT is also a very ambitious and interesting aim.
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## A Some Concentration Inequalities and Classic Results

Proposition A.1. Let $\zeta_{1}, \ldots, \zeta_{N}$ be i.i.d. $\sigma^{2}$-subgaussian random variables, i.e. $\log (\mathbb{E}(\exp (\lambda \zeta))) \leqslant \frac{\lambda^{2} \sigma^{2}}{2}$ for all $\lambda$. For any $\delta>0$ we have with probability $\geqslant 1-\delta$ :

$$
\begin{equation*}
\sum_{i=1}^{N} \zeta_{i}^{2} \leqslant 32 N \sigma^{2} \log \left(\frac{1}{\delta}\right) \tag{A.1}
\end{equation*}
$$

Proof. By Theorem 2.1 in (Boucheron, Lugosi, and Bousquet 2004) (page 25) we have

$$
\begin{align*}
\mathbb{E}\left(\zeta^{4}\right) & \leqslant 2 \times 2!\left(2 \sigma^{2}\right)^{2} \leqslant 16 \sigma^{4} \quad \text { and } \quad \forall q  \tag{A.2}\\
\left.\mathbb{E}\left(\left[\zeta^{2}\right]^{q}\right)\right) & \left.=\mathbb{E}\left(\left[\zeta^{2}\right]_{+}^{q}\right)\right) \leqslant q!\left[4 \sigma^{2}\right]^{q} . \tag{A.3}
\end{align*}
$$

We will now apply Theorem 2.10 (Bernstein's inequality, page 37) from (Boucheron, Lugosi, and Bousquet|2004) to the random variable $\sum_{i=1}^{N} \zeta_{i}^{2}$. By equation A.2 we have

$$
\begin{equation*}
\sum_{i=1}^{N} \mathbb{E}\left(\left[\zeta_{i}^{2}\right]_{+}^{2}\right) \leqslant 16 N \sigma^{4} \tag{A.4}
\end{equation*}
$$

Furthermore, we also have by equation A.3 (for all $q \geqslant 3$ ):

$$
\begin{align*}
\sum_{i=1}^{N} \mathbb{E}\left(\left[\zeta_{i}^{2}\right]_{+}^{q}\right) & \leqslant N q!\left[4 \sigma^{2}\right]^{q}=q!\left[16 N \sigma^{4}\right]\left[4 \sigma^{2}\right]^{q-2}  \tag{A.5}\\
& \leqslant \frac{q!}{2}\left[16 N \sigma^{4}\right]\left[8 \sigma^{2}\right]^{q-2} \tag{A.6}
\end{align*}
$$

Thus we can apply Theorem 2.10 from (Boucheron, Lugosi, and Bousquet 2004) with " $\nu$ " being [16N $\left.\sigma^{4}\right]$ and "c" being $\left[8 \sigma^{2}\right]$. We obtain that with probability $\geqslant 1-\delta$ we have

$$
\begin{equation*}
\left|\sum_{i=1}^{N} \zeta_{i}^{2}-N \sigma^{2}\right| \leqslant \sqrt{2\left[16 N \sigma^{4}\right] \log \left(\frac{1}{\delta}\right)}+\left[8 \sigma^{2}\right] \log \left(\frac{1}{\delta}\right) \leqslant 16 \sigma^{2} \log \left(\frac{1}{\delta}\right) \sqrt{N} \tag{A.7}
\end{equation*}
$$

as expected.
Proposition A.2. Let $\zeta$ be a $\sigma^{2}$-subgaussian random variable, i.e. $\log (\mathbb{E}(\exp (\lambda \zeta))) \leqslant \frac{\lambda^{2} \sigma^{2}}{2}$ for all $\lambda$. We have

$$
\begin{equation*}
\operatorname{Var}(\zeta) \leqslant \sigma^{2} \tag{A.8}
\end{equation*}
$$

Proof. Cf. Exercise 2.16 on page 49 of (Boucheron, Lugosi, and Bousquet 2004).
Proposition A. 3 (Theorem 2.1 on page 8 of (Bartlett, Bousquet, and Mendelson 2005)). Let $\mathcal{F}$ be a class of functions that maps $\mathcal{X}$ to $[a, b]$. Assume that there is some $r>0$ such that for all for all $f \in \mathcal{F}, \mathbb{V} \operatorname{ar}(f) \leqslant r$. Then for all $\delta>0$ we have with probability $\geqslant 1-\delta$ :

$$
\begin{equation*}
\sup _{f \in \mathcal{F}}\left[\mathbb{E}(f)-\sum_{i=1}^{N} f\left(x_{i}\right)\right] \leqslant \inf _{\alpha>0}\left[2(1+\alpha) \mathbb{E}\left(\hat{\Re}_{n}(\mathcal{F})\right)+\sqrt{\frac{2 r \log \left(\frac{1}{\delta}\right)}{N}}+(b-a)\left(\frac{1}{3}+\frac{1}{\alpha}\right) \frac{\log \left(\frac{1}{\delta}\right)}{N}\right] \tag{A.9}
\end{equation*}
$$

where $\widehat{\Re}_{n}(\mathcal{F})$ denotes the empirical rademacher complexity of $\mathcal{F}$. Furthermore, the same result holds for $\sup _{f \in \mathcal{F}}\left[\sum_{i=1}^{N} f\left(x_{i}\right)-\mathbb{E}(f)\right]$.

We recall the following matrix Bernstein inequality. This version is a combination of Lemmas 3 and 4 from (Xu, Jin, and Zhou 2013), but similar results are well known (Vershynin 2019).
Lemma A.4. Let $X_{1}, \ldots X_{L}$ be independent, zero mean random matrices with dimensions $m \times n$. Suppose also that for all $k \leqslant L, \rho_{k}^{2}:=\max \left(\mathbb{E}\left(\left\|X_{k} X_{k}^{\top}\right\|\right), \mathbb{E}\left(\left\|X_{k}^{\top} X_{k}\right\|\right)\right)$ and $\left\|X_{k}\right\| \leqslant M$ almost surely. Then for all $\delta>0$ we have with probability $\geqslant 1 / \delta$ :

$$
\begin{equation*}
\left\|\sum_{k=1}^{L} X_{k}\right\| \leqslant \max \left(\sqrt{\frac{8}{3} \log \left(\frac{m+n}{\delta}\right) \sum_{k=1}^{L} \rho_{k}^{2}}, \frac{8}{3} M \log \left(\frac{m+n}{\delta}\right)\right) \tag{A.10}
\end{equation*}
$$

Lemma $\mathbf{A . 5}$ (Cf also Proposition 3.3 in (Recht 2011)). Assume we sample entries from $[m] \times[n]$ independently and uniformly at random. For any $\delta_{5}>0$, with probability $\geqslant 1-\delta_{5}$ the number of repetitions of a single entry is bounded by

$$
\begin{align*}
& \frac{N}{m n}+\max \left(\frac{8}{3} \log \left(\frac{2 m n}{\delta_{5}}\right), \sqrt{\frac{8}{3} \log \left(\frac{2 m n}{\delta_{5}}\right) \frac{N}{m n}}\right)  \tag{A.11}\\
& \leqslant \frac{N}{m n}+\frac{8}{3} \log \left(\frac{2 m n}{\delta_{5}}\right) \sqrt{\frac{N}{m n}}=: \tau_{5} \tag{A.12}
\end{align*}
$$

In particular, as long as $N \leqslant m n$, the number of repetitions is bounded by $\tilde{\tau}_{5}:=5 \log \left(\frac{2 m n}{\delta_{5}}\right) \geqslant \tau_{5}$.
Proof. Follows from Lemma A. 4 applied to each $(1 \times 1)$-dimensional entry of the matrix, together with a union bound over all $m \times n$ entries.

Note that classic approximate recovery bounds for inductive matrix completion typically rely on the following result.
Lemma A. 6 ((Chiang, Dhillon, and Hsieh 2018). The function class $\left\{X M Y^{\top} \mid\|M\|_{*} \leqslant \mathcal{M}\right\}$ satisfies

$$
\begin{equation*}
\mathfrak{R}\left(\mathcal{F}_{\mathcal{M}}\right) \leqslant \operatorname{xy} \mathcal{M} \sqrt{\frac{1}{N}} \tag{A.13}
\end{equation*}
$$

where $\mathbf{x}:=\left\|X^{\top}\right\|_{2, \infty}$ and $\mathbf{y}:=\left\|Y^{\top}\right\|_{2, \infty}$.
Proof. Follows directly from Theorem 1 in (Kakade, Sridharan, and Tewari 2009), together with the duality between the nuclear and spectral norms (Fazel, Hindi, and Boyd 2001). Cf also (Chiang, Dhillon, and Hsieh 2018, Ledent, Alves, and Kloft 2021).

## B Assumptions and first consequences

Running generic assumptions: recall the following assumptions from the main paper:
Assumption 4 (Realizability). There exists a matrix $M_{*} \in \mathbb{R}^{a \times b}$ such that $R=X M_{*} Y^{\top}$.
Assumption 5 (The noise is $\nu^{2}$ subgaussian). Recall that we assume the noise is subgaussian: $\mathbb{E}(\zeta)=0$ and $\log (\mathbb{E}(\exp (\lambda \zeta))) \leqslant$ $\frac{\lambda^{2} \sigma^{2}}{2}$ for all $\lambda$.
Incoherence assumptions: we will write $\bar{X}$ and $\bar{Y}$ for the matrices obtained by normalizing the columns of $X, Y$ and we will write $\Sigma_{1}, \Sigma_{2}$ for the diagonal matrices containing the singular values of $X, Y$. Similarly we will also write $\overline{\bar{X}}=\bar{X} \Sigma_{1}$ etc.

We organize our incoherence assumptions slightly differently from the main paper to obtain the most general results possible:
Assumption 6. We make the following assumption on the coherence of the column spaces of $X, Y$ :

$$
\begin{align*}
\left\|\bar{X}_{i, \cdot}\right\| & \leqslant \sqrt{\frac{\mu a}{m}} \quad(\forall i) \quad \text { and }  \tag{B.1}\\
\left\|\bar{Y}_{j, \cdot}\right\| & \leqslant \sqrt{\frac{\mu b}{n}} \quad(\forall j) . \tag{B.2}
\end{align*}
$$

Assumption 7. We assume we have the following bound on the coherence of the ground truth matrix $R$ : let $A D B^{\top}$ be the SVD of the core matrix $M^{*}$, we have

$$
\begin{equation*}
\left\|\bar{X} \Sigma_{1}^{-1} A B^{\top} \Sigma_{2}^{-1} \bar{Y}\right\|_{\infty} \leqslant \sqrt{\frac{\mu_{1} r}{m n}} \sigma_{0}^{-2} \tag{B.3}
\end{equation*}
$$

Remark: if the columns of $X, Y$ are normalised (as is assumed in (Xu, Jin, and Zhou 2013), we directly obtain the same assumption as in ( $\mathrm{Xu}, \mathrm{Jin}$, and Zhou 2013 ). In the general case, it is not immediately clear how to deduce our assumption from theirs: our assumption requires some form of "joint" incoherence between the side information matrices $X, Y$ and the ground truth core matrix $M^{*}$.

Nevertheless, such an assumption can be reasonably expected to hold for many matrices. Indeed, it can be deduced as long as $X, Y$ and $M$ satisfy the stricter notion of incoherence used in the main paper, i.e.

$$
\begin{aligned}
\|\bar{X}\|_{\infty} \leqslant \sqrt{\frac{\mu}{m}}, & \|\bar{Y}\|_{\infty} \leqslant \sqrt{\frac{\mu}{n}} \\
\|A\|_{\infty} & \leqslant \sqrt{\frac{\bar{\mu}}{a}}, \quad\|B\|_{\infty} \leqslant \sqrt{\frac{\bar{\mu}}{b}}
\end{aligned}
$$

In that case

$$
\begin{align*}
\left\|\bar{X} \Sigma_{1}^{-1} A B^{\top} \Sigma_{2}^{-1} \bar{Y}\right\|_{\infty} & \leqslant \max _{i, j}\left\|\bar{X} \Sigma_{1}^{-1} A\right\|_{i, \cdot}\left\|\bar{Y} \Sigma_{1}^{-1} B\right\|_{j,}  \tag{B.4}\\
& \leqslant r \sqrt{a} \sigma_{0}^{-1}\|\bar{X}\|_{\infty}\|A\|_{\infty} \sqrt{b} \sigma_{0}^{-1}\|\bar{Y}\|_{\infty}\|B\|_{\infty}  \tag{B.5}\\
& \leqslant r \sigma_{0}^{-2} \sqrt{a} \sqrt{\mu / m} \sqrt{\bar{\mu} / a} \sqrt{b} \sqrt{\mu / n} \sqrt{\bar{\mu} / b}  \tag{B.6}\\
& \leqslant r \sigma_{0}^{-2} \sqrt{\bar{\mu}^{2} \mu^{2} \frac{1}{m n}} \tag{B.7}
\end{align*}
$$

yielding

$$
\begin{equation*}
\mu_{1} \leqslant \bar{\mu}^{2} \mu^{2} r \tag{B.8}
\end{equation*}
$$

Using (B.8) in the lemmas and theorems in this supplementary allows one to obtain the results in the main paper, which assume the strict notion of in coherence above.
Further notation: in addition to the notation introduced in the main paper, we will, similarly to (Xu, Jin, and Zhou 2013), define the following operators: $P_{X}, P_{Y}$. Here $P_{X}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ and $P_{Y}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ are the projection operators onto the column subspaces of $X$ and $Y$ respectively. We assume without loss of generality that the columns of $X, Y$ are orthogonal and ordered with decreasing norm with the norm of the first column being 1 and the norm of the last column being more than $\sigma_{0}$.

Let $E=\bar{X} A$ and $F=\bar{Y} B$. We will also write (analogously to (Xu, Jin, and Zhou 2013)) $P_{T}$ for the operator defined as follows

$$
P_{T}(Z)=P_{E} Z P_{Y}+P_{X} Z P_{F}-P_{X} Z P_{Y}
$$

as well as denote the operator $P_{T^{\top}}$ by

$$
P_{T^{\top}}(Z)=P_{X^{\top}} Z P_{Y^{\top}}
$$

We also write $P_{\Omega}$ for the operator from $\mathbb{R}^{m \times n}$ to itself defined by $\left[P_{\Omega}(Z)\right]_{i, j}=h_{i, j} Z_{i, j}$, where $h_{i, j}=\#\left(k \leqslant N: \xi^{k}=\right.$ $(i, j))$ denotes the number of times that entry $(i, j)$ was sampled. Note that $P_{\Omega}$ is the sum of $N$ i.i.d. samples from a uniform distribution over the operators $P_{\{(i, j)\}}$ for $(i, j) \in[m] \times[n]$, and it is not necessarily a projection operator (because the same entry can be sampled several times).

Recall the optimization problem considered is the following:

$$
\begin{equation*}
\min \frac{1}{N} \sum_{\xi \in \Omega}\left|\left[R_{\xi}+\zeta_{\xi}\right]-X M Y^{\top}\right|^{2}+\lambda\|M\|_{*} \tag{B.9}
\end{equation*}
$$

where $\lambda$ is a regularization parameter.
The norms $\|\cdot\|_{\mathcal{I}, *}$ and $\|\cdot\|_{\mathcal{I}, \sigma}:$ now, in order to better take into account the non homogeneous spectrum of $X$ and $Y$, we define two norms $\|\cdot\|_{\mathcal{I}, *}$ and $\|\cdot\|_{\mathcal{I}, \sigma}$ on the space $\mathbb{R}^{m \times n}$ :

$$
\begin{align*}
\|Z\|_{\mathcal{I}, *} & =\min \left(\|M\|_{*} \quad \mid X M Y^{\top}=Z\right)=\left\|\overline{\bar{X}}^{\top} R \overline{\bar{Y}}\right\|_{*}  \tag{B.10}\\
\|Z\|_{\mathcal{I}, \sigma} & =\left\|X^{\top} R Y\right\| . \tag{B.11}
\end{align*}
$$

One of the key aspects of our proof is that the above norms are dual to each other, and therefore the Taylor decomposition around the ground truth still has similar properties as in the case studied in (Xu, Jin, and Zhou 2013).
Lemma B.1. The norms $\|\cdot\|_{\mathcal{I}, *}$ and $\|\cdot\|_{\mathcal{I}, \sigma}$ are dual to each other (with respect to the Frobenius inner product on $\mathbb{R}^{m \times n}$ ).
Proof. Define $\|\cdot\|_{\mathrm{d}}$ on $\mathbb{R}^{m \times n}$ to be the dual norm to $\|\cdot\|_{\mathcal{I}, *}$. We will show that $\|\cdot\|_{\mathrm{d}}=\|\cdot\|_{\mathcal{I}, \sigma}$.
Let $B \in \mathbb{R}^{m \times n}$, we have

$$
\begin{align*}
\|B\|_{\mathrm{d}} & :=\sup _{\|A\|_{\mathcal{I}, *}=1}\langle A, B\rangle \\
& =\sup _{M \in \mathbb{R}^{a \times b},\|M\|_{*}=1}\left\langle\left[X M Y^{\top}\right], B\right\rangle \\
& =\sup _{M \in \mathbb{R}^{a \times b},\|M\|_{*}=1}\left\langle M, X^{\top} B Y\right\rangle_{a \times b} \\
& =\left\|X^{\top} B Y\right\|  \tag{B.12}\\
& =\|B\|_{\mathcal{I}, \sigma}, \tag{B.13}
\end{align*}
$$

where the first line follows by the definition of $\|\cdot\|_{\mathrm{d}}$, the second line follows from the definition of $\|A\|_{\mathcal{I}, *}$, the third line follows from direct calculation and the properties of the trace and inner products, the fourth line follows from the duality between the (ordinary) nuclear norm and the (ordinary) spectral norm on the space $\mathbb{R}^{a \times b}$ (cf. e.g. (Fazel 2002)), and the last identity follows from the definition of the norm $\|B\|_{\mathcal{I}, \sigma}$. This concludes the proof.

Remark: It is worth making a few observations which are necessary to understand the differences between our proofs and the exact recovery proofs in (Xu, Jin, and Zhou 2013), which only apply to the case where the columns of $X$ and $Y$ are normalised.

Let $\bar{X}$ and $\bar{Y}$ be the matrices obtained from $X$ and $Y$ by normalizing the columns. For a matrix $R$, the canonical way of expressing it as $R=X M Y^{\top}$, is by setting $M=\Sigma_{1}^{-1} \bar{X}^{\top} R \bar{Y} \Sigma_{2}^{-1}$ where $\Sigma_{X}$ (resp. $\Sigma_{Y}$ ) denotes the diagonal matrix whose entries are the norms of the columns of $X$ (resp. $Y$ ). We then have $\|R\|_{\mathcal{I}, \sigma}=\|M\|_{*}$. In particular, writing $P_{X}$ (resp. $P_{Y}$ ) for the projection operator on the space spanned by the columns of $X$ (resp. $Y$ ), i.e. $P_{X}=\bar{X}^{\top} \bar{X}$ and $P_{Y}=\bar{Y}^{\top} \bar{Y}$, we have $\|M\|_{*}=\|R\|_{\mathcal{I}, *} \geqslant\left\|P_{X} R P_{Y}\right\|_{*}=\|\bar{M}\|_{*}$ where $\bar{M}$ is defined by $\bar{X}^{\top} R \bar{Y}$, and the inequality can be strict (there is equality if the columns of $X$ and $Y$ are both normalized). On the other hand, by definition, we have $\|R\|_{\mathcal{I}, \sigma}=\left\|X^{\top} R Y\right\|_{\sigma}=\left\|\Sigma_{1} \bar{X}^{\top} R \bar{Y} \Sigma_{2}\right\|_{\sigma}=\left\|\Sigma_{2}^{2}\left[\Sigma_{1}^{-1} \bar{X}^{\top} R \bar{Y} \Sigma_{1}^{-1}\right] \Sigma_{2}^{2}\right\|_{\sigma}=\left\|\Sigma_{1}^{2} M \Sigma_{2}^{2}\right\|_{\sigma} \leqslant\|M\|_{\sigma}$ (and also $\|R\|_{\mathcal{I}, \sigma}=\left\|\Sigma_{1} \bar{X}^{\top} R \bar{Y} \Sigma_{2}\right\|_{\sigma}=\left\|\Sigma_{X} \bar{M} \Sigma_{2}\right\|_{\sigma} \leqslant\|\bar{M}\|=\left\|P_{X} R P_{Y}\right\|$ ). In other words, directions in $R$ which correspond to columns of $X$ or $Y$ with small norms will make $\|R\|_{\mathcal{I}, *}$ large, but $\|R\|_{\mathcal{I}, \sigma}$ small, which is reasonable by duality.

It further makes sense intuitively: directions corresponding to small norms for $X$ and $Y$ correspond to a strong prior that the ground truth matrix $R$ doesn't have a significant component in these directions. Thus, if a recovered matrix $Z$ presents with a large component in these directions, then it must have a high $\|\cdot\|_{\mathcal{I}, \sigma}$ norm to discourage it. Then, since the optimisation algorithm already discourages such solutions, the values of the components of the dual certificate in those directions is also less important.

## C Main technical lemmas

As explained in the main document, we are especially interested in the following optimization problem:

$$
\begin{equation*}
\min \frac{1}{N} \sum_{\xi \in \Omega}\left|\left[R_{\xi}+\zeta_{\xi}\right]-X M Y^{\top}\right|^{2}+\lambda\|M\|_{*} \tag{C.1}
\end{equation*}
$$

Note first that this optimization problem is trivially equivalent to the following:

$$
\begin{equation*}
\min _{M} \frac{1}{N}\left\|\left[R+\zeta-X M Y^{\top}\right] \circ \mathcal{H}\right\|_{\mathrm{Fr}}^{2}+\lambda\|M\|_{*}, \tag{C.2}
\end{equation*}
$$

where $\circ$ denotes the Hadamard (entry-wise) product between matrices and $\mathcal{H} \in \mathbb{N}^{m \times n}$ is the matrix containing the number of times that each entry was observed. By abuse of notation we write $\zeta \in \mathbb{R}^{m \times n}$ for the matrix whose $(i, j)$ entry is the average of the noise of the observations corresponding to entry $(i, j)$ (for unobserved entries we set $\zeta_{i, j}$ to zero).

Let $\widehat{R}$ be the solution to the constrained optimization problem C.1. We will write $\widehat{R}=Z+H+R \in \mathbb{R}^{m \times n}$ with $R$ being the ground truth, $H \in P_{\Omega}\left(\mathbb{R}^{m \times n}\right)$ and $Z \in P_{\Omega^{\top}}\left(\mathbb{R}^{m \times n}\right)$. Our strategy is to show that if the noise matrix $\zeta$ is small enough and if the number of samples is large enough, the dual certificate of $R$ with respect to the norm $\|\cdot\|_{\mathcal{I}, *}$ can be well captured by a matrix in the span of the observed entries, which allows us to show that $Z$ must have small nuclear norm, from which it later follows that $H$ also has low nuclear norm.
Lemma C.1. Let $\tau>0$.
Assume that the regularization parameter $\lambda$ satisfies

$$
\begin{equation*}
\frac{\sigma \sigma_{0}^{2}}{C \sqrt{a N}} \leqslant \lambda \leqslant \frac{C \sigma \sigma_{0}^{2}}{\sqrt{a N}} \tag{C.3}
\end{equation*}
$$

for some constant $C$ and that $Z$ satisfies

$$
\begin{equation*}
\left\|P_{T}(Z)\right\|_{\mathrm{Fr}} \leqslant \sqrt{\frac{3 \tau a}{r}}\left\|P_{T^{\top}}(Z)\right\|_{\mathrm{Fr}} \tag{C.4}
\end{equation*}
$$

for some given $\tau>0$. Assume also that

$$
\begin{equation*}
\|\zeta\|_{\infty} \leqslant B \sigma / \sqrt{\kappa} \tag{C.5}
\end{equation*}
$$

for some $B>1$.
Now, let U be a dual certificate of $R=P_{T}(R)$ with respect to the norm $\|\cdot\|_{\mathcal{I}, *}$, which is to say that $\|\mathrm{U}\|_{\mathcal{I}, \sigma}=1$ and $\langle R, \mathrm{U}\rangle=\|R\|_{\mathcal{I}, *}$. Similarly, let $\mathrm{U}^{\top}$ be a dual certificate for $P_{T^{\top}}(Z)$. Assume also that there exists a $\mathcal{Y}$ in the image of $P_{\Omega}$ such that

$$
\begin{equation*}
\left\|P_{T}(\mathcal{Y})-\mathrm{U}\right\|_{\mathrm{Fr}} \leqslant \frac{1}{4} \sqrt{\frac{r}{3 a \tau}} \frac{1}{\sigma_{0}^{-2}} \tag{C.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|P_{T^{\top}}(\mathcal{Y})\right\|_{\mathcal{I}, \sigma} \leqslant \frac{1}{2} \tag{C.7}
\end{equation*}
$$

(Here, as usual, $\sigma_{0}$ denotes the smallest singular value of $X$ or $Y$.)
We have

$$
\begin{equation*}
\|Z\|_{*} \leqslant 32 C a B^{2} \sigma_{0}^{-2} \sigma \sqrt{3 \tau N / \kappa} \tag{C.8}
\end{equation*}
$$

Furthermore, we also have

$$
\begin{equation*}
\|H\|_{*} \leqslant 6 C \sqrt{a} B \sigma \sqrt{N / \kappa} . \tag{C.9}
\end{equation*}
$$

In particular, this implies that

$$
\begin{equation*}
\|\widehat{R}-R\|_{*}=\|H\|_{*}+\|Z\|_{*} \leqslant 70 C a B^{2} \sigma_{0}^{-2} \sigma \sqrt{\tau N / \kappa} \tag{C.10}
\end{equation*}
$$

Proof. Since $\hat{R}$ is the solution to the optimization problem (C.2), we have

$$
\begin{equation*}
\lambda\|\widehat{R}\|_{\mathcal{I}, *}+\frac{1}{N}\left\|P_{\Omega}(\widehat{R}-R-\zeta)\right\|_{\mathrm{Fr}}^{2} \leqslant \lambda\|R\|_{\mathcal{I}, *}+\frac{1}{N}\|\zeta \circ \mathcal{H}\|_{\mathrm{Fr}}^{2} \tag{C.11}
\end{equation*}
$$

Note that below by abuse of notation we write $\left\|P_{\Omega}(\zeta)\right\|_{\mathrm{Fr}}^{2}$ for $\sum_{o=1}^{N} \zeta_{o}^{2}=\|\zeta \circ \mathcal{H}\|_{\mathrm{Fr}}^{2}$ (even when some entries have been sampled several times).

Now note that we have

$$
\begin{align*}
& \|\widehat{R}\|_{\mathcal{I}, *} \\
& \geqslant\left\langle R+H+Z, \mathrm{U}+\mathrm{U}^{\top}\right\rangle \\
& \geqslant\|R\|_{\mathcal{I}, *}+\left\langle H, \mathrm{U}+\mathrm{U}^{\top}\right\rangle+\left\langle Z, \mathrm{U}+\mathrm{U}^{\top}\right\rangle \\
& \geqslant\|R\|_{\mathcal{I}, *}+\left\langle H, \mathrm{U}+\mathrm{U}^{\top}\right\rangle+\left\langle Z,-P_{T}(\mathcal{Y})-P_{T^{\top}}(\mathcal{Y})+\mathrm{U}+\mathrm{U}^{\top}\right\rangle  \tag{C.12}\\
& \geqslant\|R\|_{\mathcal{I}, *}+\left\langle H, \mathrm{U}+\mathrm{U}^{\top}\right\rangle+\left\langle Z, \mathrm{U}-P_{T}(\mathcal{Y})\right\rangle+\left\langle Z, \mathrm{U}^{\top}-P_{T^{\top}}(\mathcal{Y})\right\rangle \\
& \geqslant\|R\|_{\mathcal{I}, *}-2\|H\|_{\mathcal{I}, *}+\left\langle Z, \mathrm{U}-P_{T}(\mathcal{Y})\right\rangle+\left\langle Z, \mathrm{U}^{\top}-P_{T^{\top}}(\mathcal{Y})\right\rangle  \tag{C.13}\\
& \geqslant\|R\|_{\mathcal{I}, *}-2\|H\|_{\mathcal{I}, *}-\left\|P_{T}(Z)\right\|_{\mathrm{Fr}}\left\|\mathrm{U}-P_{T}(\mathcal{Y})\right\|_{\mathrm{Fr}}+\left\langle Z, \mathrm{U}^{\top}-P_{T^{\top}}(\mathcal{Y})\right\rangle  \tag{C.14}\\
& \geqslant\|R\|_{\mathcal{I}, *}-2\|H\|_{\mathcal{I}, *}-\left\|P_{T}(Z)\right\|_{\mathrm{Fr}}\left\|\mathrm{U}-P_{T}(\mathcal{Y})\right\|_{\mathrm{Fr}}+\left\|P_{T^{\top}}(Z)\right\|_{\mathcal{I}^{*} *}-\left\|P_{T^{\top}}(Z)\right\|_{\mathcal{I}, *}\left\|P_{T^{\top}}(\mathcal{Y})\right\|_{\mathcal{I}, \sigma}  \tag{C.15}\\
& \geqslant\|R\|_{\mathcal{I}, *}-2\|H\|_{\mathcal{I}, *}-\left\|P_{T}(Z)\right\|_{\mathrm{Fr}}\left\|\mathrm{U}-P_{T}(\mathcal{Y})\right\|_{\mathrm{Fr}}+\left\|P_{T^{\top}}(Z)\right\|_{\mathcal{I}, *}\left[1-\left\|P_{T^{\top}}(\mathcal{Y})\right\|_{\mathcal{I}, \sigma}\right] \\
& >\|R\|_{\mathcal{I}, *}-2\|H\|_{\mathcal{I}, *}-\left\|P_{T}(Z)\right\|_{\mathrm{Fr}} \frac{1}{4} \sqrt{\frac{r}{3 a \tau}} \frac{1}{\sigma_{0}^{-2}}+\frac{1}{2}\left\|P_{T^{\top}}(Z)\right\|_{\mathcal{I}, *}  \tag{C.16}\\
& >\|R\|_{\mathcal{I}, *}-2\|H\|_{\mathcal{I}, *}-\sqrt{\frac{3 \tau a}{r}}\left\|P_{T^{\top}}(Z)\right\|_{\mathrm{Fr}} \frac{1}{4} \sqrt{\frac{r}{3 a \tau}} \frac{1}{\sigma_{0}^{-2}}+\frac{1}{2}\left\|P_{T^{\top}}(Z)\right\|_{\mathcal{I}, *}  \tag{C.17}\\
& >\|R\|_{\mathcal{I}, *}-2\|H\|_{\mathcal{I}, *}-\frac{1}{4 \sigma_{0}^{-2}}\left\|P_{T^{\top}}(Z)\right\|_{\mathrm{Fr}}+\frac{1}{2}\left\|P_{T^{\top}}(Z)\right\|_{\mathcal{I}, *}  \tag{C.18}\\
& \geqslant\|R\|_{\mathcal{I}, *}-2\|H\|_{\mathcal{I}, *}+\frac{1}{4}\left\|P_{T^{\top}}(Z)\right\|_{\mathcal{I}, *}, \tag{C.19}
\end{align*}
$$

where at equation (C.12), we have used the fact that $\langle Z, \mathcal{Y}\rangle=0$ (since $P_{\Omega}(Z)=0$ and $P_{\Omega}(\mathcal{Y})=\mathcal{Y}$ ), at equation C.13) we have used the fact that $\|\mathrm{U}\|_{\mathcal{I}, \sigma}=1=\left\|\mathrm{U}^{\top}\right\|_{\mathcal{I}, \sigma}=1$, at equation (C.14) we have used the duality between the norms $\|\cdot\|_{\mathcal{I}, \sigma}$ and $\|\cdot\|_{\mathcal{I}, *}$, at equation C.15) we have used the duality and the definition of $\mathrm{U}^{\top}$, at equation (C.16) we have used the assumptions on $\mathcal{Y}$ from the Lemma statement, at equation (C.17) we have used equation (C.4), at equation (C.18) we have simply simplified the expression, and at equation C.19) we have used the assumptions on $Z$ as well as the fact $\left\|P_{T^{\top}}(Z)\right\|_{\text {Fr }} \leqslant \sigma_{0}^{-2}\left\|P_{T^{\top}}(Z)\right\|_{\mathcal{I}, *}$.

From the above equation together with equation (C.11) we obtain:

$$
\begin{align*}
\lambda\|R\|_{\mathcal{I}, *}+\frac{1}{N}\left\|P_{\Omega}(\zeta)\right\|_{\mathrm{Fr}}^{2} & \geqslant \lambda\|\widehat{R}\|_{\mathcal{I}, *}+\frac{1}{N}\left\|P_{\Omega}(\widehat{R}-R-\zeta)\right\|_{\mathrm{Fr}}^{2}  \tag{C.20}\\
& \geqslant \lambda\left[\|R\|_{\mathcal{I}, *}-2\|H\|_{\mathcal{I}, *}+\frac{1}{4}\left\|P_{T^{\top}}(Z)\right\|_{\mathcal{I}, *}\right]+\frac{1}{N}\left\|P_{\Omega}(\widehat{R}-R-\zeta)\right\|_{\mathrm{Fr}}^{2} \tag{C.21}
\end{align*}
$$

from which it follows that

$$
\begin{equation*}
\left\|P_{T^{\top}}(Z)\right\|_{\mathcal{I}, *} \leqslant 8\|H\|_{\mathcal{I}, *}+\frac{4}{\lambda N}\left[\left\|P_{\Omega}(\zeta)\right\|_{\mathrm{Fr}}^{2}-\left\|P_{\Omega}(H-\zeta)\right\|_{\mathrm{Fr}}^{2}\right] \tag{C.22}
\end{equation*}
$$

Note also that

$$
\begin{align*}
\|H\|_{\mathcal{I}, *} & =\|(H-\zeta)+\zeta\|_{\mathcal{I}, *} \leqslant\|(H-\zeta)\|_{\mathcal{I}, *}+\|\zeta\|_{\mathcal{I}, *}  \tag{C.23}\\
& \leqslant \sigma_{0}^{-2} \sqrt{a}\|(H-\zeta)\|_{\mathrm{Fr}}+\|\zeta\|_{\mathcal{I}, *}  \tag{C.24}\\
& \leqslant \sigma_{0}^{-2} \sqrt{a / \kappa}\|(H-\zeta) \circ \mathcal{H}\|_{\mathrm{Fr}}+\|\zeta\|_{\mathcal{I}, *} . \tag{C.25}
\end{align*}
$$

Thus we can further write

$$
\begin{align*}
\left\|P_{T^{\top}}(Z)\right\|_{\mathcal{I}, *} & \leqslant 8\|H\|_{\mathcal{I}, *}+\frac{4}{\lambda N}\left[\left\|P_{\Omega}(\zeta)\right\|_{\mathrm{Fr}}^{2}-\left\|P_{\Omega}(H-\zeta)\right\|_{\mathrm{Fr}}^{2}\right]  \tag{C.26}\\
& \leqslant 8\left[\sigma_{0}^{-2} \sqrt{a / \kappa \|}\|(H-\zeta) \circ \mathcal{H}\|_{\mathrm{Fr}}+\|\zeta\|_{\mathcal{I}, *}\right]+\frac{4}{\lambda N}\left[\left\|P_{\Omega}(\zeta)\right\|_{\mathrm{Fr}}^{2}-\left\|P_{\Omega}(H-\zeta)\right\|_{\mathrm{Fr}}^{2}\right]  \tag{C.27}\\
& \leqslant 8\|\zeta\|_{\mathcal{I}, *}+v\left[8 \sigma_{0}^{-2} \sqrt{a / \kappa}-\frac{4}{\lambda N} v\right]+\frac{4}{\lambda N}\|\mathcal{H} \circ \zeta\|_{\mathrm{Fr}}^{2}, \tag{C.28}
\end{align*}
$$

where we have used the notation $v:=\|[H-\zeta] \circ \mathcal{H}\|_{\mathrm{Fr}}$.
Now, note that the maximum of the function $v(b-a v)$ is $\frac{b^{2}}{4 a}$ (attained at $\frac{b}{2 a}$ ). Thus, optimising the above over $v$ we obtain:

$$
\begin{align*}
\left\|P_{T^{\top}}(Z)\right\|_{\mathcal{I}, *} & \leqslant 8\|\zeta\|_{\mathcal{I}, *}+v\left[8 \sigma_{0}^{-2} \sqrt{a / \kappa}-\frac{4}{\lambda N} v\right]+\frac{4}{\lambda N}\|\mathcal{H} \circ \zeta\|_{\mathrm{Fr}}^{2}  \tag{C.29}\\
& \leqslant 8\|\zeta\|_{\mathcal{I}, *}+4 a \sigma_{0}^{-4} \lambda N / \kappa+\frac{4}{\lambda N}\|\mathcal{H} \circ \zeta\|_{\mathrm{Fr}}^{2}  \tag{C.30}\\
& \leqslant 8\|\zeta\|_{\mathcal{I}, *}+4 a \sigma_{0}^{-4} \lambda N / \kappa+\frac{4 \sigma^{2} B^{2}}{\lambda \kappa}  \tag{C.31}\\
& \leqslant 8 \sigma_{0}^{-2} B \sigma \sqrt{a N / \kappa}+4 a \sigma_{0}^{-4} \lambda N / \kappa+\frac{4 \sigma^{2} B^{2}}{\lambda \kappa}  \tag{C.32}\\
& \leqslant 8 \sigma_{0}^{-2} B \sigma \sqrt{a N / \kappa}+4 C \sigma_{0}^{-2} \sigma \sqrt{a N} / \kappa\left[1+B^{2}\right] \leqslant 16 C B^{2} \sigma_{0}^{-2} \sigma \sqrt{a N / \kappa} \tag{C.33}
\end{align*}
$$

where at lines (C.31) and C.32) we have used the condition that $\|\zeta\|_{\infty} \leqslant B \sigma / \sqrt{\kappa}$, at line C.32) we have used the fact that $\|\zeta\|_{\mathcal{I}, *} \leqslant \sigma_{0}^{-2}\|\zeta\|_{*} \leqslant \sigma_{0}^{-2} \sqrt{a}\|\zeta\|_{\mathrm{Fr}} \leqslant \sigma_{0}^{-2} B \sqrt{a} \sigma \sqrt{N / \kappa}$ and at the last line (C.33) we have used the condition (C.3) on $\lambda$, the fact that $\kappa \geqslant 1$ and Lemma C. 3 .

From the above equation we obtain that

$$
\begin{equation*}
\left\|P_{T^{\top}}(Z)\right\|_{*} \leqslant\left\|P_{T^{\top}}(Z)\right\|_{\mathcal{I}, *} \leqslant 16 C B^{2} \sigma_{0}^{-2} \sigma \sqrt{a N / \kappa} \tag{C.34}
\end{equation*}
$$

With one more use of the assumptions on $Z$, we obtain

$$
\begin{equation*}
\left\|P_{T}(Z)\right\|_{\mathrm{Fr}} \leqslant \sqrt{\frac{3 \tau a}{r}}\left\|P_{T^{\top}}(Z)\right\|_{\mathrm{Fr}} \leqslant \sqrt{\frac{3 \tau a}{r}}\left\|P_{T^{\top}}(Z)\right\|_{*} \leqslant \sqrt{3 a \tau / r}\left\|P_{T^{\top}}(Z)\right\|_{\mathcal{I}, *} \leqslant 16 C a \sqrt{3 \tau / r} B^{2} \sigma_{0}^{-2} \sigma \sqrt{N / \kappa} \tag{C.35}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left\|P_{T}(Z)\right\|_{*} \leqslant \sqrt{r}\left\|_{T}(Z)\right\|_{\mathrm{Fr}} \leqslant 16 C a B^{2} \sigma_{0}^{-2} \sigma \sqrt{3 \tau N / \kappa} \tag{C.36}
\end{equation*}
$$

Putting equations (C.34) and (C.36) together, we obtain the result (C.8).
Regarding the bound on $\|H\|_{\mathcal{I}, *}$, note that by equation C.20

$$
\begin{equation*}
\kappa\|H-\zeta\|_{\mathrm{Fr}}^{2} \leqslant\|[H-\zeta] \circ \mathcal{H}\|_{\mathrm{Fr}}^{2} \leqslant\|\zeta \circ \mathcal{H}\|_{\mathrm{Fr}}^{2}+\lambda N\left[\|R\|_{\mathcal{I}, *}-\|\widehat{R}\|_{\mathcal{I}, *}\right] \leqslant \kappa\|\zeta\|_{\mathrm{Fr}}^{2}+\lambda N\left[\|R\|_{\mathcal{I}, *}-\|\widehat{R}\|_{\mathcal{I}, *}\right] \tag{C.37}
\end{equation*}
$$

## Hence

$$
\begin{align*}
& \kappa\|H-\zeta\|_{\mathrm{Fr}}^{2}  \tag{C.38}\\
& \leqslant \kappa\|\zeta\|_{\mathrm{Fr}}^{2}+\lambda N\left[\|R\|_{\mathcal{I}, *}-\|\widehat{R}\|_{\mathcal{I}, *}\right]  \tag{C.39}\\
& \leqslant \kappa\|\zeta\|_{\mathrm{Fr}}^{2}+\lambda N\left[\|H\|_{\mathcal{I}, *}+\|Z\|_{\mathcal{I}, *}\right]  \tag{C.40}\\
& \leqslant \kappa\|\zeta\|_{\mathrm{Fr}}^{2}+\lambda N\left[\|\zeta\|_{\mathcal{I}, *}+\|H-\zeta\|_{\mathcal{I}, *}+\|Z\|_{\mathcal{I}, *}\right]  \tag{C.41}\\
& \leqslant \kappa N B^{2} \sigma^{2} / \kappa+\lambda N \sigma_{0}^{-2} \sqrt{a / \kappa} \sqrt{N B^{2} \sigma^{2}}+\lambda N 32 C a^{3 / 2} B^{2} \sigma_{0}^{-2} \sigma \sqrt{N \kappa}+\lambda N \sqrt{a} \sigma_{0}^{-2}\|H-\zeta\|_{\mathcal{I}, *}  \tag{C.42}\\
& \leqslant N B^{2} \sigma^{2}+\frac{C \sqrt{N \kappa} \sigma \sigma_{0}^{2}}{\sqrt{a}} \sigma_{0}^{-2} \sqrt{a / \kappa} \sqrt{N B^{2} \sigma^{2}}+\frac{C \sqrt{N \kappa} \sigma \sigma_{0}^{2}}{\sqrt{a}} 32 C a^{3 / 2} B^{2} \sigma_{0}^{-2} \sigma \sqrt{N \kappa}+\frac{C \sqrt{N \kappa} \sigma \sigma_{0}^{2}}{\sqrt{a}}\|H-\zeta\|_{\mathcal{I}, *} \text { (C.43) } \\
& \leqslant N B^{2} \sigma^{2}+C N B \sigma^{2}+32 C^{2} N \sigma^{2} a B^{2}+\frac{C \sqrt{N \kappa} \sigma \sigma_{0}^{2}}{\sqrt{a}}\|H-\zeta\|_{\mathcal{I}, *}  \tag{C.44}\\
& \leqslant 65 C^{2} N B^{2} \sigma^{2}+\frac{C \sqrt{N \kappa} \sigma \sigma_{0}^{2}}{\sqrt{a}}\|H-\zeta\|_{\mathcal{I}, *}  \tag{C.45}\\
& \leqslant 65 C^{2} N B^{2} \sigma^{2}+C \sqrt{N \kappa} \sigma\|H-\zeta\|_{\mathrm{Fr}} \tag{C.46}
\end{align*}
$$

where at equation (C.42) we have used equation (C.5) as well as equation (C.8), at equation (C.43) we have used the conditions on $\lambda$ (i.e. inequalities (C.3), at line (C.45) we have used the fact that $B>1$, and at the last line we have used comparisons between different norms.

From this it follows that

$$
\begin{align*}
\|H-\zeta\|_{\mathrm{Fr}} & \leqslant C \sqrt{N \kappa} \sigma / 2 \kappa+\sqrt{C^{2} N \kappa \sigma^{2}+65 C^{2} N B^{2} \sigma^{2} \kappa} / 2 \kappa  \tag{C.47}\\
& \leqslant 5 C B \sigma \sqrt{N / \kappa} \tag{C.48}
\end{align*}
$$

from which it follows that

$$
\begin{equation*}
\|H\|_{*} \leqslant 5 C \sqrt{a} B \sigma \sqrt{N / \kappa}+\|\zeta\|_{*} \leqslant 6 C \sqrt{a} B \sigma \sqrt{N / \kappa} \tag{C.49}
\end{equation*}
$$

as expected.

Lemma C.2. For any $\delta>0$, with probability $\geqslant 1-(5 q+1) \delta$ as long as $N \geqslant q \bar{T}$, the conditions (C.4), (C.6) and (C.7) of Lemma C.1 hold (with $\left.\tau=\frac{N}{m n}+\frac{8}{3} \log \left(\frac{2 m n}{\delta}\right) \sqrt{\frac{N}{m n}}\right)$.

Here $\bar{T}=4 \frac{\mu_{1}}{\mu} \sigma_{0}^{-4} T=\frac{128}{3} \mu \mu_{1} r(a+b) \log \left(\frac{2 m n}{\delta}\right)$, and $q=\log \left[e^{6} \sigma_{0}^{8} a \log \left(\frac{m n}{\delta}\right)\right]$.
Proof. The proof will be provided below in Section H .
Lemma C.3. Let $a, b>0$ the minimum value of the function

$$
\begin{equation*}
\lambda a+\frac{b}{\lambda} \tag{C.50}
\end{equation*}
$$

over $\lambda>0$ is equal to $2 \sqrt{a b}$, realised at $\lambda=\sqrt{\frac{b}{a}}$. Furthermore, as long as

$$
\begin{equation*}
\frac{1}{C} \sqrt{\frac{b}{a}} \leqslant \lambda \leqslant C \sqrt{\frac{b}{a}} \tag{C.51}
\end{equation*}
$$

we have

$$
\begin{equation*}
\lambda a+\frac{b}{\lambda} \leqslant 2 C \sqrt{a b} \tag{C.52}
\end{equation*}
$$

Proof. The result is standard and a trivial application of standard calculus. The derivative of the expression (C.52) is $a-\frac{b}{\lambda^{2}}$ which only cancels at $\lambda=\sqrt{b / a}$ as expected. As for the second statement, each term in the expression C.52) is bounded by twice its value for $\lambda=\sqrt{b / a}$.

Lemma C.4. For any $\delta>0$, with probability greater than $1-\delta$ all $(i, j) \in \Omega,\left|\zeta_{(i, j)}\right| \leqslant \frac{\sigma}{\sqrt{\kappa}} \sqrt{2 \log (2 N / \delta)}$.

Proof. This follows immediately from a simple union bound applied to our subgaussianity assumption on the noise.
Lemma C.5. With probability $\geqslant 1-K m n \exp \left(-\frac{N}{2 K m n}\right)$, each entry is sampled at least $K$ times.
Proof. Let $N_{1}=\left\lfloor\frac{N}{K}\right\rfloor$, and let us divide the first $K N_{1}$ samples into $K$ different groups $\left\{g_{1}, \ldots, g_{K}\right\}$.
The probability that any fixed entry $(i, j)$ is not sampled in group $g_{k}$ (for any $k$ ) is

$$
\left(1-\frac{1}{m n}\right)^{N_{1}} \leqslant \exp \left(-\frac{N_{1}}{m n}\right)
$$

Thus the probability that there is at least one entry which is not sampled in group $k$ is less than $m n \exp \left(-\frac{N_{1}}{m n}\right)$.
By a union bound over all the groups, we get that with probability $\geqslant 1-K m n \exp \left(-\frac{N_{1}}{m n}\right)$, each entry is sampled at least once in each group (and in particular is sampled at least $K$ times over all). The result follows since $N_{1}=\left\lfloor\frac{N}{K}\right\rfloor \geqslant \frac{1}{2} \frac{N}{K}$.

## D Main results

Theorem D.1. Assume that the entries are observed without noise. For any $\delta>0$ as long as

$$
N \geqslant \log \left[e^{6} \sigma_{0}^{8} a \log \left(\frac{m n}{\delta}\right)\right] \sigma_{0}^{-4} \frac{128}{3} \mu \mu_{1} r(a+b) \log \left(\frac{2 m n}{\delta}\right)
$$

with probability

$$
\geqslant 1-\delta\left[1+5 \log \left[e^{6} \sigma_{0}^{-8} a \log \left(\frac{m n}{\delta}\right)\right]\right]
$$

we have that $X M_{\min } Y^{\top}=R$ where $M_{\min }$ is a solution to the following optimization problem:

$$
\begin{equation*}
M_{\min } \in \arg \min \left(\|M\|_{*} \quad \text { s.t. } \quad \forall(i, j) \in \Omega,\left[X M Y^{\top}\right]_{i, j}=R_{i, j}\right) . \tag{D.1}
\end{equation*}
$$

Proof. Informal: The condition (C.3) is trivially respected since $\sigma=0$ and $\lambda=0$. Taking the limit as $\lambda \rightarrow 0$, the theorem follows immediately from Lemma C. 2 together with Lemma C. 1 upon noting that in this case, the lack of noise implies that condition (C.5) holds with $B=0$, which shows $Z=0$ as expected.
Formal: By Lemma C.2 the conditions C.4), C.6 and C.7) of Lemma C.1 hold (with $\left.\tau=\frac{N}{m n}+\frac{8}{3} \log \left(\frac{2 m n}{\delta}\right) \sqrt{\frac{N}{m n}}\right)$. Thus we can write, as in the proof of lemma C.1 (equation C.19)):

$$
\begin{align*}
\|\widehat{R}\|_{\mathcal{I}, *} & \geqslant\|R\|_{\mathcal{I}, *}-2\|H\|_{\mathcal{I}, *}+\frac{1}{4}\left\|P_{T^{\top}}(Z)\right\|_{\mathcal{I}, *}  \tag{D.2}\\
& \geqslant\|R\|_{\mathcal{I}, *}+\frac{1}{4}\left\|P_{T^{\top}}(Z)\right\|_{\mathcal{I}, *} . \tag{D.3}
\end{align*}
$$

Indeed, the relevant calculation in lemma C.1 doesn't rely on the optimization problem or the value of $\lambda$, and at the second line we have simply used the fact that by definition of the optimization problem (D.1], $H=0$.

Now, by definition of the optimization problem (D.1) we have $\|\widehat{R}\|_{\mathcal{I}, *} \leqslant\|R\|_{\mathcal{I}, *}$, which together with equation (D.2) implies that $\left\|P_{T^{\top}}(Z)\right\|_{\mathcal{I}, *}=0$, which implies $P_{T^{\top}}(Z)=0$ and of course $\left\|P_{T^{\top}}(Z)\right\|_{\mathrm{Fr}}=0$. Then by equation (C.4) (satisfied as stated above by Lemma C.2 , we also have $\left\|P_{T}(Z)\right\|_{\mathrm{Fr}}=0$, from which we finally obtain that $Z=0$ as expected.

## Remarks:

1. There is a dependence on the conditioning number of $X, Y$ both logarithmic in the high probability and non logarithmic in the threshold for $N$. The quadratic dependence matches that in (Jain and Dhillon 2013) (though they relied on a different optimization problem so the questions are different).
2. It is worth unpacking the $\log$ terms as well. We have a $\operatorname{logarithmic}$ term in $\log (1 / \delta)$ (i.e. $\log \log (1 / \delta))$ both in the failure probability and in the threshold for $N$. This comes from the definition of $\tau$ from Lemma A. 5 (which controls the number of times the same entry can be sampled), which is necessary in lemma G. 3 . Note that a similar term is also present (implicitly) in the result of (Recht 2011) (cf. the logarithm in the term " $6 \log \left(n_{2}\right)\left(n_{1}+n_{2}\right)^{2-2 \beta}$ " in the main theorem on page 2 (equation 1.3)). Similarly to our result, the log term comes from the use of proposition 3.3 on page 5 (which plays a similar role to our Lemma A.5, and is used later in the proof of the main Theorem (1.1) on page 8.
3. Contrary to (Recht 2011), we do not assume that $N \leqslant m n$. This results in extra logarithmic factors in the definition of $\tau$ from the use of Lemma C.5. which only show up as constants in the end after taking the logarithm of $\tau$. This, together with our rather loose bounding of $\tau$ (aimed at a compact formula rather than the tightest bound) explains the higher implicit constant from the factor $\log \left(e^{6} \ldots\right)$.

For the next theorem, we consider an arbitrary loss function $\ell$ which is assumed to be bounded by $\mathrm{B}_{\ell}$, and $\mathrm{L}_{\ell}-$ Lipschitz continuous.
Theorem D.2. Assume that condition (C.3) on $\lambda$ holds. For any $\delta_{0}, \delta_{1}, \delta_{2}, \delta>0$, with probability

$$
\geqslant 1-\delta_{1}-\delta_{0}-\delta_{2}-\delta\left[1+5 \log \left[e^{6} \sigma_{0}^{-8} a \log \left(\frac{m n}{\delta}\right)\right]\right]
$$

as long as

$$
N \geqslant \log \left[e^{6} \sigma_{0}^{-8} a \log \left(\frac{m n}{\delta}\right)\right] \frac{128}{3} \mu \mu_{1} r(a+b) \log \left(\frac{2 m n}{\delta}\right)
$$

we have

$$
\begin{equation*}
\mathbb{E}_{(i, j) \sim \mathcal{U}}\left(\ell\left(\widehat{R}_{(i, j)},[R+\zeta]_{(i, j)}\right)\right) \leqslant \quad 500 C \mathrm{~L}_{\ell} a^{3 / 2} \sqrt{b} \mu \sigma_{0}^{-2} \sigma \sqrt{\theta} \log \left(\frac{2 N}{\delta_{0}}\right) \sqrt{\frac{\log \left(\frac{N}{2 \delta_{2}}\right)}{N}}+\mathrm{B}_{\ell} \frac{4 \log \left(1 / \delta_{1}\right)}{3 N} \tag{D.4}
\end{equation*}
$$

where, as in the main paper, $\mathcal{U}$ is the uniform distribution on the entries $[m] \times[n]$ and $\theta$ denotes the logarithmic quantity

$$
\begin{equation*}
\theta=2 \log \left(\frac{N}{2 \delta_{2}}\right)+\frac{8}{3} \log \left(\frac{2 m n}{\delta_{2}}\right) \sqrt{2 \log \left(\frac{N}{2 \delta_{2}}\right)} . \tag{D.5}
\end{equation*}
$$

Proof. If $N \leqslant 2$, the result holds trivially. If $N \geqslant 3$, let

$$
\begin{equation*}
K_{\delta_{2}}=K=\left\lfloor\frac{N}{2 m n \log \left(\frac{N}{2 \delta_{2}}\right)}\right\rfloor . \tag{D.6}
\end{equation*}
$$

(In particular, if $N \leqslant m n$, we have $K=0$ ). Let also $\kappa:=\max (K, 1)$. Note that we have

$$
\begin{align*}
K m n \exp \left(-\frac{N}{2 K m n}\right) & \leqslant \frac{N}{2 m n \log \left(\frac{N}{2 \delta_{2}}\right)} m n \exp \left(-\frac{N}{2 K m n}\right)  \tag{D.7}\\
& \leqslant \frac{N}{2 \log \left(\frac{N}{2 \delta_{2}}\right)} \exp \left(-\frac{N}{\frac{N}{\log \left(\frac{N}{2 \delta_{2}}\right)}}\right)  \tag{D.8}\\
& \leqslant \frac{\delta_{2}}{\log \left(\frac{N}{2 \delta_{2}}\right)} \leqslant \delta_{2} . \tag{D.9}
\end{align*}
$$

Hence, by Lemma C.5, we have that each entry is sampled at least $K$ times with probability $\geqslant 1-\delta_{2}$, and below, we restrict ourselves to the high probability event where this occurs.

Then, by Lemma C. 4 we have with probability $\geqslant 1-\delta_{0}$ that

$$
\begin{equation*}
\max _{(i, j) \in \Omega}\left|\zeta_{(i, j)}\right| \leqslant \frac{\sigma}{\sqrt{\kappa}} \sqrt{2 \log \left(2 N / \delta_{0}\right)} \tag{D.10}
\end{equation*}
$$

which means that condition $\left(\mathbb{C} .5\right.$ holds with $B=\sqrt{2 \log \left(2 N / \delta_{0}\right)}$ (note that since $\delta_{0} \leqslant 1, B>1$ as required). The condition (C.3) also holds by assumption, and we can use Theorem D.1 with the value of $\kappa$ defined as above $(\max (K, 1)$ ).

Furthermore by Lemma (C.2) we have with probability $\geqslant 1-\delta\left[1+5 \log \left[e^{6} \sigma_{0}^{-8} a \log \left(\frac{m n}{\delta}\right)\right]\right]$ that the conditions (C.4), (C.6) and C.7) of Lemma C.1 hold (with $\tau=\frac{N}{m n}+\frac{8}{3} \log \left(\frac{2 m n}{\delta}\right) \sqrt{\frac{N}{m n}}$ ). Hence by Lemma (C.1), on the same high-probability event (w.p. $\geqslant 1-\delta_{0}-\delta_{2}-\delta\left[1+5 \log \left[e^{6} \sigma_{0}^{-8} a \log \left(\frac{m n}{\delta}\right)\right]\right]$ ), we have

$$
\begin{equation*}
\|\widehat{R}-R\|_{*} \leqslant 70 C a B^{2} \sigma_{0}^{-2} \sigma \sqrt{\tau N / \kappa} . \tag{D.11}
\end{equation*}
$$

Now, by Lemma A.6, the Rademacher complexity of the function class

$$
\mathcal{F}_{1}:=\left\{R+\bar{X} M \bar{Y}^{\top} \mid\|M\|_{*} \leqslant 70 C a B^{2} \sigma_{0}^{-2} \sigma \sqrt{\tau N / \kappa}\right\}=\left\{R+Z \mid\|Z\|_{*} \leqslant 70 C a B^{2} \sigma_{0}^{-2} \sigma \sqrt{\tau N / \kappa}\right\}
$$

is bounded as

$$
\begin{equation*}
\mathfrak{R}\left(\mathcal{F}_{1}\right) \leqslant \frac{1}{\sqrt{N}} \mu \sqrt{\frac{a b}{m n}} 70 C a B^{2} \sigma_{0}^{-2} \sigma \sqrt{\tau N / \kappa}=\mu \sqrt{\frac{a b}{\kappa m n}} 70 C a B^{2} \sigma_{0}^{-2} \sigma \sqrt{\tau} \tag{D.12}
\end{equation*}
$$

Thus, by proposition A.3, with probability $\geqslant 1-\delta_{1}$ we have that for any $Z \in \mathcal{F}_{1}$ (and for any $\alpha>0$ )

$$
\begin{align*}
& \mathbb{E}_{(i, j) \sim \mathcal{U}}\left(\ell\left(Z_{(i, j)},[R+\zeta]_{(i, j)}\right)\right)-\frac{1}{N} \sum_{(i, j) \in \Omega} \ell\left(Z_{(i, j)},[R+\zeta]_{(i, j)}\right)  \tag{D.13}\\
& \leqslant 2(1+\alpha) \mathrm{L}_{\ell} \mu \sqrt{\frac{a b}{\kappa m n}} 70 C a B^{2} \sigma_{0}^{-2} \sigma \sqrt{\tau}+\mathrm{L}_{\ell} \sqrt{\frac{1}{m n}} 70 C a B^{2} \sigma_{0}^{-2} \sigma \sqrt{\tau N / \kappa} \sqrt{2 \frac{\log \left(1 / \delta_{1}\right)}{N}}  \tag{D.14}\\
& +\mathrm{B}_{\ell}[1 / 3+1 / \alpha] \frac{\log \left(1 / \delta_{1}\right)}{N} \tag{D.15}
\end{align*}
$$

where we have used the bound on the Lipschitz constant, Lemma A.6 and fact that the "variance" $r$ is bounded as

$$
\begin{equation*}
\left.\left.r:=\frac{1}{m n} \sum_{(i, j) \in[m] \times[n]} \ell^{2}\left(Z_{(i, j)},[R+\zeta]_{(i, j)}\right)\right)\right) \leqslant \mathrm{L}_{\ell}^{2} \frac{1}{m n}\|Z-R\|_{\mathrm{Fr}}^{2} \leqslant \frac{1}{m n}\|Z-R\|_{*}^{2}, \tag{D.16}
\end{equation*}
$$

together with another use of the result from LemmaC. 1 .
Now, by equation (D.11), $\hat{R} \in \mathcal{F}_{1}$. Hence, (w.p. $\geqslant 1-\delta_{1}-\delta_{2}-\delta_{0}-5 q \delta$ ) we can apply equation (D.13) to $\hat{R}$. Furthermore, since obviously $R \in \mathcal{F}_{1}$ we certainly have

$$
\frac{1}{N} \sum_{(i, j) \in \Omega} \ell\left(\widehat{R}_{(i, j)},[R+\zeta]_{(i, j)}\right) \leqslant \frac{1}{N} \sum_{(i, j) \in \Omega} \ell\left(R_{i, j},[R+\zeta]_{(i, j)}\right) \leqslant \mathrm{L}_{\ell} B \sigma
$$

Hence we can write (w.p. $\geqslant 1-\delta_{1}-\delta_{2}-\delta_{0}-5 q \delta$ ), taking $\alpha=1$,

$$
\begin{align*}
& \mathbb{E}_{(i, j) \sim \mathcal{U}}\left(\ell\left(\widehat{R}_{(i, j)},[R+\zeta]_{(i, j)}\right)\right) \leqslant 4 \mathrm{~L}_{\ell} \mu \sqrt{\frac{a b}{\kappa m n}} 70 C a B^{2} \sigma_{0}^{-2} \sigma \sqrt{\tau}+\mathrm{L}_{\ell} \sqrt{\frac{1}{\kappa m n}} 70 C a B^{2} \sigma_{0}^{-2} \sigma \sqrt{\tau} \sqrt{2 \log \left(1 / \delta_{1}\right)}  \tag{D.17}\\
&+\mathrm{B}_{\ell} \frac{4 \log \left(1 / \delta_{1}\right)}{3}  \tag{D.18}\\
&=500 C \mathrm{~L}_{\ell} a^{3 / 2} \sqrt{b} \mu \sigma_{0}^{-2} \sigma \sqrt{\tau} \log \left(2 N / \delta_{0}\right) \sqrt{\frac{1}{\kappa m n}}+\mathrm{B}_{\ell} \frac{4 \log \left(1 / \delta_{1}\right)}{3 N} \tag{D.19}
\end{align*}
$$

where at the last lines we have simply plugged in the definition of $B=\sqrt{2 \log \left(2 N / \delta_{0}\right)}$.
Now, note that by the definition of $\kappa=\max (K, 1)$, we have

$$
\begin{equation*}
\kappa \geqslant 2 \frac{N}{2 m n \log \left(\frac{N}{2 \delta_{2}}\right)}, \tag{D.20}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\kappa m n \geqslant \frac{N}{\log \left(\frac{N}{2 \delta_{2}}\right)} . \tag{D.21}
\end{equation*}
$$

Plugging this back into equation (??), we have

$$
\begin{equation*}
\mathbb{E}_{(i, j) \sim \mathcal{U}}\left(\ell\left(\hat{R}_{(i, j)},[R+\zeta]_{(i, j)}\right)\right) \leqslant 500 C \mathrm{~L}_{\ell} a^{3 / 2} \sqrt{b} \mu \sigma_{0}^{-2} \sigma \sqrt{\tau} \log \left(\frac{2 N}{\delta_{0}}\right) \sqrt{\frac{\log \left(\frac{N}{2 \delta_{2}}\right)}{N}}+\mathrm{B}_{\ell} \frac{4 \log \left(1 / \delta_{1}\right)}{3 N} \tag{D.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau=\frac{N}{m n}+\frac{8}{3} \log \left(\frac{2 m n}{\delta_{2}}\right) \sqrt{\frac{N}{m n}} \tag{D.23}
\end{equation*}
$$

Now, assume first that $N \leqslant 2 m n \log \left(\frac{N}{2 \delta_{2}}\right)$. In this case, we can write

$$
\begin{align*}
\tau & =\frac{N}{m n}+\frac{8}{3} \log \left(\frac{2 m n}{\delta_{2}}\right) \sqrt{\frac{N}{m n}}  \tag{D.24}\\
& \leqslant 2 \log \left(\frac{N}{2 \delta_{2}}\right)+\frac{8}{3} \log \left(\frac{2 m n}{\delta_{2}}\right) \sqrt{2 \log \left(\frac{N}{2 \delta_{2}}\right)}  \tag{D.25}\\
& :=\theta \tag{D.26}
\end{align*}
$$

On the other hand, if $N \geqslant 2 m n \log \left(\frac{N}{2 \delta_{2}}\right)$, the $K \geqslant 1$ and (on our event with probability $\geqslant 1-\delta_{2}$ ), we have that each entry is sampled at least once. In this case, using the notation of Lemma C.1, we have that

$$
\begin{align*}
\|\widehat{R}-R\|_{*} & =\|H\|_{*} \leqslant 6 C \sqrt{a} B \sigma \sqrt{\frac{N}{\kappa}}  \tag{D.27}\\
& \leqslant 70 C a B^{2} \sigma_{0}^{-2} \sigma \sqrt{N / \kappa} \tag{D.28}
\end{align*}
$$

Note this is the same expression as D.11) without the $\tau$. Hence, by the same calculation as above, we have (w.p. $\geqslant 1-\delta_{1}-$ $\left.\delta_{2}-\delta_{0}-5 q \delta\right)$ :

$$
\begin{equation*}
\mathbb{E}_{(i, j) \sim \mathcal{U}}\left(\ell\left(\widehat{R}_{(i, j)},[R+\zeta]_{(i, j)}\right)\right) \leqslant 500 C \mathrm{~L}_{\ell} a^{3 / 2} \sqrt{b} \mu \sigma_{0}^{-2} \sigma \log \left(\frac{2 N}{\delta_{0}}\right) \sqrt{\frac{\log \left(\frac{N}{2 \delta_{2}}\right)}{N}}+\mathrm{B}_{\ell} \frac{4 \log \left(1 / \delta_{1}\right)}{3 N} \tag{D.29}
\end{equation*}
$$

This is the same expression as equation $(\overline{\mathrm{D} .22)}$ without the $\tau$.
From this and the fact that $\theta \geqslant 1$ it follows that equation (E.1) also holds in this case. This concludes the proof.

## E Result with the absolute loss

As an almost immediate consequence of Theorem D. 2 we have the following corollary which gives a rate of
Corollary E.1. Assume that condition (C.3) on $\lambda$ holds. For any $\delta_{0}, \delta_{1}, \delta_{2}, \delta>0$, with probability

$$
\geqslant 1-\delta_{1}-\delta_{0}-\delta_{2}-\delta\left[1+5 \log \left[e^{6} \sigma_{0}^{-8} a \log \left(\frac{m n}{\delta}\right)\right]\right]
$$

as long as

$$
N \geqslant \log \left[e^{6} \sigma_{0}^{-8} a \log \left(\frac{m n}{\delta}\right)\right] \frac{128}{3} \mu \mu_{1} r(a+b) \log \left(\frac{2 m n}{\delta}\right)
$$

we have

$$
\begin{equation*}
\mathbb{E}_{(i, j) \sim \mathcal{U}}\left|\widehat{R}_{(i, j)}-[R+\zeta]_{(i, j)}\right| \leqslant 700 C a^{3 / 2} \sqrt{b} \mu \sigma_{0}^{-2} \sigma \Theta \sqrt{\frac{1}{N}} \tag{E.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\Theta:=2 \log \left(\frac{N m n}{\delta_{2}^{2}}\right) \log \left(\frac{2 N}{\delta_{0}}\right) \log \left(\frac{1}{\delta_{1}}\right) \tag{E.2}
\end{equation*}
$$

Proof. First note that by the same arguments as in the proof of Theorem D. 2 we have

$$
\begin{equation*}
\|\widehat{R}-R\|_{*} \leqslant 70 C a B^{2} \sigma_{0}^{-2} \sigma \sqrt{\theta N / \kappa} \tag{E.3}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\|\widehat{R}-R\|_{\infty} \leqslant\|\widehat{R}-R\|_{*} \leqslant 70 C a B^{2} \sigma_{0}^{-2} \sigma \sqrt{\theta N / \kappa} \tag{E.4}
\end{equation*}
$$

Based on this we define the loss function $\ell$ by

$$
\begin{equation*}
\ell(x, y):=\min \left(|x-y|, 70 C a B^{2} \sigma_{0}^{-2} \sigma \sqrt{\theta N / \kappa}\right) \tag{E.5}
\end{equation*}
$$

Applying Theorem D. 2 together with equation (E.4) we obtain:

$$
\begin{align*}
& \mathbb{E}_{(i, j) \sim \mathcal{U}}\left|\widehat{R}_{(i, j)}-[R+\zeta]_{(i, j)}\right|=\mathbb{E} \ell\left(\widehat{R}_{(i, j)},[R+\zeta]_{(i, j)}\right)  \tag{E.6}\\
& \leqslant 500 C \mathrm{~L}_{\ell} a^{3 / 2} \sqrt{b} \mu \sigma_{0}^{-2} \sigma \sqrt{\theta} \log \left(\frac{2 N}{\delta_{0}}\right) \sqrt{\frac{\log \left(\frac{N}{2 \delta_{2}}\right)}{N}}+\mathrm{B}_{\ell} \frac{4 \log \left(1 / \delta_{1}\right)}{3 N}  \tag{E.7}\\
& \leqslant 500 C a^{3 / 2} \sqrt{b} \mu \sigma_{0}^{-2} \sigma \sqrt{\theta} \log \left(\frac{2 N}{\delta_{0}}\right) \sqrt{\frac{\log \left(\frac{N}{2 \delta_{2}}\right)}{N}}+\left[70 C a B^{2} \sigma_{0}^{-2} \sigma \sqrt{\theta N / \kappa}\right] \frac{4 \log \left(1 / \delta_{1}\right)}{3 N}  \tag{E.8}\\
& \leqslant 700 C a^{3 / 2} \sqrt{b} \mu \sigma_{0}^{-2} \sigma \sqrt{\theta} \log \left(\frac{2 N}{\delta_{0}}\right) \log \left(1 / \delta_{1}\right) \sqrt{\log \left(\frac{N}{2 \delta_{2}}\right)} \sqrt{\frac{1}{N}}  \tag{E.9}\\
& \leqslant 700 C a^{3 / 2} \sqrt{b} \mu \sigma_{0}^{-2} \sigma \Theta \sqrt{\frac{1}{N}}, \tag{E.10}
\end{align*}
$$

where we have replaced the value of $B=\sqrt{2 \log \left(2 N / \delta_{0}\right)}$. This concludes the proof.

## F Proofs of results in $O$ notation

Proof of Theorem [1] This follows immediately from Theorem D. 1 together with the computational Lemma F. 1 below. Indeed, recall that $\mu_{1} \leqslant \mu^{4} r$, then to tackle the different $\delta, \Delta$ s we can apply Lemma F. 1 to see that we can set

$$
\begin{equation*}
\delta=\min \left(\frac{\frac{\Delta}{6 K_{1}}}{\log \left(\frac{3 K_{1} K_{2}}{\Delta}\right)}, \frac{\Delta}{3\left[1+5 \log \left(e^{6} \sigma_{0}^{-8} a\right)\right]}\right) \tag{F.1}
\end{equation*}
$$

with

$$
\begin{gather*}
K_{2}=m n  \tag{F.2}\\
K_{1}=5 \tag{F.3}
\end{gather*}
$$

as this will ensure that $\delta\left[1+5 \log \left[e^{6} \sigma_{0}^{8} a \log \left(\frac{m n}{\delta}\right)\right]\right] \leqslant \frac{2}{3} \Delta$.

Proof of Theorem 2 Follows by the same arguments as the proof of Theorem 1 setting also $\delta_{0}=\delta_{1}=\delta_{2}=\Delta / 9$.
Proof of Theorem 3. The proof follows directly from Lemma F. 1 and corollary E. 1 in exactly the same way as Theorem 2 above.

## F. 1 Change of variables for $\delta$

Lemma F.1. Let $K_{1}, K_{2}>1$ and let $\Delta>0$. As long as

$$
\begin{equation*}
\delta \leqslant \frac{\frac{\Delta}{2 K_{1}}}{\log \left(\frac{K_{1} K_{2}}{\Delta}\right)} \tag{F.4}
\end{equation*}
$$

then we have

$$
\begin{equation*}
K_{1} \delta \log \left(\frac{K_{2}}{\delta}\right) \leqslant \Delta \tag{F.5}
\end{equation*}
$$

Proof. Observe that the equation

$$
\Delta \geqslant K_{1} \delta \log \left(\frac{K_{2}}{\delta}\right)
$$

is equivalent to

$$
\frac{\Delta}{K_{1} K_{2}} \geqslant \frac{\delta}{K_{2}} \log \left(\frac{K_{2}}{\delta}\right)
$$

which is in turn equivalent to

$$
\frac{K_{1} K_{2}}{\Delta} \leqslant \frac{\frac{K_{2}}{\delta}}{\log \left(\frac{K_{2}}{\delta}\right)}
$$

By Lemma F. 2 this will certainly be satisfied as long as

$$
\begin{equation*}
\frac{K_{2}}{\delta} \geqslant 2 \frac{K_{1} K_{2}}{\Delta} \log \left(\frac{K_{1} K_{2}}{\Delta}\right) \tag{F.6}
\end{equation*}
$$

which can be equivalently rewritten

$$
\begin{equation*}
\delta \leqslant \frac{\frac{\Delta}{2 K_{1}}}{\log \left(\frac{K_{1} K_{2}}{\Delta}\right)}, \tag{F.7}
\end{equation*}
$$

as expected.

Lemma F.2. If $x:=2 y \log (y)$ then we have

$$
\begin{equation*}
\frac{x}{\log (x)} \geqslant y \tag{F.8}
\end{equation*}
$$

Proof. We have

$$
\begin{align*}
\frac{x}{\log (x)} & =\frac{2 y \log (y)}{\log (y)+\log (2 \log (y))}  \tag{F.9}\\
& \geqslant \frac{2 y \log (y)}{\log (y)+\log (y)}  \tag{F.10}\\
& =y \tag{F.11}
\end{align*}
$$

where at the second line we have used the inequality $\log (y) \leqslant y / 2$.

## G Concentration results for exact recovery

In this section we prove that the conditions of LemmaC.1 hold with high probability as long as the number of samples $N$ is large enough. The proofs here are very similar to the analogues in (Xu, Jin, and Zhou 2013) (in some cases we quote the relevant result directly whenever this can be done without the need to modify the proof). However, some slight modifications are needed to make the results more general in the arbitrary tolerance thresholds $\delta_{3}$ etc., and also to remove the condition $N=|\Omega| \leqslant\left|\Omega_{1}\right|$ from the reference in question as we are interested in compact results that hold for any value of $N$ and in particular in the $N \rightarrow \infty$ limit.
Lemma G. 1 (Adaptation of Lemma 5 in (Xu, Jin, and Zhou|2013)). For any $\delta_{3}>0$ we have with probability $\geqslant 1-\delta_{3}$ :

$$
\begin{equation*}
\left\|P_{T}-\frac{m n}{N} P_{T} P_{\Omega} P_{T}\right\| \leqslant \min \left(\sqrt{\frac{8}{3} \log \left(\frac{m+n}{\delta_{3}}\right) \frac{r \mu^{2}(a+b)}{N}}, \frac{8}{3} \frac{r \mu^{2}(a+b)}{N} \log \left(\frac{m+n}{\delta_{3}}\right)\right) \tag{G.1}
\end{equation*}
$$

In particular, as long as

$$
\begin{equation*}
N \geqslant T_{3}:=\frac{32}{3} r \mu^{2}(a+b) \log \left(\frac{m+n}{\delta_{3}}\right) \tag{G.2}
\end{equation*}
$$

we have for any $Z \in \mathbb{R}^{m \times n}$ :

$$
\begin{equation*}
\frac{m n}{N}\left\langle Z, P_{T} P_{\Omega} P_{T}(Z)\right\rangle \geqslant \frac{\left\|P_{T}(Z)\right\|_{\mathrm{Fr}}^{2}}{2} \tag{G.3}
\end{equation*}
$$

Proof. As computed in Xu , Jin, and Zhou 2013 we have the following values for the $\sum_{k=1}^{N} \rho_{k}^{2}$ and $M$ from Lemma A. 4

$$
\begin{align*}
M & :=\frac{r \mu^{2}(a+b)}{N}  \tag{G.4}\\
\sum_{k=1}^{N} \rho_{k}^{2} & =\frac{r \mu^{2}(a+b)}{N} \tag{G.5}
\end{align*}
$$

Plugging these values into Lemma A.4 we immediately obtain:

$$
\begin{equation*}
\left\|P_{T}-\frac{m n}{N} P_{T} P_{\Omega} P_{T}\right\| \leqslant \min \left(\sqrt{\frac{8}{3} \log \left(\frac{m+n}{\delta_{3}}\right) \frac{r \mu^{2}(a+b)}{N}}, \frac{8}{3} \frac{r \mu^{2}(a+b)}{N} \log \left(\frac{m+n}{\delta_{3}}\right)\right) \tag{G.6}
\end{equation*}
$$

as expected.
As for the second part of the theorem, not that if $N \geqslant T_{3}:=\frac{32}{3} r \mu^{2}(a+b) \log \left(\frac{m+n}{\delta_{3}}\right)$, then we clearly have

$$
\begin{equation*}
\frac{8}{3} \log \left(\frac{m+n}{\delta_{3}}\right) \frac{r \mu^{2}(a+b)}{N} \leqslant \frac{1}{4} \tag{G.7}
\end{equation*}
$$

and therefore by equation G.6,

$$
\begin{equation*}
\left\|P_{T}-\frac{m n}{N} P_{T} P_{\Omega} P_{T}\right\| \leqslant \min \left(\sqrt{\frac{8}{3} \log \left(\frac{m+n}{\delta_{3}}\right) \frac{r \mu^{2}(a+b)}{N}}, \frac{8}{3} \frac{r \mu^{2}(a+b)}{N} \log \left(\frac{m+n}{\delta_{3}}\right)\right) \leqslant \frac{1}{2} \tag{G.8}
\end{equation*}
$$

This in turn implies that

$$
\begin{equation*}
\frac{1}{2}\left\|P_{T}(Z)\right\|_{\mathrm{Fr}}^{2} \geqslant\left\langle Z, P_{T}(Z)-\frac{m n}{N} P_{T} P_{\Omega} P_{T}(Z)\right\rangle=\left\langle Z, P_{T}(Z)\right\rangle-\left\langle Z, \frac{m n}{N} P_{T} P_{\Omega} P_{T}(Z)\right\rangle \tag{G.9}
\end{equation*}
$$

from which it follows that

$$
\begin{equation*}
\frac{1}{2}\left\|P_{T}(Z)\right\|_{\mathrm{Fr}}^{2} \leqslant \frac{m n}{N}\left\langle Z, P_{T} P_{\Omega} P_{T}(Z)\right\rangle \tag{G.10}
\end{equation*}
$$

as expected.

Lemma G. 2 (Substantially modified version of Lemma 6 in (Xu, Jin, and Zhou 2013)). For any $\delta_{4}>0$ we have with probability $\geqslant 1-\delta_{4}$ :

$$
\begin{equation*}
\left\|P_{T^{\top}}-\frac{m n}{N} P_{T^{\top}} P_{\Omega} P_{T^{\top}}\right\| \leqslant\left(\sqrt{\frac{8}{3} \log \left(\frac{m+n}{\delta_{4}}\right) \frac{\mu^{2}\left(a b+r^{2}\right)}{N}}, \frac{8}{3} \frac{\mu^{2}\left(a b+r^{2}\right)}{N} \log \left(\frac{m+n}{\delta_{4}}\right)\right) \tag{G.11}
\end{equation*}
$$

In particular, as long as

$$
\begin{equation*}
N \geqslant T_{4}:=\frac{32}{3} r \mu^{2}(a+b) \log \left(\frac{m+n}{\delta_{4}}\right) \tag{G.12}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left\langle Z, \frac{m n}{N} P_{T^{\top}} P_{\Omega} P_{T^{\top}}(Z)\right\rangle \leqslant \frac{3}{2} \frac{a}{r}\left\|P_{T^{\top}}(Z)\right\|_{\mathrm{Fr}}^{2} \tag{G.13}
\end{equation*}
$$

Proof. By the calculation in Xu, Jin, and Zhou 2013) we can apply Lemma A. 4 with the following values for $M, \rho$ :

$$
\begin{align*}
M & :=\frac{\mu^{2}\left(a b+r^{2}\right)}{N}  \tag{G.14}\\
\sum_{k=1}^{N} \rho_{k}^{2} & =\frac{\mu^{2}\left(a b+r^{2}\right)}{N} \tag{G.15}
\end{align*}
$$

From this, applying Lemma A.4 we immediately obtain:

$$
\begin{align*}
\left\|P_{T^{\top}}-\frac{m n}{N} P_{T^{\top}} P_{\Omega} P_{T^{\top}}\right\| & \leqslant \max \left(\sqrt{\frac{8}{3} \log \left(\frac{m+n}{\delta}\right) \sum_{k=1}^{L} \rho_{k}^{2}}, \frac{8}{3} M \log \left(\frac{m+n}{\delta}\right)\right)  \tag{G.16}\\
& \leqslant \max \left(\sqrt{\frac{8}{3} \log \left(\frac{m+n}{\delta}\right) \frac{\mu^{2}\left(a b+r^{2}\right)}{N}}, \frac{8}{3} \frac{\mu^{2}\left(a b+r^{2}\right)}{N} \log \left(\frac{m+n}{\delta}\right)\right) \tag{G.17}
\end{align*}
$$

as expected.
Note that

$$
\begin{align*}
T_{4} & :=\frac{32}{3} r \mu^{2}(a+b) \log \left(\frac{m+n}{\delta_{4}}\right)  \tag{G.18}\\
& \geqslant \frac{32}{3} \frac{r}{a} \mu^{2}\left(a b+r^{2}\right) \log \left(\frac{m+n}{\delta_{4}}\right) \tag{G.19}
\end{align*}
$$

(Indeed, $r^{2} / a \leqslant a$ (because $r \leqslant a$ ) and $r a b / a=r b$.)
Thus we certainly have

$$
\begin{align*}
\left\|P_{T^{\top}}-\frac{m n}{N} P_{T^{\top}} P_{\Omega} P_{T^{\top}}\right\| & \leqslant \max \left(\sqrt{\frac{8}{3} \log \left(\frac{m+n}{\delta}\right) \frac{\mu^{2}\left(a b+r^{2}\right)}{N}}, \frac{8}{3} \frac{\mu^{2}\left(a b+r^{2}\right)}{N} \log \left(\frac{m+n}{\delta}\right)\right)  \tag{G.20}\\
& \leqslant \max \left(\sqrt{\frac{a}{4 r}}, \frac{a}{4 r}\right) \leqslant \frac{a}{2 r} \tag{G.21}
\end{align*}
$$

This implies we have

$$
\begin{equation*}
\left\langle Z, \frac{m n}{N} P_{T^{\top}} P_{\Omega} P_{T^{\top}}(Z)\right\rangle \leqslant\left[1+\frac{a}{2 r}\right]\left\|P_{T^{\top}}(Z)\right\|_{\mathrm{Fr}}^{2} \leqslant \frac{3 a}{2 r}\left\|P_{T^{\top}}(Z)\right\|_{\mathrm{Fr}}^{2} \tag{G.22}
\end{equation*}
$$

as expected.

Lemma G.3. For all $\delta_{3}, \delta_{4}, \delta_{5}>0$, for any $Z \in \mathbb{R}^{m \times n}$ such that $P_{\Omega}(Z)=0$ and $P_{X} Z P_{Y}=Z$, we have with probability $\geqslant 1-\delta_{3}-\delta_{4}-\delta_{5}$ :

$$
\begin{equation*}
\left\|P_{T}(Z)\right\|_{\mathrm{Fr}} \leqslant \sqrt{3 \tau_{5}} \sqrt{\frac{a}{r}}\left\|P_{T^{\top}}(Z)\right\|_{\mathrm{Fr}} \tag{G.23}
\end{equation*}
$$

as long as $N \geqslant \max \left(T_{3}, T_{4}\right)$ where $T_{3}, T_{4}$ are defined as in Lemmas G.1 and G. 2

Proof. First note that since $P_{\Omega}(Z)=0$ and $P_{X} Z P_{Y}=Z$ we certainly have that

$$
\begin{equation*}
\left\langle P_{\Omega} P_{T}(Z), P_{\Omega} P_{T}(Z)\right\rangle=\left\langle P_{\Omega} P_{T^{\top}}(Z), P_{\Omega} P_{T^{\top}}(Z)\right\rangle \tag{G.24}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\left\langle Z, P_{T} P_{\Omega}^{2} P_{T}(Z)\right\rangle=\left\langle Z, P_{T^{\top}} P_{\Omega}^{2} P_{T^{\top}}(Z)\right\rangle \tag{G.25}
\end{equation*}
$$

Next, observe also that

$$
\begin{align*}
\left\langle Z, P_{T} P_{\Omega} P_{T}(Z)\right\rangle & =\left\langle P_{T} Z, P_{\Omega} P_{T}(Z)\right\rangle=\sum_{(i, j)}\left[P_{T} Z\right]_{i, j}^{2} h_{i, j} \\
& \leqslant \sum_{(i, j)}\left[P_{T} Z\right]_{i, j}^{2} h_{i, j}^{2}=\left\langle P_{T} Z, P_{\Omega}^{2} P_{T}(Z)\right\rangle=\left\langle Z, P_{T} P_{\Omega}^{2} P_{T}(Z)\right\rangle, \tag{G.26}
\end{align*}
$$

where $h_{i, j}$ denotes the number of times that entry $(i, j)$ was sampled.
Now, by lemma A.5 we have that with probability $\geqslant 1-\delta_{5}, h_{i, j} \leqslant \tau_{5}$ for all $i, j$. Thus under the same condition we also have similarly to equation (G.26)

$$
\begin{equation*}
\left\langle Z, P_{T^{\top}} P_{\Omega}^{2} P_{T^{\top}}(Z)\right\rangle \leqslant \tau_{5}\left\langle Z, P_{T^{\top}} P_{\Omega} P_{T^{\top}}(Z)\right\rangle . \tag{G.27}
\end{equation*}
$$

Now by Lemmas G. 1 and G. 2 together with the above, we have with probability $\geqslant 1-\delta_{3}-\delta_{4}-\delta_{5}$ :

$$
\begin{align*}
\frac{1}{2}\left\|P_{T}(Z)\right\|_{\mathrm{Fr}}^{2} & \leqslant \frac{m n}{N}\left\langle Z, P_{T} P_{\Omega} P_{T}(Z)\right\rangle  \tag{G.28}\\
& \leqslant \frac{m n}{N}\left\langle Z, P_{T} P_{\Omega}^{2} P_{T}(Z)\right\rangle  \tag{G.29}\\
& \leqslant \frac{m n}{N}\left\langle Z, P_{T^{\top}} P_{\Omega}^{2} P_{T^{\top}}(Z)\right\rangle  \tag{G.30}\\
& \leqslant \tau_{5} \frac{m n}{N}\left\langle Z, P_{T^{\top}} P_{\Omega} P_{T^{\top}}(Z)\right\rangle  \tag{G.31}\\
& \leqslant \tau_{5} \frac{3}{2} \frac{a}{r}\left\|P_{T^{\top}}(Z)\right\|_{\mathrm{Fr}}^{2}, \tag{G.32}
\end{align*}
$$

where at the first line G.28) we have used Lemma G.1, at the second line G.29) we have used equation G.26; at the third line (G.30) we have used equation (G.25; at the fourth line G.31) we have used equation (G.27); and at the fifth and last line G.32 we have used Lemma G.2. The result follows.

Lemma G. 4 (Variation of Lemma 8 in (Xu, Jin, and Zhou2013). Let $Z \in \mathbb{R}^{m \times n}$, for any $\delta_{6}>0$ as long as $N \geqslant T_{6}:=$ $\frac{8}{3} \mu^{2} r(a+b) \log \left(\frac{m+n}{\delta_{6}}\right)$ we have w.p. $\geqslant 1-\delta_{6}$ :

$$
\begin{equation*}
\frac{m n}{N}\left\|P_{T^{\top}} P_{\Omega} P_{T}(Z)\right\| \leqslant\left\|P_{T}(Z)\right\|_{\infty} \sqrt{\frac{8 \log \left(\frac{m+n}{\delta}\right) m n \mu \max (a, b)}{3 N}} \tag{G.33}
\end{equation*}
$$

Proof. This again follows from an application of Bernstein's inequality A.4 As calculated in (Xu, Jin, and Zhou|2013) we note the following values for $M, \rho$ :

$$
\begin{align*}
M & =\left\|P_{T}(Z)\right\|_{\infty} \sqrt{\frac{m n \mu^{2}\left(a b+r^{2}\right)}{N^{2}}}  \tag{G.34}\\
\sum \rho_{k}^{2} & =\left\|P_{T}(Z)\right\|_{\infty}^{2} \frac{\mu \max (a, b) m n}{N} \tag{G.35}
\end{align*}
$$

Thus Lemma A. 4 immediately implies that with probability $\geqslant 1-\delta_{6}$ :

$$
\begin{equation*}
\frac{m n}{N}\left\|P_{T^{\top}} P_{\Omega} P_{T}(Z)\right\| \leqslant\left\|P_{T}(Z)\right\|_{\infty} \max \left(\sqrt{\frac{8 \mu m n \max (a, b)}{3 N} \log \left(\frac{m+n}{\delta_{6}}\right)}, \frac{8}{3} \sqrt{\frac{m n \mu^{2}\left(a b+r^{2}\right)}{N^{2}}} \log \left(\frac{m+n}{\delta_{6}}\right)\right) \tag{G.36}
\end{equation*}
$$

Thus as long as $N \geqslant \frac{8}{3} \mu \frac{a b+r^{2}}{\max (a, b)} \log \left(\frac{m+n}{\delta_{6}}\right)$ we certainly have

$$
\begin{equation*}
\frac{m n}{N}\left\|P_{T^{\top}} P_{\Omega} P_{T}(Z)\right\| \leqslant\left\|P_{T}(Z)\right\|_{\infty} \sqrt{\frac{8 \mu m n \max (a, b)}{3 N} \log \left(\frac{m+n}{\delta_{6}}\right)} \tag{G.37}
\end{equation*}
$$

as expected. The result follows upon noting that $T_{6} \geqslant \frac{8}{3} \mu \frac{a b+r^{2}}{\max (a, b)} \log \left(\frac{m+n}{\delta_{6}}\right)$.
Lemma G.5. Let $Z \in \mathbb{R}^{m \times n}$ with probability $\geqslant 1-\delta_{7}$. Along as $N \geqslant T_{7} \frac{8}{3} \mu^{2} r(a+b) \log \left(\frac{2 m n}{\delta_{7}}\right)$ we have

$$
\begin{equation*}
\left\|P_{T}(Z)-P_{T} P_{\Omega} P_{T}(Z)\right\|_{\infty} \leqslant\left\|P_{T}(Z)\right\|_{\infty} \max \sqrt{\frac{8}{3} \log \left(\frac{2 m n}{\delta_{7}}\right) \frac{\mu^{2} r(a+b)}{N}} \tag{G.38}
\end{equation*}
$$

In particular, as long as $N \geqslant T_{7}:=\frac{32}{3} \mu^{2} r(a+b) \log \left(\frac{2 m n}{\delta_{7}}\right)$, we have

$$
\begin{equation*}
\left\|P_{T}(Z)-P_{T} P_{\Omega} P_{T}(Z)\right\|_{\infty} \leqslant \frac{1}{2}\left\|P_{T}(Z)\right\|_{\infty} \tag{G.39}
\end{equation*}
$$

Proof. This follows from an application of the standard Bernstein inequality (i.e. Lemma A.4 with $m=n=1$ ) applied to each entry separately, together with a union bound over entries. As calculated in (Xu, Jin, and Zhou 2013) we have the following values for " M " and " $\rho$ ":

$$
\begin{align*}
M & =\frac{\mu^{2} r(a+b)\left\|P_{T}(Z)\right\|_{\infty}}{N}  \tag{G.40}\\
\sum \rho_{k}^{2} & =\frac{\mu^{2} r(a+b)\left\|P_{T}(Z)\right\|_{\infty}^{2}}{N} . \tag{G.41}
\end{align*}
$$

Thus applying Lemma A. 4 we see that for all $i, j$, the following holds with probability $\geqslant 1-\delta_{7}$ :

$$
\begin{equation*}
\left|\left[P_{T}(Z)-P_{T} P_{\Omega} P_{T}(Z)\right]_{i, j}\right| \leqslant\left\|P_{T}(Z)\right\|_{\infty} \max \left(\sqrt{\frac{8}{3} \log \left(\frac{2}{\delta_{7}}\right) \frac{\mu^{2} r(a+b)}{N}}, \frac{8}{3} \frac{\mu^{2} r(a+b) \log \left(\frac{2}{\delta_{7}}\right)}{N}\right) \tag{G.42}
\end{equation*}
$$

and as long as $N \geqslant \frac{8}{3} \mu^{2} r(a+b) \log \left(\frac{2}{\delta_{7}}\right)$ we have

$$
\begin{equation*}
\left|\left[P_{T}(Z)-P_{T} P_{\Omega} P_{T}(Z)\right]_{i, j}\right| \leqslant\left\|P_{T}(Z)\right\|_{\infty} \max \sqrt{\frac{8}{3} \log \left(\frac{2}{\delta_{7}}\right) \frac{\mu^{2} r(a+b)}{N}} \tag{G.43}
\end{equation*}
$$

Setting $\delta_{7} \leftarrow \delta_{7} /(m n)$ and taking a union bound over entries yields the first result immediately. The second result follows directly from the first.

## H Proof of Lemma C. 2

First let us fix $\delta>0$. We will set $\delta_{3}=\delta_{4}=\delta_{5}=\delta_{6}=\delta_{7}$ for the lemmas above.
Now, define

$$
\begin{equation*}
T=\frac{32}{3} \mu^{2} r(a+b) \log \left(\frac{2 m n}{\delta}\right) . \tag{H.1}
\end{equation*}
$$

Note that as long as $N \geqslant T$, we will have $N \geqslant \max \left(T_{3}, T_{4}, T_{6}, T_{7}\right)$ (with the same value $\delta$ used in all relevant theorems), which means the conditions of Lemmas G.1, G.2, A.5, G.3|G.4, and G.4 are all satisfied. Indeed, it is trivially the case that $N \geqslant$ $\max \left(T_{3}, T_{4}, T_{6}\right)$. As for $T_{7}$, the inequality $N \geqslant T_{7}$ still follows upon noticing that $\log (2 m n) \leqslant \log \left((m+n)^{2}\right)=2 \log (m+n)$.

Following the ideas from (Recht 2011) and (Xu, Jin, and Zhou 2013) we now construct a matrix $Y \in \mathbb{R}^{m \times n}$ with the properties from LemmaC. 1

We assume that $N \geqslant q T$ where $q$ will be determined later. We randomly select $q$ disjoint subsets of samples, each of size $T$, denoted by $\Omega_{1}, \Omega_{2}, \ldots, \Omega_{q}$, so we have

$$
\begin{equation*}
\left|\Omega_{i}\right|=T \quad \forall i \leqslant q \tag{H.2}
\end{equation*}
$$

As in Lemma C.1 we define $U$ to be the dual certificate of $R=X M^{*} Y^{\top}$ with respect to the norms $\|\cdot\|_{\mathcal{I}, \sigma}$ and $\|\cdot\|_{\mathcal{I}, *}$ and the standard Frobenius inner product. Note that because unlike (Xu, Jin, and Zhou 2013) we do not assume that the columns of $X, Y$ are normed, we need to be a bit more careful about computing the relevant norms. By definition we certainly have $\|U\|_{\mathcal{I}, \sigma}=1$. However, to apply the above results, we will also need a bound on $\|U\|$.

Lemma H.1. Let $U$ be the dual certificate of $R=X M^{*} Y^{\top}$ with respect to the norms $\|\cdot\|_{\mathcal{I}, \sigma}$ and $\|\cdot\|_{\mathcal{I}, *}$ and the standard Frobenius inner product. Let $\sigma_{0}$ denote the smallest singular value of $X$ and $Y$ (after preprocessing of $X, Y$ into matrices with orthogonal columns (ordered by decreasing norms), $\sigma_{0}$ denotes the minimum of the norm of the last column of $X$ and that of $Y$ ). We have the following bound on the ordinary spectral norm of $U$ :

$$
\begin{equation*}
\|U\| \leqslant \sigma_{0}^{-2} \tag{H.3}
\end{equation*}
$$

Proof. By definition of $U,\|U\|_{\mathcal{I}, \sigma}=1$. By definition of the norm $\|\cdot\|_{\mathcal{I}, \sigma}$ we have $\|U\|_{\mathcal{I}, \sigma}=X^{\top} U Y=\Sigma_{1} \bar{X}^{\top} U \bar{Y} \Sigma_{2}$ where $\bar{X}, \bar{Y}$ are obtained by normalising the columns of $X, Y$ and $\Sigma_{1}, \Sigma_{2}$ are diagonal matrices containing the singular values of $X, Y$. We can now write

$$
\begin{equation*}
\|U\|=\left\|\bar{X}^{\top} U \bar{Y}\right\|=\left\|\Sigma_{1}^{-1}\left[\Sigma_{1} \bar{X}^{\top} U \bar{Y} \Sigma_{2}\right] \Sigma_{2}^{-1}\right\| \leqslant \sigma_{0}^{-2}\left\|\Sigma_{1}^{-1}\left[\Sigma_{1} \bar{X}^{\top} U \bar{Y} \Sigma_{2}\right] \Sigma_{2}^{-1}\right\|=\sigma_{0}^{-2}\|U\|_{\mathcal{I}, \sigma}, \sigma_{0}^{2}\left\|\bar{X}^{\top} U \bar{Y}\right\|=\sigma_{0}^{2}\|U\| \tag{H.4}
\end{equation*}
$$

as expected.

Armed with the above, we continue the construction of our approximation $Y$ of $U$ : we generate a sequence $Y_{1}, \ldots, Y_{q}$ as follows:

$$
\begin{equation*}
\mathcal{Y}_{t}=\frac{m n}{T} \sum_{i=1}^{t} P_{\Omega_{i}}\left(W_{i}\right) \tag{H.5}
\end{equation*}
$$

where $W_{1}=U$ and $W_{t+1}$ is defined inductively as follows:

$$
\begin{align*}
W_{t+1} & =P_{T}\left(U-\mathcal{Y}_{t}\right)=W_{t}-\frac{m n}{T} P_{T} P_{\Omega_{t}}(W)  \tag{H.6}\\
& =\left(P_{T}-\frac{m n}{T} P_{T} P_{\Omega_{t}} P_{T}\right) W_{t} \tag{H.7}
\end{align*}
$$

Finally, we set $\mathcal{Y}=\mathcal{Y}_{q}$.
Remark: the subsets $\Omega_{i}$ of the original sample are subsets of the observations rather than subsets of the entries. In particular, they can contain several obsevations of the same entry (and this is accounted for in the Lemmas above).

In the next two lemmas, we will now show that $Y$ satisfies the conditions of LemmaC.1 with high probability.
Lemma H. 2 (Improved version of Lemma 10 in (Xu, Jin, and Zhou|2013). Assume that $N \leqslant m n$.
With probability $\geqslant 1-5 q \delta$, as long as $N \geqslant T q$ and

$$
\begin{align*}
q \geqslant q_{0} & :=8 \log \left(\sigma_{0}^{-1}\right)+2 \log (a)+4+\log (\tau)  \tag{H.8}\\
& =8 \log \left(\sigma_{0}^{-1}\right)+2 \log (a)+4+\log \left(5 \log \left(\frac{2 m n}{\delta}\right)\right) \tag{H.9}
\end{align*}
$$

where $\tau=\tilde{\tau}_{5}=5 \log \left(\frac{2 m n}{\delta}\right)$, we have

$$
\begin{equation*}
\left\|P_{T}(\mathcal{Y})-U\right\|_{\mathrm{Fr}} \leqslant \frac{1}{4} \sqrt{\frac{r}{3 a \tau}} \frac{1}{\sigma_{0}^{-2}} \tag{H.10}
\end{equation*}
$$

Without the condition $N \geqslant m n$, the lemma still holds with $\tau=\tau_{5}=\frac{N}{m n}+\frac{8}{3} \log \left(\frac{2 m n}{\delta}\right) \sqrt{\frac{N}{m n}}$ (which depends logarithmically on $N$ ).

Proof. Setting $\delta_{3}=\ldots=\delta_{7}=\delta$ in all Lemmas above we have that (as long as $N \geqslant q T$ ) all the high probability events of Lemmas Lemmas G.1, G. 2, A.5, G.3|G.4, and G. 4 hold on each of the groups of samples $\Omega_{i}$ with probability $\geqslant 1-5 q \delta$.

Since $W_{t+1}=\left(\overline{P_{T}}-\frac{m n}{T} \bar{P}_{T} P_{\Omega_{t}} P_{T}\right) W_{t}$, and $\left\|W_{1}\right\|=\|U\| \leqslant \sigma_{0}^{-2}$ (by Lemma H.1 , we can apply Lemma G.1 iteratively and obtain:

$$
\begin{equation*}
\left\|W_{q+1}\right\|=\left\|P_{T}(\mathcal{Y})-U\right\| \leqslant \sigma_{0}^{-2} \prod_{i=1}^{q}\left\|P_{T}-\frac{m n}{T} P_{T} P_{\Omega_{i}} P_{T}\right\| \leqslant \frac{\sigma_{0}^{-2}}{2^{q}} \tag{H.11}
\end{equation*}
$$

Now, from this we obtain:

$$
\begin{equation*}
\left\|P_{T}(\mathcal{Y})-U\right\|_{\mathrm{Fr}} \leqslant \frac{\sigma_{0}^{-2} \sqrt{\min (a, b)}}{2^{q}} \tag{H.12}
\end{equation*}
$$

Thus, we see that the Lemma's statement will hold as long as we set

$$
\begin{align*}
q \geqslant q_{0} & :=8 \log \left(\sigma_{0}^{-1}\right)+2 \log (a)+4+\log (\tau)  \tag{H.13}\\
& \geqslant 8 \log \left(\sigma_{0}^{-1}\right)+2 \log (a)+\log (48)+\log (\tau) \geqslant \log _{2}\left[\sigma_{0}^{-4} \sqrt{\min (a, b)} 4 \sqrt{\frac{3 a \tau}{r}}\right] . \tag{H.14}
\end{align*}
$$

We will need the following additional Lemma.
Lemma H.3. Let $U$ be the dual certificate of $R$, we have the following bound on the maximum entry of $U$ :

$$
\begin{equation*}
\|U\|_{\infty} \leqslant \sqrt{\frac{r \mu_{1}}{m n}} \sigma_{0}^{-2} \tag{H.15}
\end{equation*}
$$

Proof. Let $M^{*}=A \Sigma B^{\top}$ be the singular value decomposition of the ground truth core matrix $M^{*}$. By definition of $U$ and the relevant norms we have

$$
\begin{equation*}
X^{\top} U Y=A B^{\top} \tag{H.16}
\end{equation*}
$$

It follows that

$$
\bar{X}^{\top} U \bar{Y}=\Sigma_{1} A B^{\top} \Sigma_{2}
$$

where as usual, $\bar{X}, \bar{Y}$ are obtained from $X, Y$ by normalizing the columns, and $\Sigma_{1}, \Sigma_{2}$ are diagonal matrices containing the singular values of $X, Y$. Next we have

$$
\begin{equation*}
U=\bar{X} \Sigma_{1} A B^{\top} \Sigma_{2} \bar{Y} \tag{H.17}
\end{equation*}
$$

the result follows by the incoherence assumption.

Lemma H. 4 (Modification of Lemma 11 in (Xu, Jin, and Zhou 2013)). With probability $\geqslant 1-5 q_{0} \delta$ as long as $N \geqslant \bar{T} q_{0}$ we have

$$
\begin{equation*}
\left\|P_{T^{\top}}(\mathcal{Y})\right\| \leqslant \frac{1}{2} \tag{H.18}
\end{equation*}
$$

where $\bar{T}:=4 \frac{\mu_{1}}{\mu} \sigma_{0}^{-4} T$.
Proof. Similarly to Lemma H. 2 under the condition $N \geqslant \bar{T} q_{0}$ if we randomly pick $q$ groups of samples each of size $\bar{T} \geqslant T$ we have, with probability $\geqslant 1-5 q_{0} \delta$, that all the high probability events of the previous lemmas hold for each of the sets of samples $\Omega_{t}$.

Now by Lemma G. 5 we have

$$
\begin{equation*}
\left\|W_{t+1}\right\|_{\infty} \leqslant\left\|\left(P_{T}-P_{T} P_{\Omega_{t}} P_{T}\right)\right\| \leqslant \frac{1}{2}\left\|W_{t}\right\|_{\infty} \tag{H.19}
\end{equation*}
$$

Next we also have

$$
\begin{align*}
\left\|P_{T^{\top}}(Y)\right\| & \leqslant \sum_{t=1}^{q} \frac{m n}{T}\left\|\left(P_{T}-P_{T} P_{\Omega_{t}} P_{T}\right)\left(W_{t}\right)\right\|  \tag{H.20}\\
& \leqslant \sqrt{\frac{8 \log \left(\frac{m+n}{\delta}\right) m n \mu \max (a, b)}{3 \bar{T}}} \sum_{t=1}^{q}\left\|W_{t}\right\|_{\infty}  \tag{H.21}\\
& \leqslant \sqrt{\frac{8 \log \left(\frac{m+n}{\delta}\right) m n \mu \max (a, b)}{3 \bar{T}}} \sum_{t=1}^{q} \frac{\sigma_{0}^{-2}}{2^{t-1}} \sqrt{\frac{r \mu_{1}}{m n}}  \tag{H.22}\\
& \leqslant 2 \sqrt{\frac{8 \log \left(\frac{m+n}{\delta}\right) \mu \mu_{1} r \max (a, b)}{3 \bar{T}}} \sigma_{0}^{-2}  \tag{H.23}\\
& \leqslant \frac{1}{2} \tag{H.24}
\end{align*}
$$

where at the second line we have used Lemma G.4, at the third line we have used equation H.19) as well as Lemma H. 3

We can now finally prove LemmaC. 2 .
Proof of LemmaC.2. Case 1:N$\leqslant 2 \log \left(\frac{m n}{\delta}\right) m n$.
In this case, the lemma follows (even with probability $\geqslant 1-5 q \delta$ ) immediately from Lemmas G.1, G.2, A.5, G.3, G.4, and G. 5 upon noting that we then have:

$$
\begin{align*}
\tau & =\frac{N}{m n}+\frac{8}{3} \log \left(\frac{2 m n}{\delta}\right) \sqrt{\frac{N}{m n}}  \tag{H.25}\\
& \leqslant 2 \log \left(\frac{m n}{\delta}\right)+\frac{8}{3} \log \left(\frac{2 m n}{\delta}\right) \sqrt{2 \log \left(\frac{m n}{\delta}\right)}  \tag{H.26}\\
& \leqslant 5 \log ^{\frac{3}{2}}\left(\frac{m n}{\delta}\right) \tag{H.27}
\end{align*}
$$

and therefore

$$
\begin{align*}
q & =8 \log \left(\sigma_{0}^{-1}\right)+2 \log (a)+4+\log (\tau)  \tag{H.28}\\
& =8 \log \left(\sigma_{0}^{-1}\right)+2 \log (a)+4+\log \left(5 \log ^{\frac{3}{2}}\left(\frac{m n}{\delta}\right)\right)  \tag{H.29}\\
& =4+8 \log \left(\sigma_{0}^{-1}\right)+2 \log (a)+\log \left[5 \log ^{\frac{3}{2}}\left(\frac{m n}{\delta}\right)\right]  \tag{H.30}\\
& \leqslant 6+8 \log \left(\sigma_{0}^{-1}\right)+2 \log (a)+\log \left[\log ^{\frac{3}{2}}\left(\frac{m n}{\delta}\right)\right]  \tag{H.31}\\
& \leqslant 6+8 \log \left(\sigma_{0}^{-1}\right)+2 \log (a)+\log \left[\log \left(\frac{m n}{\delta}\right)\right]  \tag{H.32}\\
& =\log \left[e^{6} \sigma_{0}^{-8} a \log \left(\frac{m n}{\delta}\right)\right] \tag{H.33}
\end{align*}
$$

Case 2: $N \geqslant 2 \log \left(\frac{m n}{\delta}\right) m n$.
In this case, by Lemma C. 5 we have with probabilty $\geqslant 1-\delta$ that each entry was sampled at least once. Hence, the dual certificate $U$ itself is in the image of $P_{\Omega}$ and we can simply set $Y=U$. Note also that in this case $\left\|P_{T^{\top}}(Y)\right\|=\left\|P_{T^{\top}}(U)\right\|=0 \leqslant \frac{1}{2}$, and of course $\left\|P_{T}(Y)-U\right\|_{\mathrm{Fr}}=\left\|P_{T}(U)-U\right\|_{\mathrm{Fr}}=\|0\|_{\mathrm{Fr}}=0 \leqslant \frac{1}{4} \sqrt{\frac{r}{3 a \tau}} \frac{1}{\sigma_{0}^{2}}$.
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