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Abstract. Intraoral scanners (IOS) are essential tools in dental prosthodontics, 
enabling efficient digitization of dental arches for CAD-CAM workflows. The Primescan 

IOS (Dentsply Sirona) can be fitted with three scanning sleeves, based on the level 
of hygiene imposed by the clinical situation and health regulations: a standard sleeve 
(SS), an autoclavable sleeve (AS), and a disposable sleeve (DS). Most studies 

evaluating accuracy use local best-fit algorithms to superimpose a reference scan 
and a test scan, providing relative accuracy. This study proposes an alternative 

evaluation method based on metrological principles and aims to compare the quality 
of scans taken with the three types of sleeves. An 8 mm aluminum oxide sphere was 
scanned 24 times using each sleeve. Mesh analysis was conducted, and measures of 

trueness, precision, and digitizing noise were calculated. Significant differences in 
trueness were identified between AS-DS (p < 0.001) as well as AS-SS (p < 0.001), 
while no significant differences were found between the sleeves for precision (p = 

0.623). Significant differences in digitizing noise were also identified between DS-AS 
(p < 0.001), DS-SS (p = 0.001), and SS-AS (p = 0.001). This study tested the 

scanning quality of an IOS fitted with different sleeves using absolute measures as 
opposed to relative measures, and though statistically significant differences were 
found, within the experimental conditions, the errors appear to be within clinically 

accepted limits. 
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1 INTRODUCTION 

With the growing utilization of Computer-Aided Design and Computer-Aided Manufacturing (CAD-

CAM) technologies in dental prosthodontics, intraoral scanners (IOS) that allow rapid digitizing of the 
dental arches have become integral to routine procedures. The advent of CAD-CAM systems offers 

quick and efficient production of prostheses and IOS have been shown to improve patient comfort 
compared to conventional methods, reduce treatment time, and facilitate communication between 
both clinicians and their laboratory technicians and clinicians and their patients [1]. A 2021 study by 

the American Dental Association identified that 53% of surveyed dentists used an intraoral scanner 
in their daily practice [2]. As increased computing power and IOS performance has broadened the 
clinical uses of these devices and costs decrease, IOS seem poised to replace conventional impression 

methods using dental trays and impression materials such as polyvinylsiloxane (PVS) or alginate. 
Intraoral scanners represent the first element in the digital prosthodontic workflow (Figure 1). 

In both digital workflows and conventional methods, errors accumulate at each successive step [3]. 
Conventional impression procedures are prone to errors during and after registration as PVS 
materials are naturally hydrophobic, and alginate is unstable through time because of water loss [4]. 

Dental stone also expands due to secondary reactions during setting [5]. In the digital workflow, 
intraoral scans are digitized and as such are dimensionally stable once completed. However, the scan 
accuracy is influenced by many factors during the scan, such as the presence of blood or saliva, scan 

path, patient movement, operator experience, ambient lighting conditions, tooth morphology, and 
preparation design all affect the quality of the optical scan [6]–[10].  

 

Figure 1: Illustration of the digital workflow in dentistry. 

For both digital and conventional workflows, errors in the beginning are amplified in the final product. 

As such, it is paramount to obtain the highest quality scan as it represents the first link in the CAD-
CAM chain (Figure 1). Scanner accuracy is crucial and is the focus of a growing body of research.  

Current literature suggests that the leading intraoral scanners produce more accurate digital 
casts than conventional methods for single-tooth and short-span impressions [11], [12]. For more 
extensive impressions, such as full-arch impressions, most authors still find conventional techniques 

superior, though recent studies on newer IOS are starting to refute these findings using metrological 
criteria to assess accuracy [13], [14]. Traditionally, accuracy, as defined by the International 

Organization for Standardization standard 5725-1:1994, is evaluated by two measures: trueness and 
precision [15]. Trueness refers to how close the average of numerous test results aligns with a true 
or accepted reference value, while precision pertains to the agreement between independent 

measurement results obtained under specified conditions [15]. Trueness is essential in 
prosthodontics as an IOS must be able to generate a digital model that is as close to the real clinical 
situation as possible. Precision is also important, as a restoration is made off of a single scan, so an 

IOS that systematically obtains very close results, is desirable [16]. 
Digitizing noise has also been presented as a metric of interest in evaluating IOS [17]. Noise 

refers to the random artifacts of signal that are introduced during the recording. Digitizing noise 
informs on the regularity of digitizing of canonic elements, such as planes and spheres, by 
characterizing the random measurement error of the system [18]. 

Most studies assessing accuracy confront meshes obtained by IOS and meshes produced by 
highly accurate laboratory scanners. The two meshes are superimposed using best-fit algorithms and 
the deviations between the reference and test meshes are used to obtain measures of accuracy such 
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as trueness and precision [16], [19]. This type of analysis allows evaluation of the relative error 
between several IOS based off a reference scan but is unable to provide absolute values for trueness 

and precision. Superimposition is done by iterative closest point algorithms, which minimizes 
deviations across the entire object [20]. It is technically impossible to compare two identical points 

on separate meshes to obtain a single measure. Studies using reference geometries [21] or additional 
image processing [20] have shown that the best-fit approach results in an underestimation of error 
values and their distribution over the entire object. 

To obtain actual trueness and precision values, metrological principles must be applied. Metrology 
compares test measures to the known dimension of a measurand. Reference objects used for 
metrological studies and calibration are manufactured to various grades of accuracy. Scans of a near-

perfect geometric shape can be used to evaluate real errors and evaluate trueness and precision, as 
well as digitizing noise [22]. The use of calibrated reference objects allows the evaluation of 

dimensional trueness and precision, which are based off representative measures (e.g. diameter for 
a sphere, width, and length for a gauge block) constructed on the point cloud generated by the 
scanner. 

Several recent studies identify the Primescan (Dentsply Sirona) as among the most accurate IOS 
on the market [14], [19], [22], [23]. This handheld camera uses confocal imaging technology and 
video recording to acquire the subject. The handpiece is composed of an optical sensor, a mirror, 

and a protective sleeve which contacts the oral cavity during scanning. The COVID-19 pandemic 
brought renewed attention to the importance of infection prevention practices in the dental setting, 

most notably by reducing patient volume to allow proper disinfection and ventilation procedures as 
well as the donning of appropriate personal protective equipment [24]. In their 2016 guidelines on 
infection prevention, the American Centers for Disease Control and Prevention recommends that 

semicritical items, which contact mucous membranes or non-intact skin, should be sterilized using 
heat, or at minimum processed using high-level disinfection, noting that exposure to infectious 
materials may occur if dental handpieces and their attachments are not heat sterilized as disinfectant 

solutions cannot properly clean the internal components of the tools [25]. The standard scanning 
sleeve of the Primescan IOS can be dry heat sterilized, processed through high-level disinfection, or 

simply wiped down with disinfecting wipes according to the manufacturer instructions [26]. Dentsply 
Sirona, the manufacturer of the Primescan has recently released two new types of protective sleeves 
to meet more rigorous hygiene protocols. One sleeve is fully autoclavable and the other is disposable.  

An IOS should provide a digital model that is both true to the dimensions and geometry of the 
object but also a model that is repeatable when multiple scans are performed [11]. Proper sanitation 

protocols are imperative to reduce cross-contamination and manufacturers have offered tools 
adapted to various protocols. The object of this study is to compare the trueness, precision, and 
digitizing noise of scans taken with the autoclavable (AS) and disposable sleeves (DS) as well as with 

the standard sleeve (SS) that is sold with each Primescan IOS, using metrological methods. The null 
hypothesis is that no differences in trueness, precision, or digitizing noise exists between the different 
types of sleeves. 

2 MATERIALS AND METHODS 

In this section, the materials and methods are developed and summarized in Figure 2. 

 

2.1 Scanning Protocol 

The IOS used in this study was the Primescan and the associated software was CEREC Software 
version 5.2.2. The Primescan IOS is sold with a standard sleeve (SS) composed of a stainless-steel 
body and a highly scratch-resistant coated sapphire glass window. The window sleeve is classified as 

a “semi critical medical device A” according to the Robert Koch Institute (Berlin, Germany) and as 
such, does not need to be sterilized [26]. For those clinicians who wish to adopt more stringent 

hygiene protocols, the manufacturer also produces an autoclavable sleeve with a disposable window 
and a fully disposable sleeve. The autoclavable sleeve (AS) is composed of a stainless-steel body 
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which is fully moist-heat autoclavable and has a single-use PMMA window that is snuggly fitted to 
the body. The disposable sleeve (DS) combines a plastic sleeve with a PMMA window already fitted. 

The SS served as the control in this study. 

Credit Dentsply Sirona

Standard sleeve

1. PRIMESCAN SCANS 

Autoclavable 

sleeve
Disposable sleeve

2. MESH PREPARATION

2.A Mesh 

alignment

2.B. Support 

structure removal

START PROTOCOL

END OF PROTOCOL 

3. CALCULATIONS

3.A Trueness 3.B Precision 3.C Noise 

2.C. Flat surface 

discard and 

truncated sphere 

2.D. Constructed 

Sphere 

Standard

Disposable

Autoclavable

 

Figure 2: Materials and methods flowchart. 

The reference object selected was an 8 mm aluminum oxide sphere (Figure 3(a)), manufactured by 

CIMAP to a Grade 10 standard according to ISO 3290:2002. An 8 mm sphere was chosen as it is 
approximately the size of a human molar and comprises smooth convex surfaces like those found in 
natural teeth. Aluminum oxide was chosen as it is a dimensionally stable, wear-resistant material 

that was widely used as a restorative material and has similar optical properties to enamel. IOS were 
designed to scan these types of materials and so an aluminum oxide sphere serves as a good model 

of teeth. 
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ISO 20896-1, the standard for assessing intraoral scanners, stipulates that the standard 
uncertainty in the reference values of the dimensions of interest must be no greater than one-fifth 

the accuracy expected of the intraoral scanner [27]. Grade 10 spheres (ISO 3290-2) have a 
maximum diameter variation of 0.25 μm and previous studies have found errors within the tens of 

microns range for the Primescan [22], [23], [28], [29]. The dimensional accuracy of the sphere is 
well within the conditions stipulated by ISO 20896-1.  

A 3D printed base with spherical topographical landmarks was created to improve the scanning 

ability of the scanner by introducing a non-symmetrical shape (Figure 3(b)). This was necessary as 
strictly symmetrical objects can hinder the scanner's image recording and image processing ability 
[30], [31]. The base was designed using CAD software (Catia V5, Dassault Systems) and then 3D 

printed in Model V2 resin (Formlabs 3B, Formlabs) with a 25 μm layer thickness. The rectangular 
nature of the structure allowed for easy creation of a coordinate system in the mesh processing 

stage.  

 

Figure 3: (a) Photograph of the grade 10 aluminum oxide reference sphere, (b) the references 
sphere on its 3D printed support, (c) Mesh after 3-2-1 alignment. 

Before each series of scans, the sleeve was fitted to the IOS, and a calibration was performed 
according to manufacturer instructions. Per the manufacturer, the disposable sleeves should not be 
used for calibration, and instead a calibration using the standard sleeve should be used, then the DS 

fitted. Indeed, the calibration module does not fully seat on the disposable sleeve. Presumably this 
is because the disposable sleeve is meant to be used according to the most stringent cross-

contamination protocols.  
Twenty-four scans of the sphere and support structure were performed using each type of sleeve. 

All scans were carried out in a single day and by a single operator, to retain near identical conditions 

for each scan. Window blinds were closed to minimize error stemming from external lighting, room 
temperature remained identical, and the room lights were left on. All scans were performed using a 
circular motion lasting a maximum of 15 seconds. Care was taken to use the same scan pattern as 

variations in scan pattern affect accuracy [32]. Leon et al. found that deleting portions of mesh and 
rescanning negatively influenced the accuracy of the IOS, so if a scan was incomplete or had erratic 

geometries the whole scan was redone [33]. After each scan, the STL file was exported in the highest-
quality format according to the software options, and finally imported into GOM Inspect (GOM 
Software 2022, Rev. 154413, Build 2022-09-09), a reverse engineering tool used for metrological 

analysis. 

 2.2    Mesh Preparation 

Before analysis, a reference coordinate system was created, and the relevant mesh was isolated. 
A reference coordinate system was created using the 3-2-1 alignment tool on the surfaces of the 

3D printed structure (Figure 3(c)) This plane, line, point, alignment tool establishes a coordinate 

system by selecting three points on a plane to define the z axis, defining a line to lock rotation around 
the z axis, and defining a point to lock translation in the X and Y axes. The resulting coordinate 
system is the same for each scan. 
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The mesh corresponding to the support structure was then deleted to preserve only the sphere 
and a portion of the surrounding flat surface (Figure 2(b)). The remaining flat surface was discarded 

by fitting a Gaussian plane and a parallel plane 0.2 mm above it, then deleting the mesh below the 
parallel plane, leaving only the mesh corresponding to the truncated sphere (Figure 2(c)). 

A constructed sphere was produced based on the remaining mesh using a Gaussian fit algorithm 
which associates a sphere to the point cloud using the least squares method (Figure 2(d)). The 
coordinates of the point cloud in the previously constructed coordinate system were exported in 

ASCII format and the dimension of interest, the diameter of each constructed sphere, was recorded. 

2.3    Calculation of Trueness, Precision, and Digitizing Noise 

All calculations presented below were performed using Python. Trueness (𝑇) for each studied 

scanning sleeve is the deviation of measurements from the reference value, as given by the equation 
(2.1): 

 𝑇 =  �̅�  −  𝑑𝑅     (2.1) 

where 𝑇 is the trueness (also called bias) of the measured diameter, �̅�   is the mean of the 24 

diameters of the constructed spheres, and 𝑑𝑅 is the reference diameter of the sphere (8 mm).  

Precision (𝑃) is the closeness of agreement between independent results and is usually expressed 

as the standard deviation of the results [31]. The precision of the measurements using each type of 
sleeve was calculated following equation (2.2): 

 𝑃 = √
1

𝑛−1
∑ (𝑑𝑖 − �̅�)

2𝑛=24
𝑖 = 1      (2.2) 

To calculate digitizing noise, the values of the radius for each point in the dot-cloud must be obtained. 

For each point Aj among the m points of each scan of coordinate (xj, yj, zj) extracted from the ASCII 

file, the distance (rj ) between point Aj and the center of the constructed sphere was calculated as 

follows:  rj =  √xj
2 + yj

2 + zj
2. Then, the digitizing noise (σN) of each point cloud, which can be 

assimilated to the standard deviation of the radii, was calculated with equation (2.3):  

 𝜎𝑁 = √
1

𝑚−1
∑ (𝑟𝑗 − �̅�)2𝑚

𝑗 = 1      (2.3) 

Finally, the mean digitizing noise (𝜎𝑁̅̅̅̅  ) was then calculated for each sleeve type using the 24 values 

for 𝜎𝑁. 

Statistical analysis was performed in Python. The assumption of normality and homoscedasticity 
of the grouped data were evaluated with the Shapiro–Wilk test and Levene's test, respectively. If 
either test failed, then a Kruskal-Wallis test was implemented and a Mann-Whitney U test with 

Bonferroni correction was then performed to evaluate multiple comparisons. The level of significance 
was set at 0.05. The results are presented in the following section and are summarized in Table 1. 

3 RESULTS 

In this section, all results for trueness, precision, and digitizing noise are developed and summarized 

in Table 1. 

3.1 Trueness and Precision 

The trueness (T) for each sleeve was -9.72 μm for the SS, -9.66 μm for the DS, and 2.55 μm for the 

AS. The precision for the sleeves was calculated to be 6.71 μm for the SS, 7.99 μm for the DS, and 
7.91 μm for the AS. The boxplots describing the data are presented in Figure 4. A Shapiro-Wilk test 
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on each group failed to reject the null hypothesis for the AS (W = 0.968, p = 0.620), the DS (W = 
0.964, p = 0.531), and the SS (W = 0.928, p = 0.087). The Levene’s test failed to reject the null 

hypothesis (W = 0.477, p = 0.623) as well. Based on this outcome, a One-way ANOVA test was 
performed on the diameters of the constructed spheres. 

The ANOVA test identified a significant difference in the diameters of the constructed spheres 
between the different sleeve types, F(2) = 22.613, p < 0.001. Post-hoc comparisons using the Tukey 
HSD test indicated that the mean diameters using AS were significantly greater than the mean 

diameters using the DS (p < 0.001) and the SS (p < 0.001). No significant difference was identified 
between the DS and SS (p = 0.999). 

 

Figure 4: Boxplot diagrams of the diameters by sleeve type. *** indicates statistical significance 

of p < 0.001. The dashed line indicates the nominal diameter of 8 mm. 

3.2 Digitizing Noise 

The digitizing noise for each sleeve was 7.31 μm for the SS, 8.72 μm for the DS, and 6.37 μm for 
the AS. The Shapiro-Wilk test rejected the null hypothesis for AS group (W = 0.748, p < 0.001) and 
the SS group (W = 0.916, p = 0.048). Based on this outcome, a Kruskal-Wallis one-way analysis of 

variance test was performed on the digitizing noise (Table 1).   
The Kruskal-Wallis test showed that there is a significant difference in the digitizing noise 

between the different sleeve types, χ2 (2, n = 108) = 27.879, p < 0.001, with a mean rank score of 

20.416 for the AS, 52.313 for the DS, and 36.770 for the SS. The post-hoc Mann Whitney U test 
using a Bonferroni corrected alpha of 0.017 (0.05/3) indicated that the mean ranks were significantly 

different between DS-AS (U = 65.0, p < 0.001), DS-SS (U = 444.5, p = 0.001), and SS-AS (U = 
125.0, p = 0.001).  

Sleeve 
Mean diameter 

(�̅�) 

Trueness 

(𝑻) 

Precision 

(𝑷) 

Mean Digitizing 

Noise (𝝈𝑵̅̅ ̅̅  ) 

Standard (SS) 

n = 24 

7990.28 μm -9.72 μm 

 

6.71 μm  7.31 μm 

Disposable (DS) 

n = 24 

7990.34 μm -9.66 μm 

 

7.17 μm 8.72 μm 
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Autoclavable (AS) 
n = 24 

8002.55 μm 2.55 μm 7.91 μm 6.37 μm 

  
Table 1: Summary of the results. 

 
4 ANALYSIS AND DISCUSSION 

This study’s purpose was to assess the trueness, precision, and digitizing noise of an IOS using three 
different scanning sleeves by using an objective method based on metrological principles. The null 
hypothesis that no significant differences in trueness, precision, or digitizing noise would be found 

when scanning using the three different sleeves was rejected for two parameters: trueness and 
digitizing noise.  

Significant differences were found for trueness between the AS-DS and AS-SS, with the DS and 

SS yielding less true results. On average, the constructed spheres using the disposable sleeve and 
standard sleeve were smaller than the actual diameter of the reference sphere. However, the 

autoclavable sleeve yielded constructed spheres with larger diameters, on average, than the 
reference sphere. No significant difference was identified in precision amongst the three groups. 
These results suggest that, within these experimental conditions, scanning using the three different 

sleeves is precise though the AS tends to overestimate the size of the subject whereas the DS and 
SS tend to underestimate the size.  

Significant differences in digitizing noise were also found between all pairs, with DS resulting in 

the greatest digitizing noise, followed by the SS, and finally the AS. Two other studies used a similar 
methodology to evaluate digitizing noise of IOS. Desoutter et al. proposed a protocol using polished 

alumina wafers as reference surfaces and compared the digitizing noise of two intraoral scanners to 
that of an atomic force microscope [17]. They defined digitizing noise as the root-mean-square (RMS) 
of the distance of each point in the point cloud from a mean plane fitted to the point-cloud, in effect 

calculating the standard deviation of the points. The study found significant differences in noise 
between points recorded by the center of the lens and those points on the borders of the image, 
referred to as edge effect. The impact of this edge effect on a tooth preparation or a dental arch scan 

remains unknown. The authors also found significant differences in noise when comparing the angle 
of scanning, though the impact was not uniform across the two IOS. 

Dupagne et al. also evaluated digitizing noise of nine IOS using a reference 8 mm zirconia block 
as measurand and assimilating digitizing noise to the standard deviation of the distance between 
each point in the point cloud, and an adjusted plane fitted to the point cloud [22]. The study included 

the Primescan IOS for which the mean digitizing noise was evaluated to be 3.2 ±0.6 μm. The 
differences between their results and the present results could be attributed to the object geometry 

or to surface texture. Dupagne et al.’s study applied aluminum oxide powder to facilitate scanning. 
The present results indicate values for digitizing noise almost double the values found by Dupagne 
et al., despite their study using a powder while this study did not. Object geometry may thus also 

influence the results, highlighting the added errors incorporated when scanning and evaluating more 
complicated organic objects such as teeth. 

The results regarding noise are surprising. It was hypothesized that the SS would obtain the 

lowest noise as it has a fixed sapphire window. As the mirror of the Primescan remains fixed, only 
the sleeves are removed and replaced so any variation in parameters should be due to the sleeves, 

and more specifically the windows. However, though the DS and AS have windows made of the same 
material, their digitizing noise is different. The authors noted that, though the disposable windows 
of the AS were firmly fixed, the window of the DS was slightly mobile within its casing. Variations in 

window angle could lead to signal distortions and increased noise. The manufacturer also does not 
recommend the use of the DS or AS for color analysis [26]. This feature automatically analyzes the 
color of the tooth and suggests a shade for the clinician and laboratory technician. These 

recommendations could stem from the slightly differing optical properties of the PMMA and Sapphire 
windows, which could also affect the results.  
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Qualitative analysis of the surface comparisons between the constructed sphere and the mesh 
reveals similar patterns of deviation across scans from the three sleeves. Representative images of 

the surface comparisons are presented in Figure 5. The mesh is inside the constructed sphere in the 
upper pole by approximately 8 μm (light blue), as well as near the base of the sphere by 

approximately 27 μm (dark blue), whereas the mesh is outside the constructed sphere near the lower 
third by approximately 10 μm (yellow). Assessment of accuracy using a single dimension such as the 
diameter of the constructed sphere also presents the limitation of summarizing the deviations across 

an entire object to a single value. Accuracy of the IOS is not evenly distributed across the scanned 
object. In a clinical setting, the margin of the tooth preparation is of particular importance; yet it is 
a site of sudden changes in direction as the gingiva are near the preparation margin. Similarly, to 

the zone at the base of the sphere, these areas may be susceptible to more important distortions.  

 

Figure 5: Surface comparisons of the mesh projected on the constructed spheres indicating the 

areas of distortion during scanning. Areas in orange-red indicate that the mesh was outside the 
constructed sphere, whereas teal-blue indicates the mesh was within the constructed sphere.  

 

These results must also be analyzed in the context of required clinical accuracy. Marginal and internal 
adaptation of restorations both affect the longevity of restorations and in the digital workflow are 
directly dependent on the accuracy of the scan. A systematic review of by Goujat et al. found that 

poor marginal adaptation can lead to microleakage and dissolution of luting cement as well as caries 
and gingival inflammation while poor internal adaptation can reduce fracture resistance and result in 

poor marginal fit [34], [35]. They noted that no consensus has been achieved regarding ideal 
marginal fit and internal adaptation, though the most conservative authors suggest a marginal fit of 
less than 100 μm while internal gaps of 50 to 100 μm resulted in the most favorable cement 

performance. The results of the present study indicate errors that are compatible with these 
requirements. 

As space for cement is always created to allow cementation, the magnitude of the errors between 

the three different sleeves appear to be subclinical. However, it is important to underline that errors 
accumulate at each step of the prosthesis conception and fabrication. Errors can stem from the 

milling device algorithms, the type of burs, the number of axes of the machine [34], [36], as well as 
dimensional variations that can occur during sintering [35]. Differences between sleeves may appear 
minimal at the scale of this study but may be more important when a prosthesis is fabricated. 

  It is difficult to draw conclusions on the applicability of these results on real-world intraoral 
acquisitions. In clinical applications there are many other factors affecting accuracy, such as tooth 

preparation geometry and proximity and orientation of adjacent teeth [9], [37], [38]. These results 
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are also applied to a tooth sized object which is most like a single-unit restoration scan whereas a 
full-arch scan is at least ten times larger and involves more complex shapes. It is plausible that the 

differences identified in this study could be more clinically significant if applied to a larger and more 
complex object. 

To the author’s knowledge, this is the first investigation of the different types of sleeves for the 
Primescan scanner. Only one other study on scanning sleeves (or tips as they are referred to in the 
article) was identified and was performed on the Emerald scanner (Planmeca USA Inc.) [32]. 

An et al. found that significant differences in trueness and precision when comparing a regular 
and small tip on an Emerald (Planmeca USA Inc) intraoral scanner on a typodont model [32]. The 
small sleeve has a smaller window and mirror than the regular sleeve, leading to a smaller field of 

view. The smaller sleeve’s values for full-arch trueness (153 ±52 μm) and precision (90 ±42 μm) 
were 59%  and 23% greater, respectively, than the regular sleeve size which were attributed to the 

smaller field of view and the greater number of images needing to be stitched together to reconstruct 
the 3D model, which has been identified as a source of errors [39]. Given that window size alone 
had a significant impact on the accuracy of IOS, we hypothesized that sleeves, and specifically the 

windows, made of different materials might also affect accuracy.  
The authors identified some limitations in this study. Though the amount of digitizing noise was 

evaluated, the source of the noise could not be isolated. Many factors impact IOS accuracy and 

though an effort was made to control possible confounding factors it is possible that the differences 
observed in this study could arise from operator manipulation [6], [8]–[10]. These test were done 

in-vitro and the results cannot be directly applied to patients as the number of confounding factors 
increases and studies have shown that intraoral conditions affect the precision and trueness of IOS 
relative to in-vitro conditions [40].  

Additional errors may have been introduced during the scanning and mesh analysis phases. A 
single operator performed the scans to reduce inter-operator variability, the same rotational scan 
pattern was used, and rest periods were introduced between scans to limit operator fatigue. Further 

studies could attempt to standardize measurements by using an automated system such as a rotating 
table and a fixed IOS or using a robotic arm as demonstrated by Strauß et al [41]. Extensive 

measures were taken to reduce errors during the mesh analysis phase by using a standardized 
protocol that involved limited operator input. However, distortions in the scanning phase could affect 
the segmentation of the sphere, though the authors believe that these errors would be minimal. 

A single dimension, the diameter of the constructed sphere, was used to assess the trueness and 
precision. More measured dimensions would provide more data. ISO standard 2089-1:2019 describes 

methods to assess the accuracy of handheld digital impression devices in dentistry [27]. The standard 
proposes three reference objects with simple geometries to be analyzed: an inlay preparation (Figure 
6(a)), a crown preparation (Figure 6(b)), and a dental-arch model with four spheres placed on the 

occlusal surfaces of the second molars and first premolars. Each object has several dimensions of 
interest such as height, width, conicity, as well as inter-object distance. For each scan performed, a 
single value for each dimension of interest is recorded upon analysis of the STL file. Calculations for 

trueness and precision are then performed individually for each dimension.  
Future studies should consider analyzing trueness and precision using these ISO models as they 

contain more dimensions of interests to study and may offer more nuanced datasets. Of course, 
these models do not offer the same geometric complexity as the organic shapes of human teeth. The 
sphere fulfills the aim of this study which was to use objective metrological principles to evaluate 

IOS, something which cannot be directly applied to the more complex forms within the oral cavity.   
Research into the effect of cumulative infection prevention protocols (eg. dry-heat sterilization, 

antiseptic wipes) on the standard sleeve should also be undertaken to see if they have a measurable 

effect on the quality of scans. Barenghi et al. highlight that IOS constitute a novelty in the prevention 
of communicable diseases, by reducing the potential vectors of transmission to the lab as no 

impression trays, impression materials, or gypsum casts are used [42]. 
Of note, other IOS such as the i700 (Medit Corp.) and the Trios 4 (3Shape Global) sell 

autoclavable sleeves that notably have no windows. Whereas the mirror of the Primescan is fixed to 
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the handpiece, and the sleeves are removable, the i700 and the Trios 4 include the mirror in the 
removable sleeve, potentially exposing the mirror to oral fluids. 

 

Figure 6: Inlay (a) and crown (b) reference objects according to ISO standard 2089-1[27]. 

 

Of note, the newest IOS from 3Shape, the Trios 5 employs a similar design to the Primescan, with a 
fixed mirror and removable sleeves that include sapphire glass windows. The rapidly expanding 
landscape of IOS emphasizes the need for constant assessment of new products. Further research is 

needed to validate the present study, as well as evaluate the effect of other scanning sleeves on 
other platforms.  

5 CONCLUSIONS  

This study proposed an evaluation method based on metrological principles and compared the quality 
of scans taken with the standard sleeve, the autoclavable sleeve, and the disposable sleeve proposed 

by Dentsply Sirona for their Primescan intraoral scanner. Precision, trueness, and digitizing noise of 
the scans were evaluated. Results indicated significant differences in trueness and digitizing noise 
between scans taken with the various scanning sleeves. Further study on models with more 

measurable parameters, such as the ISO inlay, crown, and full-arch models are needed to further 
assess scanning sleeve’s effect on performance. Within the limitations of this study, it appears that 
all three sleeves have errors within clinical limits, though the autoclavable sleeve is significantly more 

true and produces the least digitizing noise. This metrological method developed could also serve as 
an objective test to analyze other intraoral scanners. 
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