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Abstract. In the era of internet of Things, stream data emitted by
sensors may rise quality issues such as incompletenes caused mainly by
sensors failure or transmission problems. It is therefore necessary to re-
cover missing data because missing values can impact decision making.
Within this landscape, trust on data imputation is a key issue for help-
ing stakeholders involved in such process. In this paper, we address the
problem related to the trustworthiness on imputed data streams in IoT
environments. We propose here a method called CSIV (Confidence Score
for Imputed Values) to assess trust by assigning a confidence score to im-
puted data. CSIV considers both trust score of non-missing values and
neighboring sensors. We have evaluated CSIV on real datasets using ac-
curacy and trustworthiness as evaluation metrics. Experiments show that
CSIV is able to assign correctly a trust score to the imputed values.

Keywords: Internet of Things · Stream data · Imputation · Trust

1 Introduction

Since the advent of IoT, access to sensor data has become commonplace in many
fields: environmental monitoring, road traffic monitoring, or e-health to cite a
few.

Data emitted by sensors at real time are aggregated as data streams than
may be ingested by different IoT applications or services. However, those streams
may rise quality issues such as inaccuracy or incompleteness, due to issues such
as sensor failure or network issues and leading to loss of precision and difficulties
in a decision making process.

Missing value repairing can be performed in adopting different strategies such
as [15]: 1) Delete incomplete observations; 2) Manual repair; 3) Substitute by a
constant/last-observation/mean; and 4) Estimate the most probable value. The
first three strategies are not suitable for IoT data streams. The last strategy, also
called imputation, does not need human intervention and is much more efficient
than manual ones. Data imputation estimates the most probable value by using
as much information as possible from the gathered observations to repair missing
values [15].
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In this paper, we address the problem of assessing trustworthiness on imputed
data streams in IoT environments. Most of the data imputation works [8, 5] are
based on the assumption that data imputation can be evaluated according to the
difference between the reference values and the simulated missing ones. However,
in the real scenarios, data is unavailable. Here, we propose a method called CSIV,
standing for Confidence Score for Imputed Values, to assess trust by assigning
a confidence score to imputed data, which extends our previous work on data
trust assessment [12]. We adopt the same definition provided in [1] stating the
”Data Trustworthiness in IoT Networks is the subjective probability that data
observed by a user is consistent with the data at the source”, and consequently
define imputed data trustworthiness as the subjective probability that imputed
data is close to the expected value. CSIV is based on: (1) trust score of non-
missing data, and (2) trustworthy neighboring sensors. Experiments conducted
on real datasets demonstrate the efficiency of CSIV while assessing imputed data
accuracy, hence ensuring trustworthiness of the values being imputed.

This paper is organized as follows. We present a literature review in Section
2 and describe our approach in Section 3. Section 4 presents the experiments and
validation setting. Finally, Section 5 concludes the paper and pin down several
future directions.

2 Related Works

In this section, we review related works on data Trustworthiness and the evalu-
ation of imputation accuracy.

The work described in [9] proposed a cyclic trust computation framework for
data streams: (a) the more trusted data reported by the sensor, the higher is the
(provider’s) reputation; (b) data trust depends on all of data similarity, prove-
nance similarity and sensor reputation. This approach is based on the hypothesis
that the sensor data is independent of one another and follows the same Gaussian
Distribution N

(
µ, σ2

)
. However, data streams are non-stationary which means

that they do not have the same distribution and are time-dependent.
Other recent works [1, 10, 4] suppose that the residual (rf,t = d̂f,t − df,t),

where d̂f,t is the estimated value and df,t is the emitted value by a sensor f , fol-
lows a Gaussian Distribution. If the prediction is not biased, then the expected
value µ is close to zero. A prediction is trustworthy if the residual is within the
confidence interval of 95% (i.e. [µ± 1.98 ∗ δ], where δ is the standard deviation).
In [1, 10], a trust score (sf,t in the Equation 1), is proposed. Cumulative Distri-
bution function takes the residual as input and outputs a trust score: if this score
exceeds a threshold, the received data is trusted. However, confidence interval
and trust score sf,t can not be applied to assess trust on missing values because
they are based on the hypothesis that missing values are simulated and then
available, which is not the case in real scenarios.

sf,t =


2

σ
√
2π

∫ rf,t
−∞ EXP

(
− (x−µ)2

2σ2

)
dx, if rf,t < µ

2
σ
√
2π

∫ +∞
rf,t

EXP
(
− (x−µ)2

2σ2

)
dx, if rf,t ≥ µ

(1)
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According to [6], evaluation methods for imputed values can be classified
into two groups: indirect and direct. Indirect methods consist in: 1) training a
classifier with the set of imputed data, 2) using a classifier on a set of test data
without missing values, and 3) using accuracy of better classifier to assess the
accuracy of imputation. However, indirect methods can not be done in real time
because they need to access to all imputed data. Direct methods are based on
the difference between imputed and missing values. They can be applied on the
simulated missing values, but in real scenario missing values are often unavailable
[14]. In [8, 5], the authors proposed imputation methods on data streams and
used direct method based on the root mean squared error RMSESMV (Equation
2) to evaluate the accuracy of imputed simulated missing values (SMV).

RMSESMV =

√√√√ 1

|SMV |
∑

df,t∈SMV

(
d̂f,t − df,t

)2

(2)

In [2], the authors used RMSE of the sliding window (w) (Equation 3) to
assess the accuracy of the regression model in data streams. Equation 3 takes
into account accuracy changes due to the non stationary data but assumes that
df,t exists which is not always true since it is a missing value.

RMSEt =

√√√√ 1

w

t∑
i=t−w

(
d̂f,t − df,t

)2

(3)

In a nutshell, most of the evaluation methods in data streams are applied
in the case of simulated data and consider the difference between the estimated
value and the simulated one to determine the accuracy of the prediction. In
our work, we take advantage of the spatial and temporal characteristics of data
streams and assess trust of imputed data based on the confidence score of non-
missing values and the trustworthiness of neighboring sensors.

3 CSIV method

In this section, we describe our method CSIV (Confidence Scores of Imputed
Values) for assessing trustworthiness in imputed values. Notations used in the
followng subsections are detailed in Table 1.

3.1 Method description

As shown in Fig. 1, CSIV consists of three steps: 1) trust assessment of data,
2) trust evaluation of sensors, and 3) trust assessment of imputed data. Due to
the non-stationary data, the accuracy of imputed values can change over time
[5] which leads to a concept drift. In view of the concept drift and in order to
represent the trust score at one point, a sliding window is used for the next steps.
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Fig. 1. CSIV method processes

Phase 1: Data Trustworthiness: For each sensor f ∈ F at time t, if df,t is not
a missing value, we calculate a trust score of df,t according to Equation 1. If
the error is low, then df,t will have a higher trust score. Indeed, the more the
errors are higher, the low will be the trust score. Also, we determine, for each
sensor f ∈ F in the sliding window, the proportion of missing values in order to
evaluate its trust score.

Phase 2: Sensors Trustworthiness: For each sensor f ∈ F at time t, we consider
that the more trusted data reported by the sensor, the higher is the (provider’s)
reputation in a sliding window (i.e., [t− w, t]) [3]. Moreover, if the sensor rarely
generates missing values in the sliding window, then its trust score will be higher
at time t [7].

Phase 3: Imputed values Trustworthiness: Given an imputed value d̂f,t, {f}
⋃
Kf

is the set of relevant sensors. The trust score of imputed value d̂f,t is determined
based on the trust score ℜf,t = {scf ′,t | f ′ ∈ Kf}

⋃
{scf,t} of relevant sensors

which generate trustworthy data. For each imputed value, if the trust score of
relevant sensors is higher, then the trust score of imputed value will be higher.

3.2 Algorithm

Algorithm 1 illustrates the pseudo-code description of CSIV. At time t, for all
the sensors f ∈ K (Algorithm 1 lines 2, 3), the trust score of a sensor scf,t
is determined by scf,t ← ( 1

w

∑t−1
i=t−w sf,i) ∗ (1 − RatioMVf,t). (

1
w

∑t−1
i=t−w sf,i)

is the average trust scores of the sensor values f in the sliding window w at
time t. If df,t is a missing value, the residual, being the difference between the

predicted value d̂f,t and the real value df,t, is denoted rf,t = d̂f,t − df,t (line 7).
Assuming that the residual follows a Gaussian Distribution (Expected value µ
and standard deviation δ), the trust score sf,t of df,t is calculated at line 8. For

all sensors f ∈ K at time t, if df,t is a missing value, then d̂f,t is the estimated
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value by an imputation algorithm such as ISTM (Incremental Space-Time-based
model) [11] which provides an estimation for the missing value based on nearly
historical data and the observations of neighboring sensors of the default one.
The trust score of relevant sensors (line 10) of df,t depends on the trust score of

f and its neighbors Kf . The trust sore of d̂f,t (denoted ŝf,t) is calculated by a
function G that takes as input ℜf,t (line 11) and is defined as follows:

Notation Explanation

F is a set of sensors
f is a sensor, f ∈ K
Kf is the neighbors set of f where Kf ∈ F
df,t is the real value generated by a sensor f at time t

d̂f,t is the predicted value of df,t
rf,t is the error which is the difference between the predicted value and the real value
µ is the expected value of rf,t
δ is the standard deviation of rf,t
sf,t is the trust score of df,t
ŝf,t is the trust score of d̂f,t
scf,t is the trust score of a sensor f at time t
w is the length of a sliding window
RatioMVf,t is the proportion of missing values in the sliding window

for a sensor f at time t

f
⋃

Kf are the relevant sensors of d̂f,t
ℜf,t = {scf ′,t | f ′ ∈ Kf}

⋃
{scf,t}, are trust scores of relevant sensors of d̂f,t

CSIV is the proposed method

G is a function that takes as input ℜf,t ad gives as output the trust score of d̂f,t (denoted ŝf,t).
Gavg(ℜf,t) = average(ℜf,t).
Gmin(ℜf,t) = min(ℜf,t).
CSIVmin is CSIV , where G is Gmin

CSIVavg is CSIV , where G is Gavg

Table 1. CSIV algorithm notations

– Gmin(ℜf,t) = min(ℜf,t) which means that the trust score of the imputed
value is equal to the minimum trust score values of the relevant sensors.

– Gavg(ℜf,t) = average(ℜf,t) which is the average of ℜf,t.

4 Experiments

We present here the experiments that have been conducted on two real-world
datasets in order to assess the accuracy of CSIV and trustworthiness of imputed
data. Also, it is worthy to note that the experiments have been conducted using
a MAC mini 2014, Core i5 chip, 8GB RAM, with Python 3.7.
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Algorithm 1 Trust Assessment on imputed values

Require: F : set of sensors
df,t: a value emitted by a sensor f at time t;
d̂f,t: the estimation of df,t
Kf : a neighbor set on a sensor f ∈ F .
N

(
µ, σ2

)
: Gaussian Distribution of d̂f,t − df,t

w: the length of sliding window
RatioMVf,t: the proportion of missing values in the sliding window with a

width of w for each sensor f at time t
Ensure: ŝf,t: Trust score estimation for imputed values
1: for t = n,n+1,.... do
2: for each sensor f ∈ F do
3: scf,t ← ( 1

w

∑t−1
i=t−w sf,i) ∗ (1−RatioMVf,t)

4: end for
5: for each sensor f ∈ F do
6: if df,t is a non missing value then
7: rf,t ← d̂f,t − df,t

8: sf,t =


2

σ
√

2π

∫ rf,t
−∞ EXP

(
− (x−µ)2

2σ2

)
dx, si rf,t < µ

2

σ
√
2π

∫ +∞
rf,t

EXP
(
− (x−µ)2

2σ2

)
dx, si rf,t ≥ µ

9: else
10: ℜf,t ← {scf ′,t | f ′ ∈ Kf}

⋃
{scf,t}

11: ŝf,t ← G(ℜf,t)
12: sf,t ← ŝf,t
13: end if
14: end for
15: end for

4.1 Description of the datasets

Our experiments are performed on two datasets: CityPulse 3 and Appliances
energy prediction Data Set from UCI Machine Learning Repository 4.

– CityPulse dataset covers seven different domains: Road Traffic, Parking, Pol-
lution, Weather, Cultural, Social and Library Events Data of Aarhus, Den-
mark and Brasov, Romania for years 2014 and 2015. Among all these parts,
Road Traffic Data is of greatest importance and represents data about travel
information of Aarhus (Danmark) during the following periods: ”2/2014
- 6/2014”,”8/2014 - 9/2014”, ”10/2014 - 11/2014”,” 07/2015 - 10/2015”.
There is a total of 449 monitors (assuming that one sensor was installed in
one area). The volume of the data in format CSV is 747.2 MB. Traffic Data
is collected by many sensors installed on the road. Every 5 minutes, each
sensor will send a bunch of information (one line of table Traffic Data) to a
central computer center. Every 5 minutes, the center receives 29,940 Bytes
(0.029MB). All the sensors located within 1km are considered as neighbors.

3 http://www.ict-citypulse.eu/
4 https://archive.ics.uci.edu/ml/datasets/Appliances+energy+prediction
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There are on average 21 neighbors per sensor. The minimum value is 5 and
the maximum value is 68.

– AEP data consists of the following attributes: energy assumption, humidity
and temperature. Data is averaged for 10 minutes period and gathered during
4.5 months (from 11/01/2016 to 05/27/2016) resulting in a total 12 MB CSV
file with 19735 instances. One humidity sensor and one temperature sensor
are installed in each room and outside the building (18 sensors in total and
all of them are regarded as neighbors).

Real Missing Value: For CityPulse data, the total missing value rate is close to
9%. The dataset AEP does not have missing values.

Simulated Missing Value (SMV): We simulate some values randomly (Missing
completely at random or MCAR) for datasets: we randomly select a percentage
of data (5%, 10%, 15%, 20%, 25%, 30%) according to the discrete uniform dis-
tribution and mark them as Simulated Missing Values (SMV). Thanks to SMV
and its ground truth, we can measure the effectiveness of the reparation. The
percentage rate of simulated missing values is borrowed from work [13] where
the percentage of missing value or simulated missing value vary from 5% to 30%.
There are both real missing values and simulated missing value in our test data.

Fig. 2 shows CityPulse data distribution (SMV in red and original one in
blue) for 10 sensors over a period of 5 hours.

Fig. 2. 5% of SMV (red circle) and real missing value (blue circle) in CityPluse

Figure 3 shows the distribution of the error of non missing values in AEP and
CityPulse. We note that the residual does not follow a Gaussian Distribution.
After Kolmogorov–Smirnov test (KS test), all the PValue are higher than 0.05.

4.2 Evaluation metrics

For evaluation purposes, we used Accuracy and trustworthiness metrics:

– Prediction Accuracy is evaluated in terms of the root mean squared error
(RMSE) of all variables (Equation 4).



8 T.Peng et al.

Fig. 3. Error distribution of the estimation of non-missing values, ISTM

RMSE =

√√√√ 1

| SMV |
∑

d
f
′
,t

′∈SMV

(
d̂f ′ ,t′ − df ′ ,t′

)2

(4)

– Trust Assessment: To measure trustworthiness in a predicted value, we use
Confidence Score as defined in Equation 5.

RMSEtrust =

√√√√ 1

| SMV |
∑

df′,t′∈SMV

(ŝf ′,t′ − sf ′,t′)
2

(5)

4.3 Configurations

In order to evaluate the trustworthiness of predicted values, we use ISTM [11]
model which is an Incremental Spatio-Temporal regression method for repairing
missing values in IoT data streams. The configuration of ISTM is as follows: 30%
of instances are taken for initiation. For CityPulse dataset, given one sensor,
neighbors’ sensors within 1 km around are considered as its neighbors. The size
of reference dataset g is set to 6 which represents the value where the precision
of ISTM becomes stable (Table 2). For AEP dataset, all sensors are neighbors
to each other and g = 4.
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g 1 2 3 4 5 6 7 8 9

RMSE (CityPulse) 7.84 7.82 7.74 7.72 7.73 7.70 7.70 7.71 7.70

RMSE (AEP) 0.62 0.558 0.555 0.554 0.556 0.557 0.556 0.557 0.556

Table 2. Precisions of ISTM by varying g, with 25% of SMV in CityPulse and AEP
datasets

4.4 Results

In this section, we highlight the obtained results along the line of two metrics:
accuracy and trustworthiness.

MV (%) 5 10 15 20 25 5 10 15 20 25

CSIVmin CSIVmin CSIVmin CSIVmin CSIVmin CSIVavg CSIVavg CSIVavg CSIVavg CSIVavg

w =5 0.28 0.32 0.37 0.4 0.45 0.09 0.09 0.09 0.11 0.12
w =10 0.22 0.25 0.29 0.32 0.37 0.08 0.09 0.09 0.11 0.12
w =30 0.16 0.18 0.21 0.24 0.27 0.09 0.09 0.1 0.11 0.13
w =60 0.15 0.16 0.18 0.21 0.23 0.09 0.09 0.1 0.12 0.13
w =90 0.14 0.15 0.17 0.2 0.22 0.09 0.09 0.1 0.12 0.13
w =120 0.13 0.15 0.17 0.19 0.22 0.09 0.1 0.1 0.12 0.14
w =150 0.13 0.15 0.17 0.19 0.21 0.1 0.1 0.11 0.12 0.14
w =180 0.13 0.15 0.16 0.18 0.21 0.1 0.1 0.11 0.12 0.14
w =200 0.13 0.15 0.17 0.19 0.21 0.1 0.1 0.11 0.13 0.14

w optimal 120 90 180 180 150 10 10 10 10 10
RMSE optimal 0.13 0.15 0.16 0.18 0.21 0.08 0.09 0.09 0.11 0.12

Table 3. RMSE with different sliding window length (w), AEP

Sliding Window analysis : We evaluated the accuracy of CSIVavg and CSIVmin

by varying sliding window size. The results (Tables 3 and 4) show that: 1) For
CSIVavg, the best length value of window is 10 and RMSE tends to increase
when the length of window increases, and 2) For CSIVmin, the optimum value
of sliding window is between 90 and 180 and RMSE varies slightly when the
length of window increases.

Impact of SMV : We analyzed the impact of SMV on the accuracy of trust
scores. Fig. 4 (a) and Fig. 4 (b) show that the RMSE of CSIVmin and CSIVavg

is higher when the proportion of SMV increases. In addition, we note that the
accuracy of CSIVavg is better than CSIVmin for both dataset. Indeed, the lower
the RMSE value of CSIVavg/CSIVmin, the more accurately their trust scores
are estimated. Moreover, CSIVmin underestimates trust score in comparison to
CSIVavg.

Trust score of sensors : Trust score of a sensor relies on the trustworthiness of his
neighbors and the accuracy of the non missing values. Fig. 5 illustrates the trust
score of a sensor 158895 and its neighbors over a two days period. We can note
that the trust score of sensors is positively correlated to the accuracy of predicted
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MV (%) 5 10 15 20 25 5 10 15 20 25

CSIVmin CSIVmin CSIVmin CSIVmin CSIVmin CSIVavg CSIVavg CSIVavg CSIVavg CSIVavg

w =5 0.3 0.34 0.38 0.42 0.45 0.09 0.1 0.11 0.12 0.14
w =10 0.25 0.28 0.31 0.35 0.38 0.09 0.1 0.11 0.12 0.14
w =30 0.21 0.23 0.26 0.28 0.31 0.1 0.1 0.12 0.13 0.15
w =60 0.2 0.22 0.24 0.26 0.29 0.1 0.11 0.12 0.13 0.15
w =90 0.19 0.21 0.23 0.25 0.28 0.1 0.11 0.12 0.14 0.16
w =120 0.18 0.2 0.22 0.24 0.27 0.1 0.11 0.12 0.14 0.16
w =150 0.17 0.19 0.2 0.24 0.26 0.1 0.11 0.12 0.14 0.16
w =180 0.17 0.19 0.21 0.23 0.26 0.1 0.11 0.12 0.14 0.16
w =200 0.17 0.19 0.2 0.23 0.26 0.1 0.11 0.12 0.14 0.16

w optimal 150 150 150 180 150 10 15 10 10 10
RMSE optimal 0.17 0.19 0.2 0.23 0.26 0.09 0.1 0.11 0.12 0.14

Table 4. RMSE with different sliding window length (w), CityPulse

Fig. 4. RMSE of confidence score with varying proportions of missing data (sliding
window lengths are optimized), ISTM.

Fig. 5. Trust score of sensor 158895 and his neighbors over a two day period, CityPulse,
15% SMV, w = 10, ISTM.



Trust Assessment on Data Stream Imputation in IoT Environments 11

values and ISTM is able to ensure continuous accurate in the streaming data
because it is updated incrementally. Moreover, when the proportion of missing
values increases (this is the case of CityPulse data which have original missing
data), the trust score of the sensor is close to 0.

Fig. 6. Trust score of imputed values (15% SMV) of Gmin and Gavg over a two day
period, ISTM

Trustworthiness evaluation : We assess trustworthiness (according to Equation
5) of CSIVavg and CSIVmin. Fig. 6 (a) and Fig. 6 (b) show that the scores of
CSIVavg (green curve), when the ratio of missing values is equal to 15%, are
closer to the expected values (black curve) than CSIVmin (red curve). This can
be explained by the fact that CSIVavg combines trust scores of several sensors.
Then, according to CSIVavg, CSIV is able to assign correctly a trust score to
the imputed values.

5 Conclusion and Future Work

In this paper, we described CSIV, a method that assigns a Confidence Score to
Imputed Values.
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For validation purposes, we conducted several experiments with imputation
model on real datasets using accuracy and trustworthiness as evaluation metrics.

For the future, we intend to optimize the confidence score by taking into
account only sensors which produce small proportion of missing data in order
to avoid the risk of underestimation. Moreover, we aim to apply our method on
other imputation methods such as deep learning models in order to be able to
explain the imputation of missing values within a dataset [16].
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