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Abstract

The log-TGARCHX model is less restrictive in terms of inclusion of exogenous variables and asymmetry

lags compared to the GARCHX model. However, adding less (more) covariates than necessary may lead to

underfitting (overfitting), respectively. In this context, we propose a new algorithm, called VS-LTGARCHX,

which incorporates a variable selection procedure into the log-TGARCHX estimation process. Furthermore,

the VS-LTGARCHX algorithm is applied to extremely volatile BTC markets using 42 conditioning variables.

Interestingly, our results show that the VS-LTGARCHX models outperform the specified benchmark models

in one-step-ahead forecasting.

Key words: GARCHX, log-GARCH, Variable Selection, Bitcoin Volatility

1. Introduction

The generalized autoregressive conditional heteroskedasticity model (GARCH) due to Bollerslev (1986) is a popular class of econometric

models to capture the dynamics of conditional variance (volatility) of time series. A natural extension of the GARCH model, called

GARCHX, uses exogenous variables to model the conditional variance of the time series. In fact, additional conditioning variables can

significantly improve volatility modeling, as correctly stated by Sucarrat (2020). Nevertheless, in GARCHX models, a positivity restriction

on the intercept parameter and non-negativity constraints on all other parameters and all exogenous variables should be imposed. The

latter restrictions are to ensure the positivity of conditional volatility, but limit the use of GARCHXmodels (Sucarrat, 2020). Furthermore,

if we are interested in invertibility and stationarity, then additional conditions should be imposed on the autoregressive and moving average

parameters of the conditional variance equation (Hamilton, 1994). This restrictive nature of most members of the GARCH family models

is relaxed in the exponential GARCH model with exogenous variables (EGARCHX) (Nelson, 1991) and logarithmic GARCH model

with exogenous variables (log-GARCHX). The log-GARCHX model is indeed the restricted form of logarithmic GARCH model with

exogenous covariates and threshold variables (log-TGARCHX), as we emphasize herein further. Therefore, the terms log-GARCHX and

log-TGARCHX are sometimes used interchangeably throughout the paper. In the last two members of the GARCH family (EGARCHX

and log-TGARCHX), fitted volatility is guaranteed to be positive, and non-negativity constraints on parameters and covariates are lifted.

However, the advantage of log-GARCHX over EGARCHX is that unconditional variance in the EGARCH formulation may not exist if

the errors are too fat-tailed (Sucarrat, 2019). Moreover, probabilistic properties of EGARCH and log-GARCH models have been studied,

and it was shown that the consistency and asymptotic normality of the quasi-maximum likelihood estimation (QMLE) of log-GARCH

models hold under conditions milder than those of EGARCH. Furthermore, log-GARCH models may capture richer asymmetry dynamics

and its shock transmission mechanism may fit the reality better compared to EGARCH and GARCH (Francq et al., 2013).

Arguably, one of the most attractive features of the log-TGARCHX model is that it accepts the ARMA representation and therefore

the parameter estimation can be carried out in any standard statistical software using least squares and quasi-maximal likelihood (Francq

and Thieu, 2019; Sucarrat, 2019). Moreover, the latter makes the standard asymptotic theory about parameter estimates valid. Under

these circumstances, hypothesis testing about the statistical significance of exogenous covariates and ARCH/GARCH parameters is

standard. Conversely, because of the respective positivity and non-negativity constraints imposed on parameters in generic GARCHX
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models, the conventional asymptotic theory fails, and non-standard methods should be applied. These questions have been discussed in

detail in Francq and Thieu (2019).

The contributions of this work are twofold. First, we propose an algorithm called VS-LTGARCHX to incorporate the variable selection

procedure into the log-TGARCHX estimation process. The algorithm is very flexible in the sense that any variable selection procedure

can be employed within its framework. However, in this paper, we use three widely used variable selection methods that will be elaborated

on in Section 3, separately within the VS-LTGARCHX algorithm to select the best subset of regressors while estimating log-TGARCHX

models. We show that enhancing log-TGARCHX models with suitable variable selection procedures generates useful results for conditional

volatility modeling in terms of prediction and interpretation. Second, we apply the proposed VS-LTGARCHX algorithm to time series

of Bitcoin (BTC), one of the most popular decentralized cryptocurrencies operating on the blockchain (distributed ledger) platform. In

fact, BTC has drawn public attention since its inception because of the novel underlying technology that enables the fast transfer of

funds internationally without third-party involvement. However, the log-TGARCHX model has not yet been used to study the volatility

of BTC, despite the former’s higher flexibility compared to many other GARCH family models. We contribute to the existing body of

literature by filling in the latter gap.

The paper is structured as follows. In Section 2, we describe and contrast the GARCHX and log-TGARCHX models and emphasize

the advantages of the latter over the former in terms of the inclusion of exogenous variables and model estimation. In Section 3, we

present a novel procedure to select the subset of variables from a much larger subset of variables to be used within the log-TGARCHX

model. In Section 4, we apply our procedure to the BTC market and show that, indeed, the one-step-ahead volatility predictions can be

improved using the suggested procedure, and in Section 5 we conclude.

2. On generalized autoregressive conditional heteroskedasticity based models

This section briefly introduces the GARCHX and the log-TGARCHX, and we discuss why the latter may be superior to the former,

particularly in the presence of multiple exogenous variables. The last subsection provides the ARMA representation of log-TGARCHX

models, which helps to simplify the parameter estimation and inference procedures.

2.1. The GARCHX model

Assume a covariance stationary process given by

yt = µt + ϵt, ϵt = σtηt, σt > 0, ηt ∼ iid (0, 1) , (1)

where {yt}t≥0 is the time series process (e.g. financial return), µt is the conditional mean function known a priori, and the error term ϵt
is a random variable with mean zero and conditional variance σ2

t . The term ηt is an independently and identically distributed innovation

process with zero mean and unit variance, as indicated by iid (0, 1).

In Eq. (1), the conditional variance of yt can evolve over time, while the unconditional variance is assumed to be fixed (which is

implied by the stationarity of yt). When the conditional variance of the errors (and thus that of the yt) is fixed, they are referred

to as homoscedastic errors. Conversely, if the conditional variance of ϵt is varying, we call them heteroskedastic errors. The presence

of heteroskedasticity may be undesirable in the standard linear regression framework, where the sole purpose of the researcher is to

model the conditional mean of a time series process. Indeed, it may distort the standard error estimates of the model parameters, and

thus lead to misleading statistical inference about those parameters. Heteroskedasticity, its potential challenges for statistical inference

about linear regression parameters, and remedies are addressed extensively in most of the introductory and intermediate econometrics

textbooks. More information about this point can be found in Brooks (2008); Wooldridge (2015); Greene (2017).

In some cases, modeling the conditional variance directly may be more crucial for some entities than modeling the mean. For example,

risk-averse investors may be more interested in the variance of returns on their investment and value exposed to risk than in the mean

of them because the variance is a measure of the risk. In fact, changes in variance have crucial implications for financial markets, since

investors usually require higher compensation for exposing themselves to higher risks (Hamilton, 1994). The latter creates a need for an

explicit modeling of the conditional variance of returns in financial markets.

The GARCH model of Bollerslev (1986) is a parametric model for the direct modeling of conditional variance. This model is the

generalized version of the autoregressive conditional heteroskedasticity model (ARCH) due to Engle (1982). Both models assume linear

dynamics for the conditional variance of the ϵt process in Eq. (1). Formally, a GARCH(p1,p2) model is defined by

σ2
t = α0 +

p1∑
i=1

αiϵ
2
t−i +

p2∑
j=1

αp1+jσ
2
t−j ,

α0 > 0, αi ≥ 0, ∀i ∈ {1, . . . , p1 + p2},

(2)

where α0 is the volatility intercept and p1 ∈ N and p2 ∈ N are ARCH (squared lags of ϵt) and GARCH (squared lags of σt) orders

respectively. Note that if p2 = 0, the GARCH(p1,p2) model is the ARCH(p1) model.
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Furthermore, the natural extension of the GARCH model in which exogenous variables can be added is called the GARCHX model

(Sucarrat, 2020). Then, a GARCHX(p1,p2,p3) is defined by

σ2
t =α0 +

p1∑
i=1

αiϵ
2
t−i +

p2∑
j=1

αp1+jσ
2
t−j +

p3∑
k=1

βkxk,t,

α0 > 0, αi ≥ 0 ∀i ∈ {1, . . . , p1 + p2},

βk ≥ 0 and xk,t ≥ 0 ∀k = {1, . . . , p3},

(3)

where {xk,t}p3

k=1 are p3 stationary exogenous covariates and {βk}p3

k=1 are the unknown associated parameters to be estimated. Other

parameters in Eq. (3) are GARCHX(p1,p2,p3) parameters defined in Eq. (2). The inclusion of exogenous covariates into the GARCH

equation comes with the additional cost of non-negativity restrictions on both the exogenous variables {xk,t}p3

k=1 and their associated

parameters {βk}p3

k=1 in order to guarantee the positivity of the conditional variance. Furthermore, inference procedures under nullity are

nonstandard (Sucarrat, 2020) and there is a need for alternative asymptotics, as in Pedersen and Rahbek (2019). This restrictive nature

of GARCHX models is relaxed to a great extent by log-TGARCHX models, which we demonstrate in the next subsection.

2.2. The log-TGARCHX model

The log-GARCHX model (Sucarrat, 2019) assumes logarithmic specification of the conditional variance process and includes both

asymmetry error terms and stationary covariates. Formally, the log-GARCHX(p1,p2,p3,p4) is defined as follows:

lnσ2
t = α0 +

p1∑
i=1

αi ln ϵ2t−i +

p2∑
j=1

αp1+j lnσ2
t−j +

p3∑
k=1

βkxk,t +

p4∑
l=1

γlI{ϵt−l<0} ln ϵ2t−l,

αi, βk, γl ∈ R, ∀i ∈ {0, . . . , p1 + p2}, ∀k ∈ {1, . . . , p3}, ∀l ∈ {1, . . . , p4},

(4)

where α0 is log-volatility intercept which controls the level of volatility in a multiplicative way, (αi)i={1,...,p1} and (αp1+j)j={1,...,p2}
are real scalar sequences called ARCH-parameters and GARCH-parameters, respectively (Sucarrat, 2019). Note that, when p3 = p4 = 0,

the log-GARCHX(p1,p2,p3,p4) model is none other than the log-GARCH(p1, p2) model introduced by Pantula (1986), Geweke (1986)

and Milhoj (1987) independently.

The log-GARCHX model is referred to as the asymmetric log-GARCHX model in the literature (Sucarrat, 2019). However, we suggest

calling the latter log-TGARCHX because it is equivalent to the TGARCHX model of Glosten et al. (1993) except for the logarithmic

transformation.

2.3. ARMA representation of log-TGARCHX model

The log-GARCH family of volatility models has several attractive features. One of them is the representability via non-linear ARMA

process, which makes those models amenable to estimation using ARMA inference methods and almost with any statistical software. Due

to the latter fact, the standard inference procedures remain applicable. Furthermore, the addition of exogenous, deterministic, and / or

predetermined conditioning variables does not change the relationship between the ARMA coefficients and the log-GARCH coefficients

under suitable conditions (Sucarrat et al., 2016; Sucarrat, 2019). More precisely, the ARMAX representation for the log-TGARCHX

model in Eq. (4) is as follows (Sucarrat, 2019):

ln ϵt
2 = ϕ0 +

p1∑
i=1

ϕi ln ϵ2t−i +

p2∑
j=1

ϕp1+jut−j +

p3∑
k=1

βkxk,t−1 +

p4∑
l=1

γlI{ϵt−l<0} ln ϵ2t−l + ut, (5)

with

ut = ln η2
t − E

(
ln η2

t

)
(6)

ϕi =


α0 +

(
1−

∑p2

j=1 αp1+j

)
× E (ln η2

t ) , i = 0

αi + αp1+i, 1 ≤ i ≤ p1
−αi, p1 + 1 ≤ i ≤ p2.

The parameter values (βl)l={1,...,p3} for exogenous variables are the same in both the log-GARCHX specification and the corresponding

ARMAX representation. The possibility of the ARMAX representation paves the way for a wide range of extensions of the log-GARCH-

family models. In this paper, we propose enhancing log-GARCHX models by including a variable selection procedure during model

estimation. Although there are many variable selection methods, in this work we focus on three of them. However, other selection

methods can also be easily adapted to the proposed framework. The following section describes our original methodology and the three

variable selection methods.
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3. Enhancing log-TGARCHX model by adding variable selection algorithms

3.1. Variable selection procedure for log-TGARCHX model (VS-LTGARCHX)

As described by Sucarrat (2019), the log-TGARCHX model is estimated in two steps. The first step is to form the ARMAX (p1, p2, p3, p4)

representation of the model as given in Eq. (5) and estimate the coefficients using the ordinary least squares (OLS) method. The second

step consists of mapping the estimated coefficients to the coefficients of the model of interest, namely, log-TGARCHX specified in Eq. (4)

using the maps in Eq. (6).

As an important contribution of this paper, we show that the log-TGARCHX model can be improved by selecting a relevant subset

of exogenous variables and asymmetry lags, denoted by K⋆ ⊆ {1, . . . , p3} and L⋆ ⊆ {1, . . . , p4}, respectively. To that end, we propose

a heuristic strategy that incorporates variable selection within the log-TGARCHX estimation procedure. More precisely, this approach

describes i) how to select both the subset of exogenous variables, through the L⋆ index set, and that of the asymmetry terms through

the K⋆ index set to be used in the log-TGARCHX model, and then ii) how to estimate parameters of the model. This new strategy that

is made up of three steps is described below.

1. Step 1. Fit an ARMA representation and get the residuals

First, we fit the following ARMA(p1,p2) model:

ln ϵt
2 = ϕ0 +

p1∑
i=1

ϕi ln ϵ2t−i +

p2∑
j=1

ϕp1+jut−j + ut. (7)

The model is fitted by using maximum likelihood estimation together with the innovations algorithm (Brockwell and Davis, 1991).

Then, we compute the model residuals which are defined as:

ẑt = ln ϵt
2 − l̂n ϵt2, (8)

where l̂n ϵt2 denotes the adjusted value of ln ϵt2 for model Eq. (7).

2. Step 2. Perform the variable selection procedure for both exogenous variables and asymmetry orders

Next, variable selection is applied on the following model:

ẑt = a0 +

p3∑
k=1

bkI{ϵt−k<0} ln ϵ2t−k +

p4∑
l=1

clxl,t−1 + et, (9)

where a0, {bk}p3

k=1, {cl}
p4

l=1 are the model parameters to be estimated, I{ϵt−k<0} ln ϵ2t−k is the k-th lagged asymmetry term evaluated

at time t, xl,t−1 is the l-th stationary exogenous covariate evaluated at time t and et is the model error at time t. In this paper, we

suggest applying one of the three variable selection methods introduced in Section 3.2.1. As a result of the variable selection process,

we obtain the index sets L⋆ and K⋆ of size p3⋆ and p4⋆, respectively.

3. Step 3. Fit the final log-TGARCHX model

Finally, we can estimate the log-TGARCHX(p1, p2, p3⋆, p4⋆) model:

lnσ2
t = α0 +

p1∑
i=1

αi ln ϵ2t−i +

p2∑
j=1

αp1+j lnσ2
t−j +

∑
k∈K∗

βkxk,t +
∑
l∈L∗

γlI{ϵt−l<0} ln ϵ2t−l. (10)

Parameters {αi}p1+p2

i=1 , {βk}k∈K⋆
, {γl}l∈L⋆

of the final model are estimated using the two-step procedure described in Section 2.3.

In the next subsection, we shed light on the second step of the proposed methodology.

3.2. Variable selection algorithms

In this section, three variable selection strategies are introduced to select L⋆ and K⋆ (see Step 2 in Section 3.1). As described in the

previous section, the variable selection procedure is performed on the linear model Eq. (9). The subset selection procedure is important,

especially when the set of potential regressors is large or when the regressors are highly correlated. For instance, when the number

of regressors is larger than the number of observations, it is well known that linear models may suffer from high variance, which is

referred to as overfitting in the literature. Furthermore, parsimonious models are more easily interpretable than complex models with

many regressors. Therefore, the selection of variables to identify the most influential variables can improve both predictive accuracy and

interpretability (Miller, 2002). In fact, there are many variable selection methods in the related literature. Here, we have chosen three

approaches: the least absolute shrinkage and selection operator (LASSO), adaptive best subset selection (ABESS), and Boruta.

3.2.1. Variable selection using LASSO

LASSO is a regression method introduced by Tibshirani (1996). The method is still widely used to perform both variable selection and

regularization. This is achieved by adding a penalty function of the model parameters. Consider the linear regression setting in Eq. (9).

Then, the LASSO regression problem consists of estimating the model parameter vector Θ =
{
a0, {bk}p3

k=1, {cl}
p4

l=1

}
that solves the
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following constrained OLS problem:

Θ̂lasso = argmin
Θ∈R(p3+p4+1)

( T∑
t=1

(
zt − a0 −

p3∑
k=1

bkI{ϵt−k<0} ln ϵ2t−k −
p4∑
l=1

clxl,t−1

)2
+ λ(

p3∑
k=1

|bk|+
p4∑
l=1

|cl|)
)
, (11)

where the objective function is nothing else than the sum of mean squared errors and λ > 0 is a regularization parameter. LASSO

regression shrinks the magnitude of all model coefficients and also sets some of them to zero. Then, in Step 2 we use LASSO to perform

the selection of variables in the model Eq. (9). The subsets of indices L⋆ and K⋆ obtained using LASSO are denoted by

Klasso
⋆ = {k|b̂lassok ̸= 0, ∀k = 1, . . . , p3}

Llasso
⋆ = {l|ĉlassol ̸= 0, ∀l = 1, . . . , p4}

(12)

corresponds to the sets of indices of non-zero parameters. Note that the value of the regularization parameter λ is usually unknown and

therefore needs to be tuned. Several approaches have been suggested to adjust λ. Here, we adopt the algorithm outlined in Section 2.5 of

Friedman et al. (2010). The algorithm finds the minimum Lagrange multiplier value in the Lagrangian representation of the constrained

optimization problem in the Eq. (11) which shrinks all slope coefficients to zero simultaneously, and that value is denoted by λmax. Then

λmin is set to 0.001λmax and the grid is formed as a decreasing sequence of 100 values from λmax to λmin on the log scale.

3.2.2. Adaptive best subset selection (ABESS) algorithm

ABESS is a recently developed polynomial algorithm due to Zhu et al. (2020) for the vaiable selection. In simple linear regression setting

e.g. Eq. (9), this algorithm chooses the subset of covariates by solving the following minimization problem:

Θ̂abess = argmin
Θ∈R(p3+p4+1)

T∑
t=1

(
zt − a0 −

p3∑
k=1

bkI{ϵt−k<0} ln ϵ2t−k −
p4∑
l=1

clxl,t−1

)2
subject to (

p3∑
k=1

||bk||0 +

p4∑
l=1

||cl||0) ≤ s, (13)

where s ∈ {1, . . . , p3 + p4} is a regularization parameter and || · ||0 is the ℓ0 norm.

Here, the Lagrangian of the problem is not continuous, and its solution may be computationally infeasible with large p. However, a

recently developed splicing algorithm and special information criterion (SIC) have been proven to solve the minimization problem above

in polynomial times and for an unknown sparsity parameter (Zhu et al., 2020).

Although the ABESS algorithm is extremely fast compared to its competitors as shown in the latter reference, it seems to be more

aggressive compared to LASSO in penalization as the form of the constraint function suggests. Therefore, when the set of the covariates

upon which variable selection needs to be performed is relatively small, LASSO should be preferred. However, a comparison of the two

is outside the scope of our study and needs further research.

Finally, one of the main advantages of ABESS is that the potential values of the tuning parameter s are finite, as the l0 norm penalty

suggests. The selected variables by the ABESS algorithm are the ones which receive non-zero coefficients after the minimization of the

latter equation. More precisely,

Kabess
⋆ = {k|b̂abess

k ̸= 0, k = 1, . . . , p3}

Labess
⋆ = {l|ĉabess

l ̸= 0, l = 1, . . . , p4}.
(14)

3.2.3. Boruta algorithm

Boruta is an iterative feature selection algorithm based on the random forest algorithm (Kursa and Rudnicki, 2010). At each iteration, the

algorithm creates randomly shuffled copies of the original features. Then, a random forest is trained on the extended data that includes

both the original features and their respective shuffled copies. To measure the importance of each feature, the algorithm computes a Z

score on each feature and compares it to a threshold defined as the maximum Z score of all shuffled copies. Then, only variables for

which importance is significantly higher than the threshold are kept in the model while the others are removed. This process is repeated

until either all features are labeled as important/nonimportant or until the maximum number of iterations is reached. The detail of the

algorithm is given in the original article by Kursa and Rudnicki (2010). Ultimately, the two sets KBoruta
⋆ and LBoruta

⋆ correspond to the

sets of indices of the retained exogenous variables and the asymmetric lags.

4. Application to BTC market

In this section, we apply the VS-LTGARCHX algorithm to the BTC market and study its performance compared to the log-GARCH

(1,1) model and the full-blown log-TGARCHX model. The log-GARCH(1,1) model is a log-GARCH model with no exogenous variable,

while the full-blown log-TGARCHX model is a log-GARCH model with the complete set of exogenous variables and asymmetry terms.

These two extremes form the benchmark models with which to compete. The next subsection describes the BTC data used.

4.1. Data: data sources and data preprocessing

The sample period runs from December 18, 2017 to June 17, 2022 and includes 1643 observations in total collected at daily frequency.

It is worth mentioning that the BTC price data were collected both in 5-minute and daily frequencies, which were taken from Binance
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exchange. The BTC price data at the daily frequency were used to obtain the BTC daily returns. Moreover, the BTC prices at 5-minute

frequency were used to obtain the daily realized variance as described in (Bergsli et al., 2022). Formally, let Rt, the return on the t-th

day, be defined as

Rt = lnPt − lnPt−1, (15)

where Pt is the close price of BTC on day t. Then, we define m equally spaced intraday returns between each consecutive two days t

and t+ 1. More precisely, the j-th intraday return for the the t-th day is denoted by Rt+ j

m

and defined as:

Rt+ j

m

= ln
(
Pt+ j

m

)
− ln

(
Pt+ j−1

m

)
, for j = 0, . . . ,m− 1, (16)

where ln
(
Pt+ j

m

)
(resp. ln

(
Pt+ j−1

m

)
is the logarithm of the intraday price of BTC at time t+ j

m
(resp. t+ j−1

m
). Thus, the daily realized

variance, also called volatility, for the t-th day can be defined as the sum of squared intraday returns following the previous reference:

V
(d)
t =

m−1∑
j=0

R2
t+ j

m

. (17)

where the subscript d is used to emphasize the daily frequency of the realized variance.

For the purposes of this paper, we used BTC prices in 5-minute frequency to estimate the daily realized variance (volatility), which

implies that m in Eq. (16) and Eq. (17) is set to 288 throughout our analysis.

Furthermore, we classify the exogenous variables into groups using a classification similar to, but not exactly the same as Chen

et al. (2021). More precisely, the groups we defined are Blockchain technology, Public Opinion, Risks and Uncertainties, Financials, and

Macroeconomic development. Also, the number of variables we use is more than in the latter reference. To be more precise, we consider

39 exogenous variables, 3 variables which are transformations of high-frequency returns (daily, weekly and monthly realized volatility)

and a threshold variable, which constitute 42 variables in total. The threshold variable is nothing but a binary variable which receives

the value of unity if the previous day return is negative and the value of zero if otherwise. The complete list of exogenous variables is

given in the Appendix A. All variables were collected at daily frequency. However, unlike BTC prices, measurements on most exogenous

variables are missing on weekends and public holidays. Then, to overcome inconsistency in frequency, the last observation carried forward

(LOCF) method was used to fill the missing values.

In addition, we used only stationary exogenous variables in our study as shown in (Sucarrat, 2019). Therefore, Augmented Dickey-

Fuller (ADF) test due to Dickey and Fuller (1979) was applied to each exogenous variable to identify non-stationary ones. The non-

stationary variables that take only positive values were exposed to the logarithmic difference transformation (d ln (Xt) = lnXt− lnXt−1)

and the prefix dl was added to their names. In contrast, non-stationary variables with non-positive and positive values were subject

to first differencing (Xt 7→ Xt − Xt−1), and the prefix d was added to their names. Furthermore, we applied the test of stationarity

(Kwiatkowski et al., 1992) to the data to confirm the results of the ADF test which is a standard practice (Brooks, 2008, p. 331). If

the stationarity hypothesis is rejected by KPSS those series were subject to the first differencing and the prefix d was added to their

names. In addition, all covariates were standardized to have zero mean and unit variance to prevent variables from having a different

measurement scale that could affect the results of subset selection.

Finally, in the next subsection, we will describe in detail how the VS-LTGARCHX algorithm is applied to BTC market data and how

the performance of different variants of the algorithm is evaluated.

4.2. Model performance and comparison to benchmark

Once the data preprocessing is performed, we divide the data set into train, test, and validation sets. The hyperparameters of the variable

selection algorithms are then tuned. Ultimately, the final models are built and their respective performances are measured. The following

subsections describe the methodology we have used to perform each of the latter steps.

4.2.1. Data split

First, the time series data set was divided into train, validation, and test sets. More precisely, the data partitioning consisted of dividing

the sample period (from December 18, 2017 to June 17, 2022) into three sub-periods corresponding, respectively, to the train, validation

and test sets.

The train set is used to build a prediction model (a learner) with a fixed set of hyperparameters. The validation set is used to select

the best combination of hyperparameters for the respective variable selection method based on some performance metrics. Ultimately,

the test set is used to evaluate the performance of the final model, the one fitted with the best combination of hyperparameters (Hastie

et al., 2001).

Moreover, the benchmark models considered in this paper do not have any hyperparameters to tune. Therefore, the validation set is

not needed, so it was merged with the train set for the benchmark models.

Finally, to respect the dynamic structure of the data, we use the recursive and rolling window scheme while partitioning the data set

for all models considered (Elliott and Timmermann, 2008).

4.2.2. Hyperparameter tuning

As has already been mentioned, the three variable selection methods, namely LASSO, ABESS, and Boruta, have hyperparameters that

need to be tuned. To do that, we used two strategies: one for LASSO and ABESS and another for Boruta. In fact, a more efficient
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strategy can be used for Boruta, since it is a wrapper around the random forest algorithm (Breiman, 1996) that is heavily based on

bootstrap aggregation (bagging).

To tune the hyperparameters of LASSO and ABESS, first, we fit the prediction models (learners) to the training set by fixing the

hyperparameter value based on a predefined grid. Then, for each hyperparameter value, we obtain the prediction errors of the learners

in the validation set. The value of the tuning parameter associated with the smallest validation root mean squared error (RMSE) is

considered optimal.

The hyperparameter tuning procedure for the random forest behind the Boruta wrapper can be done more efficiently due to the

bootstrap resampling applied to the initial training set (Breiman, 2001). However, the use of the original bootstrap strategy would

destroy the underlying temporal dependence in time series. Therefore, we utilize the moving block bootstrap mechanism to respect the

dynamic nature of the data while conducting the bagging process. The idea is to divide the initial training set into N small blocks so

that the temporal structure is preserved within each block, and then to perform a bootstrapping using the N blocks (Kunsch, 1989; Y,

1992). Unlike LASSO and ABESS which have only one hyperparameter to be tuned each, in Boruta there are multiple of them, which

makes it costly to train the latter. Finally, we tune four hyperparameters; three of them are intrinsic to Boruta, namely, the number of

trees, the minimum node size, the number of splitting variables, and one is due to the moving block bootstrap algorithm, namely, the

block size (see Algorithm 2 in the Appendix C). Again, the set of hyperparameters associated with the smallest RMSE is considered

optimal.

4.2.3. Evaluation of the predictive performance and comparison to the benchmark models

Once the optimal values of the hyperparameters are found, the variable selection is carried out by combining the training and the validation

sets, and this is the end of Step 2 of the VS-LTGARCHX algorithm. The final step Step 3 consists of fitting the log-TGARCHX model as

explained in detail in Escribano and Sucarrat (2018) and Sucarrat (2019) with the variables selected by the respective variable selection

algorithms.

Moreover, we use the same portion of time series to build the final model for both benchmarks and VS-LTGARCHX variants, and

use the same strategy for all models considered to generate one-step-ahead predictions. More precisely, to measure performance of each

model, we generate one-step-ahead predictions from the test set (the same portion of time series for all models for fair comparison) using

the rolling window scheme and finally calculate six different conventional metrics for each model based on their respective forecasts. The

procedure is outlined in Algorithm 3.

Remark 1 The rolling window scheme is used instead of the recursive window scheme because it is known that the recursive window

scheme may pose problems when evaluating nested models (Violante and Laurent, 2012, p. 466) and that the stationarity assumption of

relative losses underlying the Model Confidence Set (MCS) test may not hold when using the expanding window scheme (Hansen et al.,

2011).

Remark 2 We use the square root of daily realized volatility shown in Eq. (17) as a proxy for the true conditional standard deviation

(σt) when calculating the performance metrics in accordance with the related literature (Violante and Laurent, 2012).

Indeed, the judgment about predictive superiority of models relying solely on performance metrics may not be convincing due to

underlying sampling issues. Therefore, we use the MCS procedure due to (Hansen et al., 2011), which involves hypotheses testing and

model selection, to make inferences about the ranking of the models. When several models have been built, the MCS procedure helps

in determining whether the performance of a given model in the set of tested models is statistically significant in comparison to the

performance of other tested models, see Hansen et al. (2011) for more details. Furthermore, in the MCS procedure, different aspects of

the models can be evaluated by using user-specified loss functions (Bernardi and Catania, 2015). Here, we use two loss functions, namely,

RMSE and QLIKE, within the MCS procedure due to the robustness of the latter (Patton, 2011). However, other metrics such as mean

error (ME), mean absolute error (MAE), mean absolute percentage error (MAPE), and mean percentage error (MPE) are also reported

independently in the Appendix E.

The strategy used to assess the performance of the VS-LTGARCHX algorithm compared to the benchmark models is summarized in

the Algorithm 3 displayed in the Appendix D.

4.3. Numerical results

4.3.1. Data preprocessing, data partition and parameter tuning

We collect daily data on the BTC market and 44 variables measured in daily frequency covering the period from December 18, 2017 to

June 17, 2022. The missing values, if any, were filled using the last observation carried forward principle. The complete list of the variables

is given in Table 4, 5 and 6 of the Appendix A. After the data are preprocessed and all variables are stationarized and standardized to

have zero mean and unit variance, we partition the data set into train, validation and test sets in 60%-20%-20% chunks, initially (see

Algorithm 1).

In the next subsections, we will shed light into the set of variables selected by LASSO, ABESS, and Boruta, respectively, and then

compare the VS-LTGARCHX variants’ predictive accuracy to those of the benchmark models.
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4.3.2. Selected variables by VS-LTGARCHX algorithms

Before performing variable selection, the variable selection algorithms, namely LASSO, ABESS, and Boruta, must be calibrated. We

follow the strategies introduced in Subsection 4.2.2. The hyperparameter tuning process for LASSO and ABESS is outlined in Algorithm

1, and that for random forest underlying the Boruta wrapper is summarized in Algorithm 2. The optimal values of the tuning parameters

help us to choose a subset of variables from a larger set for each of the respective methods. The variables selected by various selection

procedures are given in Table 1.

Table 1. Variables Selected by ABESS, LASSO and Boruta, respectively

# ABESS LASSO Boruta

1 d VIX dl MKTCP dl CPTRA

2 d gtrends d VIX dl ETRVU

3 rv w d gtrends dl HRATE

4 rv w dl MWNTD

5 dl MWTRV

6 dl NADDU

7 dl NTRAN

8 dl NTRBL

9 dl NTREP

10 dl SPY

11 dl DJI

12 d CPTRV

13 d ETRAV

14 d TRFEE

15 d TRVOU

16 d VIX

17 d gtrends

18 rv d

19 rv w

ABESS selected the most parsimonious model as expected. Interestingly, the composition of the variables selected by LASSO and

ABESS is almost the same except LASSO selects one extra variable, namely, the first lag of the logarithmic difference of BTC market

capitalization (dl MKTCP). Moreover, the first lag of the difference in VIX index is selected by the three selection procedures. In

fact, it has recently been found that the logarithmic difference of the VIX index has contemporaneous effects on the volatility of BTC

(López-Cabarcos et al., 2021). In our study, we focus solely on lagged effects because contemporaneous feedback is not usually helpful

for investor decision-making.

Another variable selected by the three procedures is the lagged difference of Google trends (d gtrends). Interestingly, Google trends

lags were found to have predictive power over BTC returns (Arratia and López-Barrantes, 2021). Moreover, several other recent studies

have found the link of the Google trends variable with conditional volatility (Bystrom and Krygier, 2018; Aslanidis et al., 2022; Bakas

et al., 2022).

Furthermore, the lag of the weekly realized volatility selected by the three selection procedures has already been shown to be effective

in predicting the volatility of BTC (Aharon and Qadan, 2019; Bergsli et al., 2022). However, it is still an open question why the lag of

daily and monthly realized volatilities were not selected by LASSO and ABESS as opposed to the latter references.

Interestingly, among the three variable selection methods, only Boruta selects a large set of technological variables. Indeed, we

could not find a study to support this interesting finding, and the effect of BTC technology variables on its volatility should be further

researched.

4.3.3. Predictive accuracy of VS-LTGARCHX algorithms

Before delving into the analysis of results and comparative statistics, one fact is worth noting to assert the importance of explanatory

variables for conditional volatility forecasting. Figure 1 illustrates the forecasts generated from the two benchmark models. According

to the latter, the full-blown log-TGARCHX model seems to perform better than log-GARCH(1,1) particularly during large volatility

periods. Moreover, after the variable selection procedure is finished we generate one-step-ahead predictions from three variants of VS-

LTGARHCX algorithm using the test set as shown in Algorithm 3. Figure 2 shows one-step-ahead forecasts of BTC conditional volatility

from three different variants of the VS-LTGARCHX algorithm. As the figure reveals, the forecasts generated using the variants of the

VS-LTGARCHX algorithm are more precise compared to the benchmark during relatively high volatility periods.

Furthermore, according to Table 2, the three variants of VS-LTGARCHX lead to better predictive accuracy than the log-GARCH

(1,1) and log-TGRACHX benchmarks in terms of RMSE and QLIKE. Moreover, the ABESS and LASSO variants always outperform

the Boruta alternative with regard to the latter criteria.
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Fig. 1: Plot of one-step-ahead forecasts from log-GARCH, log-TGARCHX models and realized standard deviation

On the other hand, the results of the MCS procedure are summarized in Table 3. The intrinsic hypothesis test for MCS was carried

out at the significance level 5%. The null hypothesis states that the model has predictive performance equivalent to all other models

considered (Bernardi and Catania, 2015). Then, the p-value for each model represents the probability of observing a sample performance

of that particular model at least as adverse to the null hypothesis as the current one. Therefore, it is natural for models with a p-value

lower than the significance level (5%) to be removed from the set considered. The MCS procedure (hypothesis test+elimination) continues

until no model can be removed from the set and the final set of surviving models is called the superior set models (SSM) (Hansen et al.,

2011; Bernardi and Catania, 2015).

As shown in Table 3, the MCS procedure has eliminated VS-LTGARCHX (Boruta) from SSM while using RMSE as a loss criterion.

This means that the latter is inferior to VS-LTGARHCX (LASSO) and VS-LTGARHCX (ABESS). However, it does not mean that

VS-LTGARCHX (Boruta) has the same predictive ability as log-GARCH (1,1) and log-TGARCHX models. In another experiment, we
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Fig. 2: Plot of forecasts from VS-LTGARCHX using LASSO, ABESS and Boruta variable selection procedures, respectively

restricted the initial set of the models considered (M0) to include only the models VS-LTGARCHX (Boruta), log-GARCH (1,1) and

log-TGARCHX. Not surprisingly, VS-LTGARCHX (Boruta) was found to be superior to the other two models, using both MSE and

QLIKE as loss criteria. This means that the VS-LTGARCHX algorithm outperformed the benchmarks in all of its variants. However,

the Boruta variant is inferior to the LASSO and ABESS variants of VS-LTGARCHX.

As a robustness check, we report the extended list of performance metrics for the rolling window forecasting scheme in Table 7 of the

Appendix E. The extended list of performance metrics includes not only QLIKE and RMSE, but also mean error (ME), mean absolute

error (MAE), mean absolute percentage error (MAPE) and mean percentage error (MPE) (see Algorithm 3 in the Appendix D and

Hyndman and Athanasopoulos (2018) for details).

Furthermore, it is not surprising that the full-blown log-TGARCHX model outperforms all other models in terms of ME and MPE as

shown in Table 7. Tibshirani correctly points out that : ”...the OLS estimates often have low bias but large variance; prediction accuracy
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Table 2. Predictive accuracy of models in the test set using rolling window

Model RMSE QLIKE

Log-GARCH 2.00 3.74

Log-TGARCHX 1.85 3.82

LASSO 1.60 3.64

ABESS 1.59 3.64

Boruta 1.66 3.69

Table 3. MCS Superior Set Models (SSM) using MSE and QLIKE as loss criteria

MCS (QLIKE) MCS (MSE)

Superior Set Models (SSM) p-value Superior Set Models (SSM) p-value

VS-LTGARCHX (ABESS) 1 VS-LTGARCHX (ABESS) 1

VS-LTGARCHX (LASSO) 0.33 VS-LTGARCHX (LASSO) 1

VS-LTGARCHX (Boruta) 0.15

can sometimes be improved by shrinking or setting to 0 some coefficients. By doing so, we sacrifice a little bias to reduce the variance of

the predicted values and hence may improve the overall prediction accuracy”(Tibshirani, 1996, p. 267). The unrestricted log-TGARCHX

model (estimated using OLS) should have less bias compared to its restricted alternatives, as inferred from the latter quote. Therefore,

ME and MPE which are nothing but the average and the weighted average of forecast errors, respectively, should have the smallest value

for the unrestricted log-TGARCHX model.

Moreover, as an additional robustness check, we follow Hansen et al. (2011) and test our algorithm using the recursive forecasting

scheme. An extended list of performance metrics for the recursive window forecasts ı̀n Table 8 of the Appendix E supports our conclusions

in this subsection, thus showing the robustness of the proposed algorithms to varying environments.

5. Conclusion

Conditional volatility forecasting of a financial asset is important from the perspective of risk management, hedging, and portfolio

management. Therefore, there are a plethora of models dealing with volatility forecasting, with the GARCH family of models being

arguably the main approach. However, generic GARCH models are restrictive in nature with respect to the inclusion of exogenous

variables that may contain important information about conditional volatility. Fortunately, log-GARCH models put very mild restrictions

on inclusion of covariates in the conditional variance equation, and their estimation procedure is rather simple. However, this flexibility

brings about a potential overfitting problem. To overcome this problem, we propose the VS-LTGARCHX algorithm to incorporate the

variable selection procedure into the log-TGARCHX estimation process. The algorithm is very flexible in the sense that any variable

selection procedure can be used within its framework. However, in this paper, we use LASSO, ABESS, and Boruta variable selection

procedures separately within VS-LTGARCHX algorithm to select the subset of exogenous variables and asymmetry lags while estimating

log-TGARCHX models. Furthermore, we apply the VS-LTGARCHX algorithm to extremely volatile BTC markets using 42 conditioning

variables. Three different restricted versions of log-TGARHCX models obtained with the VS-LTGARCHX algorithm (using LASSO,

ABESS, and Boruta selection procedures, respectively) outperform the benchmark log-GARCH (1,1) and log-TGARCHX (1,1) models

in one-step ahead conditional volatility prediction based on different accuracy metrics. To assert the superiority of the VS-LTGARCHX

variants, we use a formal procedure called MCS which indicates that the forecasts generated from the three variants of VS-LTGARCHX

are superior to those from the benchmark models.

As a result, the main contributions of this paper are twofold. On the one hand, our study proposes a novel approach to model

conditional volatility in the GARCH models domain which may be useful for academicians, investors, and policy-makers. On the other

hand, we analyze volatility in the evolving and relatively young BTC market with 42 different exogenous variables. To the best of our

knowledge, no study has been conducted to study BTC volatility with as many exogenous covariates as we do.

Ultimately, irrespective of the novelties of our paper, there are several limitations which paves the way for further research. First, the

set of exogenous variables can be extended. Second, the selection procedures in this study cannot handle the simultaneous selection of the

subset of ARCH, GARCH, asuymmetry terms and exogenous variables. Rather, our approach is based on the stepwise selection, which

may be suboptimal due to possible correlation of variables. In addition, we have not considered ARCH/GARCH orders and asymmetry

orders greater than 1, which presumably fettered further improvement of the predictive accuracy of VS-LTGARCHX.
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A. Abbreviations

Table 4. Abbreviations for Blockchain Technology Variables

# Abbreviation Expansion

1 ATRCT Bitcoin Median Transaction Confirmation Time in Minutes

2 AVBLS Bitcoin Average Block Size

3 BLCHS Bitcoin api.blockchain Size

4 CPTRA Bitcoin Cost Per Transaction

5 CPTRV Bitcoin Cost % of Transaction Volume

6 DIFF Bitcoin Difficulty

7 ETRAV Bitcoin Estimated Transaction Volume

8 ETRVU Bitcoin Estimated Transaction Volume USD

9 HRATE Bitcoin Hash Rate

10 MIREV Bitcoin Miners Revenue

11 MKPRU Bitcoin Market Price USD

12 MKTCP Bitcoin Market Capitalization

13 MWNTD Bitcoin My Wallet Number of Transaction Per Day

14 MWNUS Bitcoin My Wallet Number of Users

15 MWTRV Bitcoin My Wallet Transaction Volume

16 NADDU Bitcoin Number of Unique Bitcoin Addresses Used

17 NTRAN Bitcoin Number of Transactions

18 NTRAT Bitcoin Total Number of Transactions

19 NTRBL Bitcoin Number of Transaction per Block

20 NTREP Bitcoin Number of Transactions Excluding Popular Addresses

21 TOTBC Total Bitcoins

22 TOUTV Bitcoin Total Output Volume

23 TRFEE Bitcoin Total Transaction Fees

24 TRFUS Bitcoin Total Transaction Fees USD

25 TRVOU Bitcoin USD Exchange Trade Volume

Source: www.nasdaq.com

www.nasdaq.com
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Table 5. Names and abbreviations of the exogenous variables within public opinion, risks and uncertainties, financials, and macroeconomic development

classes.

Public Opinion1 Risks and Uncertainties Financials2 Macroeconomic

Development3

Number of tweets (tweet) Geopolitical risks (GPRD)4 US Federal Funds Effective

Rate (FFER)5
Crude Oil (CL=F)

Google trends (gtrends) Daily China economic policy

uncertainty Index (CNEPU)6
Ripple-USD Exchange Rate

(XRP-USD)

Nasdaq (NDAQ)

Bitcoin Futures price (BTC=F) S&P500 (SPY)

Chinese Yuan to dollar

exchange rate (CNYUSD=X)

DOW30 (DJI)

The Chicago Board Options

Exchange Volatility Index

(VIX)

The Chicago Board Options

Exchange Gold Volatility Index

(GVZ)

1www.bitinfocharts.com

2www.finance.yahoo.com

3www.finance.yahoo.com

4www.matteoiacoviello.com

5www.fred.stlouisfed.org

6www.economicpolicyuncertaintyinchina.weebly.com

Table 6. Abbreviations for Realized Volatility Measures and Prefixes

# Abbreviation Expansion

1 rv d Daily realized variance1

2 rv w Weekly realized variance

3 rv m Monthly realized variance

4 d Prefix in variable names, denotes for

the first difference (d X := Xt −Xt−1)

5 dl Prefix in variable names, denotes the first logarithmic difference (dl X := lnXt − lnXt−1)

1BTC price data were taken in 5-minute frequencies from Binance exchange to calculate the daily realized volatily.

www.bitinfocharts.com
www.finance.yahoo.com
www.finance.yahoo.com
www.matteoiacoviello.com
www.fred.stlouisfed.org
www.economicpolicyuncertaintyinchina.weebly.com
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B. Time series CV for LASSO or ABESS

The following algorithm outlines the methodology we follow for data partitioning to perform cross-validation for LASSO and ABESS.

Algorithm 1 Time Series CV For Variable Selection With LASSO or ABESS

Input: Dt = {(zt,xt−1,σt|t = 1, ..., T} where σt is the sequence of the realized standard deviation, xt−1 are regressors including

the asymmetries, zt are residuals within Eq. (9), Π is the parameter grid

function BestSubsetSelector(Dt, Π)

Data Split: Training Sets (Ωk) and Validation Sets (Υk), ∀k = 1, 2, ..., ⌊0.2N⌋, where cardinalities #(Ω1) = ⌊0.6N⌋ = τ1 and

#(Υ1) = ⌈0.2N⌉ = τ2. Then, the collection of train and validation sets are:

Ω1 : = {Dt|t = 1, 2, ..., τ1}

Υ1 : = {Dt|t = τ1 + 1}

Ω2 : = {Dt|t = 1, 2, ..., τ1 + 1}

Υ2 : = {Dt|t = τ1 + 2}

...

Ωτ2
: = {Dt|t = 1, 2, ..., τ1 + τ2 − 1}

Υτ2
: = {Dt|t = τ1 + τ2}

Define the set of parameters to be tuned with a search grid Π.

for each parameter set π ∈ Π do

for each (Ωk ⊆ Ω,Υk ⊂ Υ), ∀k = 1, ..., τ2 do

Fit LASSO or ABESS

Generate Predictions for Υk using LASSO or ABESS, respectively

end for

Calculate average performance (RMSE) across Υ and ∀π ∈ Π.

RMSEπ =

√√√√ 1

τ2

τ1+τ2∑
t=τ1

(σt − σ̂t)2

end for

Determine the optimal set of tuning parameters based on the lowest RMSE

Fit the ABESS or LASSO with respective optimal tuning parameters to Ωτ2
∪Υτ2

Get The Best Subset of Covariates, x∗

end function

Output: Selected subset of covariates (x∗) using LASSO or ABESS.
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C. Time series CV for random forest (Boruta)

The following algorithm describes the data partitioning technique to perform time series cross-validation for the random forest (Boruta).

Algorithm 2 Time Series CV For Random Forest Behind The Boruta

Input: Dt = {(zt,xt−1,σt|t = 1, ..., T} where σt is the sequence of the realized standard deviation, xt−1 are regressors that also

include asymmetries, zt are residuals within Eq. (9), number of trees (ntree), minimum node size (nmin), block size (ln), number of

split variables (m), Π := (ntree, nmin, ln,m)′ is four-dimensional parameter grid

Data Split: Training Set T = {Dt|1 < t < ⌊0.8T ⌋}.
Define the set of parameters to be tuned with a search grid Π.

for π ∈ Π do

for each b = 1 to ntree do

Draw block bootstrap sample Z⋆ of size #(Z⋆) ≤ ⌊0.8T ⌋ with parameter ln.

while node size n > nmin do

Chose a random set of m variables among the p variables and apply the CART criterion on this subset.

Cut on the best split.

end while

end for

Make out-of-bag (OOB) predictions σ̂t

Calculate average OOB performance (RMSE) ∀π ∈ Π.

end for

Determine the optimal set of tuning parameters based on the lowest RMSE

Apply Boruta with the optimal parameters

Get The Best Subset of Covariates, x∗

Output: Selected subset of covariates (x∗) by Boruta.
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D. Evaluation of the predictive performance of VS-LTGARCHX variants and the benchmark models

The following algorithm summarizes the strategy we follow to evaluate the predictive performance of the different variants of the

VS-LTGARCHX algorithm.

Algorithm 3 Evaluation of the Predictive Performance of VS-LTGARCHX variants and The Benchmark Models

Inputs: Dt = {(rt,x∗
t−1,σt)|t = 1, ..., T}, rt are log-returns, x∗

t−1 is deemed to be the selected variables from Algorithm 1 or 2

for VS-LTGARCHX variants, the full set of the variables at hand for the benchmark log-TGARCHX model, and an empty set for the

benchmark log-GARCH(1,1).

1: Data Split: Define set of indices S = {τ : ⌊0.8T ⌋ ≤ τ ≤ T} for the test data, with cardinality #(S) = ⌈0.2T ⌉
2: for τ ∈ S do

3: Fit the intended model using Dτ = {Dt|τ − ⌊0.8T ⌋+ 1 ≤ t ≤ τ}
4: Predict στ+1:

E(στ+1|Dτ ) = f(rτ ,x
∗
τ−1)

5: Calculate the prediction errors, d̄τ = στ − σ̂τ

6: end for

7: Evaluate predictive performance using the following:

ME =
1

#(S)
∑
τ∈S

d̄τ , RMSE =

√
1

#(S)
∑
τ∈S

d̄2τ

MAE =
1

#(S)
∑
τ∈S

|d̄τ |, MAPE =
1

#(S)
∑
τ∈S

∣∣ d̄τ
στ

∣∣
MPE =

1

#(S)
∑
τ∈S

d̄τ

στ
, QLIKE =

1

#(S)
∑
τ∈S

(ln σ̂τ
2 +

σ2
τ

σ̂τ
2
)

(18)

Output: The table of predictive performance scores of the models considered.
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E. Study of robustness

The table below (Table 7) is an extended version of Table 2. In Table 7, together with RMSE and QLIKE metrics, we report mean error

(ME), Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE) and Mean Percentage Error (MPE) for rolling window

forecasts (see Eq. (18) and Hyndman and Athanasopoulos (2018) for details).

Table 7. Predictive accuracy of models in the test set.

ME RMSE MAE MPE MAPE QLIKE

Log-GARCH 1.20 2.00 1.70 24.78 36.04 3.74

Log-TGARCHX 0.42 1.85 1.39 3.02 36.66 3.82

LASSO 0.65 1.60 1.23 15.47 29.66 3.64

ABESS 0.67 1.59 1.24 16.11 29.53 3.64

Boruta 0.47 1.66 1.25 9.94 31.61 3.69

Although we are aware of the potential problems posed by the recursive forecasting scheme when evaluating nested models, we follow

Hansen et al. (2011) and test our algorithm using the recursive scheme, also for the sake of robustness. Interestingly, our conclusions

about the superiority of forecasts generated by the VS-LTGARCHX models over those generated by the benchmark models remain valid.

Table 8 describes the performance metrics of the models in the test set (20% of the overall data). The training window is expanded by

one observation at each forecast origin. The initial training set comprises 1314 (80% of the data) observations. The results of the MCS

procedure are exactly the same as those in the rolling window forecasting scheme, and thus are omitted.

Table 8. Recursive window forecasts.

ME RMSE MAE MPE MAPE QLIKE

Log-GARCH 1.22 2.03 1.74 24.45 36.60 3.75

Log-TGARCHX 0.07 1.78 1.31 7.91 40.34 3.93

LASSO 0.59 1.62 1.24 14.07 30.29 3.65

ABESS 0.61 1.61 1.24 14.66 30.02 3.65

Boruta 0.45 1.64 1.22 9.65 31.15 3.68
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