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We report threshold collision induced dissociation experiments on protonated water

clusters thermalized at low temperature for sizes n = 19–23. Fragmentation cross

sections are recorded as a function of the collision energy and analyzed with a statis-

tical model. This model allows us to account for dissociation cascades and provides

values for the dissociation energies of each cluster. These values, averaging around

0.47 eV, are in good agreement with theoretical predictions at various levels of theory.

Furthermore, the dissociation energies show a trend for the n=21 magic and n=22

anti-magic numbers relative to their neighbours, which is also in agreement with

theory. These results provide further evidence to resolve the disagreement between

previously published experimental values. A careful quantitative treatment of cas-

cade dissociation in this model introduces interdependence between the dissociation

energies of neighboring sizes, which reduces the number of free fitting parameters and

improves both reliability and uncertainties on absolute dissociation energies deduced

from experiments.
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I. INTRODUCTION

Protonated water clusters have motivated a large number of experimental and theoretical

studies due to their importance in various fields. Above all, they are good models for un-

derstanding ion induced chemistry in water.1 In this context, proton hydration is of primary

importance, and protonated water clusters offer the opportunity to study this property in

detail by varying, among other parameters, the size of the system. In addition, under-

standing these intermediate-sized species and their microscopic properties should enable us

to better understand bulk water, in particular the role of the H3O
+ ion in the condensed

phase. The development of theoretical models for water also depends on our ability to ac-

curately describe the properties of these species for which theoretical and experimental data

can be compared in a simpler way than in the condensed phase. As the H-bond network in

water is essential for determining its properties, much effort has been devoted to describing

it correctly. Protonated water clusters have been widely studied in this context, as they are

easy to produce and manipulate for spectroscopic studies. Finally, protonated water clusters

are also being studied per se as they are commonly encountered in various environments

such as the earth’s atmosphere.2

The structures of medium-sized protonated water clusters were determined by infrared

spectroscopy.3–6 Structural transitions as a function of cluster size have also been studied by

cryogenic ion mobility mass spectrometry.7 It appears that protonated water clusters evolve

from linear to 2D (at n∼10), and then to 3D structures as the size grows above n∼19.3,7 The

most striking feature of this evolution, apart from the 2D to 3D transition, is the presence of

a magic number at size n=21. This magic size has been known for a long time and manifests

itself by its relatively high abundance compared to its neighbours in mass spectrometry.8–18

The lowest-energy isomer of (H2O)21H
+ is a distorted pentagonal dodecahedron (512) with

a water molecule inside.3,4,19–23 Conversely, due to its relatively low abundance in the mass

spectra, the n=22 size has been proposed as an ”anti-magic” cluster. Another important

issue when considering the structures of protonated water clusters is their Eigen- or Zundel-

like character, i.e. the local configuration of the excess proton and its position. This property

can be probed experimentally, theoretically or combining both. The position of the excess

proton in (H2O)21H
+ has been difficult to establish considering experimental measurements

only.3,4,24 However, combined analysis with theoretical calculations led to favour the proton
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being located at the surface of the cage displaying an Eigen-like character.20,25 It is worth

mentioning that this property is quite sensitive to finite-temperature effects and experi-

mental conditions,20,26 and that the co-existence of several structural isomers can occur as

highlighted by Wu and co-workers.20 To further understand the structure of these species,

nanocalorimetric studies have also been carried out and have provided complementary in-

formation around the size n=21: disordered (liquid-like) structures have been deduced for

sizes n=20, 22 and 23, while size n=21 shows a more structured behaviour.26,27 In this

context, the temperature dependence of H migration for size n=21 was also investigated.28

The magic and anti-magic characters of sizes n=21 and n=22 were also characterised by

blackbody radiation-induced fragmentation.29

Not only structural properties are of interest but also the energetics. Thus, the dissocia-

tion energies of protonated water clusters have also been characterized experimentally15,17,18,30

using quite different methods. The results of these studies, summarized in Figure 1, exhibit

some discrepancies around the magic size n=21.
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FIG. 1. Dissociation energies of protonated water clusters as a function of the cluster size from

previous experimental studies. Black squares: K. Hansen et al., Ref. 18. Red circles: Bruzzie et

al., Ref. 30. Green triangles: Magnera et al., Ref. 15. Blue triangles: Shi et al., Ref. 17. The inset

displays the dissociation energies around the magic size n=21.

Magnera et al. performed Collision Induced Dissociation (CID) experiments to extract

dissociation energies.15 Shi et al. measured the decay fractions of the metastable clus-

ters and used Klot’s evaporative ensemble theory to deduce dissociation energies.17 Hansen
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extracted activation energies for evaporation from the relative abundances of time-of-flight

mass spectra.18 Finally, Bruzzie et al. obtained dissociation energies from the average kinetic

energy release following evaporation.30 Among these four studies, the most direct measure-

ment was made by Magnera et al. using CID. However, their analysis does not include

kinetic shifts, which is of primary importance for such experiments to be fully reliable.31

Considering the other three studies, determination of dissociation energies is more indirect.

Indeed, free decay of relatively hot clusters was considered, and dissociation energies are

extracted using statistical dissociation theories.

Considering the different set of data in the size range n=16-24, we observe that Bruzzie

et al. and Magnera et al. deduced similar dissociation energies, with values around 0.3 eV.

In contrast, Hansen et al. and Shi et al. agree well with values around 0.45 eV. This

shows that there are quite large discrepancies between the reported dissociation energies.

Furthermore, none of these energies agree on the behaviour around the magic size n=21.

The different data sets show either the same monotonic evolution (Bruzzie et al. and Shi et

al.) but significant disagreement on the values or completely different behaviour. Hansen

et al. measured a plateau up to size n=21, with lower values at larger sizes, attributed to a

shell closure effect. In contrast, Magnera et al. measured an increase in dissociation energy

for n=21, while neighboring sizes show a relatively constant value.

The discrepancies observed in the various experiments call for new evidence concerning

these systems. Here we present measurements of the dissociation of protonated water clusters

thermalized at low temperature using Threshold Collision Induced Dissociation (TCID)31,32.

TCID is one of the most direct methods for measuring dissociation energies. In TCID,

internal energy is brought to the system under study by collisions. By varying the collision

energy beyond a given threshold, we observe the appearance of fragmentation channels,

which are considered to result from statistical dissociation. Dissociation energies can be

extracted from this threshold; the reliability of the results depends essentially on the quality

of the statistical model used. In the present study, statistical dissociation is treated using

Phase Space Theory (PST). The use of PST requires knowledge of certain parameters,

such as the frequencies of the vibrational modes. These are obtained from self-consistent-

charge density functional based tight-binding (SCC-DFTB) calculations.33–35 We compare

the dissociation energies of protonated water clusters in the n=19-23 size range with previous

experimental studies and with calculations performed at the DFT, SCC-DFTB and MP2
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levels. The results obtained give dissociation energies around 0.47 eV with the right trend

for the magic and anti-magic numbers relative to their neighbours, as predicted by theory.

The paper is organised as follows. Section II presents the experimental methods, while

the theoretical ones are exposed in section III. The main section of the paper, section IV,

presents the TCID experimental results and the modeling used to extract dissociation ener-

gies. Our findings are discussed in section V. Finally, conclusions are drawn in section VI.

II. EXPERIMENTAL METHODS

Cryostat

(a)

(b)

(

(e) (f)

(g)

(h)

(i)

)

FIG. 2. Schematic view of the experimental setup. (a) Cluster gas aggregation source. (b)

Thermalization chamber. (c) First Wiley-McLaren acceleration stage. (d) Mass filter. (e) Energy

focusing. (f) Deceleration. (g) Collision cell. (h) Second Wiley-McLaren acceleration stage. (i)

Reflectron. (j) Microchannel plate detector.

The experimental setup, which has already been described in details in previous publications36–38,

is presented here only briefly. It is depicted in Figure 2. Protonated water clusters are pro-

duced in a gas aggregation source (a) by introducing a small amount of water vapour into

the helium carrier gas. This mixture is introduced into the gas aggregation source, which

consists in a double-walled cylinder cooled down by a liquid nitrogen circulation. In the

source, water condenses to form clusters. A corona discharge in the source gives rise to the

formation of charged species. Positively charged water clusters are formed with an excess

proton carrying the charge.

Once formed, the clusters are transported by the helium flow to the thermalization cham-

ber (b). The thermalization chamber consists in a 11.3 cm long, 2 cm inner diameter copper

piece attached to a closed-cycle helium cryostat. The estimated helium pressure in this

chamber is about 1 mbar. Given the helium flux of 5 mbar.l.s−1, the clusters take about
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77 ms to travel through the thermalization chamber. Assuming a collision cross-section of

50 Å2 between the clusters and the helium atoms, the estimated number of collisions with

the helium buffer gas is of the order of 106. This large number of collisions brings the clusters

to thermal equilibrium with the helium carrier gas. The latter is itself in thermal equilib-

rium with the thermalization chamber, maintained at 25 K. At this point, protonated water

clusters thermalized at 25 K are therefore available. The clusters exit the thermalization

chamber, whose exit diameter is 7 mm, in an effusive beam.

These clusters then enter the high-vacuum part of the experiment through a 1 mm di-

ameter skimmer, where pulsed high voltages at a repetition rate of 800 Hz are applied to

a first Wiley-McLaren acceleration stage (c). At this stage clusters are given an average

kinetic energy of 622 eV. They then enter the mass filter (Fig. 2(d)) where a high voltage

pulse is applied to the mass filter as the species of interest enter and is stopped before

the species leave the filter to facilitate the elimination of neighbouring masses. The mass

selected clusters then enter the energy focusing region (Fig. 2(e)). In this region, faster

clusters are ahead, and there is a linear relation (to first order) between their kinetic energy

and their position along the propagation axis. By applying a pulsed high voltage in the

focusing region (e), their kinetic energy dispersion is then compensated to first order. The

sharp timing of the pulsed voltages ensures that only masses of interest are properly energy

focused. The clusters of interest are then decelerated by an electrostatic potential barrier

(Fig. 2(f)). The potential is shut down at the end of the barrier, in the zero field region. The

combination of precisely timed voltage pulses applied to electrodes (d), (e) and (f) together

with the potential barrier height allows to mass select a single cluster size and to control

its kinetic energy in the laboratory frame. In the present experiment, the kinetic energy

of the cluster in the laboratory frame was varied between 5 and 50 eV. The kinetic energy

distributions have an estimated full width at half maximum of about 4 eV. The pressure in

the mass selection region is about 1×10−6 mbar. The average number of collisions with the

residual gas in this region is estimated to be less than 10−3.

The clusters then fly through the collision cell (g) of length lcel = 5 cm. In this cell a

controlled amount of neon gas is introduced. The pressure is kept as low as possible to limit

the effect of multiple collisions. Typical neon pressure is 10−4 mbar, leading to an estimated

average number of collisions of around 0.1.
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The center of mass (COM) collision energy is given by:

ECOM =
m

M +m
Ek +

3

2

M

M +m
kBTcel (1)

where Tcel is the collision cell temperature at 295 K, M is the cluster mass, m is the neon

atom mass, and Ek is the laboratory frame kinetic energy. The distribution of collision

energies is the result of the convolution of the thermal distribution of neon atom kinetic

energies with the distribution of laboratory frame kinetic energies. For (H2O)21H
+ clusters,

the range of center-of-mass collision energies ECOM investigated goes from 0.29 to 2.54 eV.

The width of the ECOM distributions originates essentially from the thermal distribution of

the neon atoms at 300 K. The full width at half maximum evolves from about 300 meV at

ECOM=0.29 eV to 800 meV at ECOM=2.54 eV (see the Supplementary Materials for plots

of the ECOM distributions.)

After their flight trough the collision cell, the clusters fly freely for a short distance until

they reach the second Wiley-McLaren acceleration stage (h). At this stage, pulsed high

voltages are applied so that they are accelerated towards a reflectron (i) and finally directed

towards a pair of microchannel plates (j) where they are detected.
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FIG. 3. TOF-MS resulting from the collision of mass-selected (H2O)21H
+ with neon at 2.54 eV

center-of-mass collision energy. Note the break in the vertical scale.

Our experimental observable consists of time-of-flight mass spectra (TOF-MS) recorded

as a function of cluster collision energy. For each collision energy, two TOF-MS are recorded,

with and without gas in the collision cell. The TOF-MS without gas in the collision cell is
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used to subtract the background signal. An example of the resulting TOF-MS is shown in

Figure 3 (see the Supplementary Materials for the background subtraction). In this example,

(H2O)21H
+ clusters were mass-selected at 50 eV, which results in a collision energy of 2.54 eV.

The main peak at 68.64 µs corresponds to the intact parent while smaller peaks at shorter

times are due to sequential losses of neutral water molecules. Here we observe up to four

losses of water molecules from the parent peak.

From these TOF-MS we deduce the total fragmentation cross section as:

σfrag =
− ln(I/I0)

ρlcel
(2)

where ρ is the density of neon atoms in the collision cell, I is the intensity of the parent ion

signal, lcel is the collision cell length and I0 is the sum of the parent ion plus all fragments

signals.

The partial fragmentation cross sections σi for the loss of i water molecules are given by:

σi =
Ii
∑

i Ii
σfrag (3)

where Ii is the intensity of the peak corresponding to the loss of i neutral water molecules.

For each parent cluster sizes, the experiments were repeated five times on different days

and for slightly different collision cell pressure values.

III. THEORETICAL METHODS

A. Computational Methods

The initial configurations used to perform quantum chemical calculations were previously

published low-energy structures of each cluster (H2O)nH
+ (n=15-23). For n=20-23, the con-

figurations we considered are the lowest-energy structures previously obtained by Korchagina

et al. through an extensive exploration of the potential energy surface of these species at the

SCC-DFTB level in combination with parallel-tempering molecular dynamics (PTMD).26 In

this study, the starting structures for (H2O)20H
+ and (H2O)21H

+ were the ones published by

Hodges and Wales and obtained using force fields and the Basin Hopping algorithm.19 For

(H2O)22H
+ and (H2O)23H

+, the initial structures were constructed by hand. For n=15-19,

we directly considered the structures published by Hodges and Wales19 as initial configura-

tion. Further geometry optimisations were performed at the MP2, DFT and SCC-DFTB

8
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levels of theory. DFT and MP2 calculations were performed with the Gaussian 09 package,39

an all-electron Def2TZVP basis-set,40,41 a tight criterion for geometry convergence and an

ultrafine grid for the numerical integration. The PBE0 hybrid functional was used with and

without empirical corrections.42 In the latter case, the DFT-D3 dispersion correction from

Grimme et al. was used.43 Dissociation energies were calculated as differences in energy as:

Dn = En − En+1 − EZPE
n + EZPE

n+1 .

Vibrational frequencies were further evaluated from the optimised structures considering

the harmonic approximation. No complex frequency was detected. Overall, whatever the

level of theory considered, the vibrational frequency density of states are rather similar.

Consequently, in the PST approach, we considered only the SCC-DFTB frequencies. Zero

point energies (ZPE) were deduced from the harmonic vibrational frequencies and taken into

account in Dn (see above) at the PBE0, PBE0-D3 and SCC-DFTB levels of theory. ZPE

corrections to the dissociation energies are plotted in Figure 4. Very similar behaviours are

observed for PBE0 and PBE0-D3 calculations. SCC-DFTB shows different results, but the

values for the ZPE correction term to Dn, i.e. −EZPE
n + EZPE

n+1 , is of a similar small order

of magnitude whatever the theoretical level considered. Therefore, in order to include ZPE

corrections for MP2 calculations, for which direct calculation was too costly, we considered

the ZPE corrections obtained at the PBE0-D3 level of theory.
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FIG. 4. Zero-point energy corrections to the dissociation energies of protonated water clusters as a

function of the cluster size at different levels of theory. Black: SCC-DFTB. Red: PBE0-D3. Green

triangles: PBE0.
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B. PST dissociation rate

In order to extract dissociation energies from experimental TCID results, dissociation

rates are required. We have used Phase Space Theory44–46 to calculate dissociation rates.

Although the absolute value of the dissociation rate may be questionable, using PST has

several advantages. Firstly, PST assumes that the transition state is defined at the maximum

of the centrifugal barrier (loose transition state). Consequently, the densities of states and

the total number of states need only be known for the lower-energy geometries of the parent

and fragments. It is therefore not necessary to search for the precise location of the transition

state, a task generally difficult for highly flexible systems such as water clusters.

Secondly, the use of PST not only enables us to calculate the dissociation rate, but also

to obtain the energy partitioning between internal energies of the fragments, relative kinetic

energy and rotational energies. This is particularly important for studying the fragmentation

of large clusters, for which a dissociation cascade occurs after collision. PST is generally

recognized as being better able to give the distribution of energy between fragments than

the absolute dissociation rate.47 Calvo et al. have shown, for example, that PST is capable

of predicting the distributions of kinetic energy release and relative rotation number Jr
48.

Thirdly, PST takes into account conservation of both energy and total angular momen-

tum.

The long range interaction between the charged fragment cluster and the evaporated

neutral molecule is considered to be dominated by the ion-polar interaction. For the present

study, we consider that the effective long-range potential between the charged cluster and

the neutral water molecule is therefore given by:

Veff = −
C4

r4
+

L2
~
2

2µr
(4)

where r is the distance between the products and µ the reduced mass. The coefficient C4 is

given as C4 =
1
2
α e2

4πε0
, where α = 1.47 Å3 is the water molecule polarisability. Angular mo-

mentum and energy conservation together with the constraint of overcoming the centrifugal

barrier leads to a minimal required rotational-translational energy ε‡tr:
44–46,49

ε‡tr =

(

L†

b4

)4

+Br(L
† − J)2, (5)

where Br =
B1B2

B1+B2

, B1 and B2 being the rotational constants of the products. The constant
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b4 depends only on the potential and the fragment masses:

b4 =
2

~

√
µ(C4)

1/4, (6)

The angular momentum L† corresponding to the minimal energy ε‡tr is:

L† =

(

1

2
Brb

4
4

)1/3
(

(S + J/2)1/3 − (S − J/2)1/3
)

, (7)

with

S =

√

J2

4
+

Brb44
54

, (8)

The expression for the PST differential dissociation rate is44–46,49:

Revap(Ev, Er, Erel, J) = A
N1(Ev)N2(Ef − Ev − Erel − Er)Nx(Er, Erel, J)

h(2J + 1)N(E, J)
(9)

where N1 and N2 are the harmonic vibrational densities of states of the fragments, Nx is

the density of external states of the fragments and A an arbitrary prefactor. This prefactor

is introduced to allow scaling of the total dissociation rate. Indeed, due to the different

approximations employed, there are uncertainties on the absolute value of the dissociation

rate. As will be shown in section IVC, this prefactor A can be used to probe the sensitivity of

our dissociation energies determination against the absolute value of the dissociation rates.

Ef is the total energy available in the parent for fragmentation Ef = E+Erot−D, with the

rotational energy of the parent Erot = B0J(J+1). In the case of spherical symmetry for the

fragments, the expression for Nx reduces to five cases which depend on the relative values

of J , J∗
r =

√

Er/Br and L∗ = b4E
1/4
t

44,49 and are given in the Supplementary Materials.

Among the approximations used, only harmonic vibrations are considered and the parents

and the products are both considered to have spherical symmetries.

Harmonic frequencies are obtained from theoretical calculations at the SCC-DFTB level of

theory. They compare well with harmonic frequencies obtained from higher-level calculations

on small water clusters (n=3 to 6).50 As is commonly done,51,52 a global scaling factor of 0.95

was applied to the frequencies in order to take into account to some extent the anharmonicity

of these systems. This allows obtaining a good agreement with the experimental vibrational

frequencies of the gas phase water molecule, protonated dimer53, bulk ice54 and liquid water55

(see the Supplementary Materials). For the sake of completeness, simulations considering

11

   
    

Th
is 

is 
the

 au
tho

r’s
 pe

er
 re

vie
we

d, 
ac

ce
pte

d m
an

us
cri

pt.
 H

ow
ev

er
, th

e o
nli

ne
 ve

rsi
on

 of
 re

co
rd

 w
ill 

be
 di

ffe
re

nt 
fro

m 
thi

s v
er

sio
n o

nc
e i

t h
as

 be
en

 co
py

ed
ite

d a
nd

 ty
pe

se
t. 

PL
EA

SE
 C

IT
E 

TH
IS

 A
RT

IC
LE

 A
S 

DO
I:

10
.10

63
/5.

01
67

55
1



Accepted to J. Chem. Phys. 10.1063/5.0167551

frequencies calculated at the PBE0-D3 were also performed. The corresponding dissociation

energies are provided in the supplementary material and hardly differ from the ones presented

below. This demonstrates that the present methodology is only weakly sensitive to small

deviations in the considered frequencies.

The total dissociation rate is in principle obtained by integration of Eq. 9 over the vibra-

tional energy Ev, the relative rotational energy Er and the relative translational energy Erel

under the constraints of total angular momentum and energy conservation given by:

Er + Erel ≥ ym

Ev + Erel + Er ≤ Ef

J∗
r ≥ J − L∗ if L∗ < J

L∗ ≥ J − J∗
r if J∗

r < J

(10)

The expression for kdiss is:

kdiss(E, J) = A

∫

dEv

∫

dErel

∫

dErN1(Ev)N2(Ef − Ev − Erel − Er)Nx(Er, Erel, J)

h(2J + 1)N(E, J)
(11)

which can be reformulated as:

kdiss(E, J) = A
G(Ef , J)

h(2J + 1)N(E, J)
(12)

where G(Ef , J) is the total number of states of the fragments at the total energy Ef . Forst

gave a route to obtain directly the total number of states G(Ef , J) under the constraint of

energy and total angular momentum conservation49,56,57 and without the need to perform

the triple integration in Eq.11.

Finally, the probability P (Ev, Erel, Er, J) of having fragments with relative translational

and rotational energies Erel and Er and internal energy Ev in the charged fragment is:

P (Ev, Er, Erel, J) =
N1(Ev)N2(Ef − Ev − Erel − Er)Nx(Er, Erel, J)

G(Ef , J)
dEvdErdErel (13)

The above expressions for the total dissociation rate and the probability distribution of

energies among fragments will be used in section IV.
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IV. THRESHOLD COLLISION INDUCED DISSOCIATION

A. Experimental results

The experimental results are presented in Figures 5-7 for cluster sizes of n=19 to 23.

In theses figures, the total TCID cross section is plotted as a function of the COM colli-

sion energy, along with the partial cross-sections corresponding to the loss of 1 to 4 water

molecules.

For all sizes a common behaviour can be observed. The total cross section begins to

increase after a COM collision energy threshold and then somewhat plateaus. For the

partial cross sections, successive thresholds are observed for the appearance of daughter ions

of decreasing sizes (or equivalently for the loss of an increased number of neutral water

molecules). From these curves we can already see that the initial loss threshold of a single

water molecule is size dependent. In particular, we note that for n=21 the threshold seems

somewhat higher than for the other sizes, whereas for n=22 it seems lower. This is further

confirmed by fitting the total cross-sections with a Sigmoid function. The deduced threshold

from such fits shows an increase by 10% for n=21 and a decrease by 12% for n=22, with

respect to the average (see Supplementary Materials). However, this trend needs to be

confirmed by further analysis in order to be more quantitative. This is done in the next

section.

For all sizes, the magnitude of the total fragmentation cross section at high collision

energy is quite similar, with values in the range of 40 to 50 Å2. This is not surprising since

one would not expect a huge variation in geometrical cross section in such a small size range.

Again, this is discussed in more detail later.

B. Modeling

In order to model the TCID cross sections several processes must be taken into account,

such as the collision rate, the collision energy transfer and the statistical dissociation rate.

First, the probability of a collision occurring must be calculated. This is given by:

PC = 1− e−kct (14)

where kc is the collision rate and t the time. kc depends on the experimental conditions and
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FIG. 5. TCID cross section for mass-selected (H2O)19H
+ colliding with neon as a function of the

COM collision energy. The total cross section is plotted as black squares. Partials cross sections

corresponding to the loss of 1 up to 4 water molecules are plotted as coloured symbols (1: red

circles, 2: green up triangles, 3: blue down triangle, 4: cyan diamonds). Standard errors are

plotted as error bars. The lines correspond to the fit to the data using the model described in

section IVD.

especially on the cluster kinetic energy. The collision rate expression is:

kc = ρσgeovrel (15)

where ρ is the density of atoms in the cell, σgeo is the geometrical cross section and vrel is

the relative velocity between the atom and the cluster.

Part of the collision energy is expected to be transferred into internal energy of the cluster.

We follow here the Line of Centers model58 and assume that the transferred energy is given

by:

Et =

(

1−
(

b

R + r

)2
)

ECOM (16)

where b is the impact parameter, R is the cluster radius and r is the impinging atom

radius. The distribution of impact parameters is given by fb(b)db = 2b
(R+r)2

db with bmax =

(R + r).

Upon impact, if enough energy is deposited in the cluster, it can dissociate. Dissociation

is assumed to occur statistically. In this study, we use the PST to calculate the statistical
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FIG. 6. TCID cross section for mass-selected (a) (H2O)20H
+, (b) (H2O)21H

+ and (c) (H2O)22H
+

colliding with neon as a function of the COM collision energy. The total cross section is plotted

as black squares. Partials cross sections corresponding to the loss of 1 up to 4 water molecules are

plotted as coloured symbols (1: red circles, 2: green up triangles, 3: blue down triangle, 4: cyan

diamonds). Standard errors are plotted as error bars. The lines correspond to the fit to the data

using the model described in section IVD.
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FIG. 7. TCID cross section for mass-selected (H2O)23H
+ colliding with neon as a function of the

COM collision energy. The total cross section is plotted as black squares. Partials cross sections

corresponding to the loss of 1 up to 4 water molecules are plotted as coloured symbols (1: red

circles, 2: green up triangles, 3: blue down triangle, 4: cyan diamonds). Standard errors are

plotted as error bars. The lines correspond to the fit to the data using the model described in

section IVD.

dissociation rate kdiss. The dissociation probability is given by:

PD = 1− e−kdisst (17)

The dissociation rate depends on the internal energy of the cluster, its rotational energy

and on the dissociation energy, kdiss = kdiss(E,E0, J). The internal energy of the cluster

after collision is given by:

E = Eini + Et (18)

where Eini is the initial thermal energy of the cluster at 25 K. The initial energy is :

Eini =
∑

i

ni~ωi (19)

where ni is the occupation number of the vibrational mode i at frequency ωi. The probability

to have ni quanta in mode i is given by:

P (ni) = (1− e−~ωi/kBT )e−ni~ωi/kBT (20)
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The distribution of initial internal vibrational energy at temperature T , PT (Eini), is obtained

by populating the vibrational modes according to Eq. 20. The probability to have a parent

cluster with a rotational quantum number J is taken as:

PJ(J) =
4√
π

(

B0

kBT

)3/2

J2e−J2B0/kBT (21)

Following the above formalism, the experimental signal is modelled by simulating the ion

trajectories. We use a Monte Carlo integration scheme to sample the different parameters

involved, such as the initial internal energies of the clusters, the initial rotational numbers,

and the velocities of the rare gas atoms. Collisions and dissociation events can occur at every

time step according to their probabilities. The collision probability is given by PC (Eq. 14)

and the dissociation probability PD by Eq. 17. For each collision, the impact parameter is

selected according to the fb(b) distribution. Following a collision or dissociation event, the

ion velocities are updated so that possible ion losses are taken into account. The internal

energies of he fragments, the rotational numbers and relative kinetic energies are obtained

by using the probability given by Eq.13.

This modelling reproduces the experimental TOF-MS well. It makes it possible to take

into account the successive dissociations so that the complete fragmentation pattern can be

reproduced. However, such a modelling is quite time-consuming and therefore does not allow

to easily perform global optimisations in order to fit the experimental data. Nevertheless,

if one is primarily interested in the first dissociation threshold, a simple expression for

the cross section can be used that allows easy fitting of the experimental data. The total

fragmentation cross section can indeed be directly obtained by integrating on the impact

parameter:

σ = σgeo

∫ bmax

0

fb(b)dbPD (22)

This equation is similar to that given by Armentrout et al.31. By changing the integration

variable from b to Et we recover the expression given in [31]. However, we consider that the

current formulation is more natural because it explicitly displays the energy transfer model

used. In order to better describe the collisional energy transfer, Chen et al.59,60 suggested

to deduce the maximal impact parameter that leads to collision explicitly from Langevin

theory61,62. However, in the present case, the maximal impact parameter deduced from such

a Langevin theory would be smaller than the actual geometric size of the cluster.
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Eventually, the cross section has to be averaged over the distribution of initial inter-

nal energies, the distribution of rotational number J as well as over the relative velocity

distribution:

σ = σgeo

∑

J

∑

Eini

∫ ∞

0

dvrel

∫ bmax

0

dbfv(vrel)fb(b)PCPDPT (Eini)PJ(J) (23)

Since we start with cold clusters with very little internal energy, the summation over the

internal energy distribution can be removed. Instead we use the average internal energy at

25 K, which is calculated as:

E =
∑

i

~ωi

e~ωi/kBT − 1
(24)

For the size n=21, we derived an internal energy of 7 meV at 25 K.

Similarly, taking J = 0 or the most probable value of J does not drastically change the

results for the total cross section and the summation over the J-distribution is therefore also

removed. Eventually, the expression for the TCID cross section resumes to:

σ = σgeo

∫ ∞

0

dvrel

∫ bmax

0

dbfv(vrel)fb(b)PCPD (25)

This approximate expression gives an efficient way to evaluate the total TCID cross

section so that a quick fit to the experimental data can be performed. However, it does

not allow to treat sequential dissociations and does not take into account possible ion losses

during propagation in the experimental setup.

In the next section, the total cross sections are analysed using this last expression. We

will see that such analysis has certain limitations. These can be overcome by taking into

account partial cross sections, which requires the more demanding use of ion trajectory

simulations together with Monte-Carlo integration.

C. Curve fitting: Total cross section

In this section it is shown that it is not possible to deduce, to a reasonable accuracy,

dissociation energies using only the total fragmentation cross section of a single cluster size.

Fortunately, it will be demonstrated in the next section that a cross analysis of partial

fragmentation cross sections of a parent cluster and neighbouring sizes leads to the deter-

mination of reliable dissociation energies with a good accuracy, and with a single choice of

parameters consistent over the whole size range and the whole set of experimental data.
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FIG. 8. Total TCID cross section for n=21 protonated water cluster. The experimental data

are represented as squares. Five theoretical curves are plotted as lines, which are virtually indis-

tinguishable. These five curves correspond to five assumed different prefactor which imply five

possible dissociation energies (see text).

In Figure 8 we show the total TCID cross section for the n=21 protonated water cluster.

Together with the experimental data are plotted five different theoretical curves obtained

by using Eq. 25. Virtually identical fit quality can be obtained with different couples of

prefactor A and dissociation energies. For instance by multiplying the dissociation rate by

10±6, the deduced dissociation energies vary from about 0.3 to 0.6 eV. Table I gives the

values used to plot the curves in Fig. 8. The +∞ value means that we have taken PD = 1

in Eq. 25.

Prefactor 10−6 100 106 1012 +∞

n=19 0.29 0.45 0.57 0.63 0.64

n=20 0.26 0.44 0.56 0.64 0.69

n=21 0.33 0.51 0.64 0.73 0.79

n=22 0.23 0.38 0.50 0.57 0.61

n=23 0.29 0.45 0.57 0.65 0.71

TABLE I. Prefactor and dissociation energies in eV used to fit the total fragmentation cross-sections

for sizes n=19-23. An example of the fit is given for n=21 in Fig.8.
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We have fitted the total cross section for all sizes from n=19 to n=23, the obtained

dissociation energies are given in Table I. In Figure 9 are plotted the dissociation energies

relative to the value for n=21, for the five values of the prefactor.

19 20 21 22 23
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FIG. 9. Relative dissociation energies obtained from the fit of the total TCID cross section using

different values of the prefactor for the dissociation rate.

Although changing the prefactor by orders of magnitude changes drastically the absolute

value of the dissociation energies, the relative values remain preserved with a reasonable

accuracy (the different dissociation energies relative to the one for n=21 only vary within

±0.1 eV).

Nevertheless, Figures 8 and 9 illustrate the importance of having a good estimate of the

dissociation rate when extracting dissociation energies from TCID experiments, which is

not easily achieved in such complex systems. The data analysis presented above is clearly

insufficient to provide accurate and reliable values of dissociation energies. However, we

show in the next section that if we exploit the whole data set, i.e. not only the total TCID

cross-section but also the subsequent dissociation channels, it is possible to set strict limits

on the prefactor value and thus extract reliable dissociation energies.

D. Curve fitting: Partial cross sections

In order to reproduce not only the total cross section but also the partial cross sections one

has to take into account cascading dissociation events: after a collision, if the internal energy
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of the cluster is high enough, several water molecules can dissociate sequentially from the

cluster. Treating these sequential losses requires a complete simulation of ion trajectories

through the entire experimental device, and treating collision and evaporation events at

each time step. In addition, after each dissociation, the distribution of relative kinetic and

internal energies between fragments must be taken into account. As already mentioned,

global fitting of the whole data set with such a method would be very time-consuming. For

this reason, we have devised a strategy for extracting dissociation energies from experimental

curves requiring a reasonable number of simulations. The following sequential strategy is

used, in which accuracy is improved from one step to the next:

Firstly, for a parent cluster of size n, we consider that only the first dissociation takes

place and that subsequent dissociation are forbidden. From trajectory calculations, we ex-

tract a cross-section which is equivalent to the total experimental cross-section. For each

dissociation energy value ranging from 0.35 to 6.5 eV in steps of 0.03 eV, we compare our

simulated results with the total experimental cross-section, and retain the dissociation en-

ergy that gives the best fit. We then vary the dissociation energy Dn−1, this time allowing

for up to two losses of water molecules. We thus obtain two partial cross-sections which

can again be compared with experimental values. The first partial cross-section corresponds

to the loss of a single water molecule, while the second partial cross-section is the sum of

all the other channels, i.e. the losses of 2, 3 and 4 water molecules. This procedure is re-

peated until four water molecules have been lost. The maximum number of evaporation has

been limited to 4 water molecules since, under our experimental conditions, the probability

of evaporating more than 4 molecules is totally insignificant due to the very low internal

energy reached following 4 successive evaporative cooling. This procedure minimizes the

number of simulations needed to find the optimum values for dissociation energies. This

operation is carried out independently for the five sizes studied. The values obtained for

dissociation energies from independent measurements can then be compared, checked for

consistency and the most appropriate prefactor selected. For example, from the size n=23,

we can deduce dissociation energies not only for n=23 but also for n= 22, 21 and 20 from

the dissociation cascade. In the whole procedure for fitting experimental results, the only

adjustable parameters are the dissociation energies. However, given the number of approxi-

mations used in the PST formulation, it is conceivable that the total dissociation rates used

in the simulation could be off by an unknown factor. To check the influence of such an
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uncertainty, the above procedure was carried out for three different values of the prefactor

A, namely 10−6, 1 and 106. Here, we consider extreme values for the prefactor in order to

test the sensitivity of our method for determining dissociation energies. All the obtained

dissociation energies are plotted in Figure 10.
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FIG. 10. Optimised dissociation energies obtained for the five cluster sizes n=19, 20, 21, 22 and

23 from the dissociation cascades. The prefactor value for the PST dissociation rate is 10−6 in (a),

1 in (b) and 106 in (c).

In this figure, in each of the three panels (a), (b) and (c) are represented the dissociation

energies obtained from the five cluster sizes n=19, 20, 21, 22, 23. For each parent size n,

four dissociation energies are deduced, Dn, Dn−1, Dn−2 and Dn−3. Ideally, we would expect

all the dissociation energies deduced from different parent cluster sizes to be equal. This is

not quite the case, but in panel (b), corresponding to a prefactor of 1, the dispersion of the

dissociation energies obtained is the smallest.

22

   
    

Th
is 

is 
the

 au
tho

r’s
 pe

er
 re

vie
we

d, 
ac

ce
pte

d m
an

us
cri

pt.
 H

ow
ev

er
, th

e o
nli

ne
 ve

rsi
on

 of
 re

co
rd

 w
ill 

be
 di

ffe
re

nt 
fro

m 
thi

s v
er

sio
n o

nc
e i

t h
as

 be
en

 co
py

ed
ite

d a
nd

 ty
pe

se
t. 

PL
EA

SE
 C

IT
E 

TH
IS

 A
RT

IC
LE

 A
S 

DO
I:

10
.10

63
/5.

01
67

55
1



Accepted to J. Chem. Phys. 10.1063/5.0167551

We observe that by changing the prefactor, different absolute values of dissociation en-

ergies are obtained. Indeed, in panel (a), for a prefactor of 10−6, on average the obtained

dissociation energies are about 0.37 eV. In (b) (prefactor of 1) the average is about 0.46 eV,

while in (c) it is about 0.50 eV. Increasing the prefactor results in higher dissociation ener-

gies, at least for the first dissociation threshold. Looking at the next threshold, the situation

is less clear-cut.

For the lowest prefactor value, Figure 10(a), for a given parent size, the dissociation

energies deduced from the cascade tend to increase with the number of dissociation. It is

as if too much energy remains in the system during dissociation, so that to reproduce the

experimental data, the dissociation energy has to be increased. As a result, the different

sets of dissociation energies are poorly matched to each other. In Figure 10(c), the prefactor

has been taken equal to 106. In this case, on the contrary, after the first dissociation, too

little energy remains in the system, so subsequent dissociation energies have to be lowered to

match the experimental data. Once again, this leads to relatively low consistency between

the different sets of dissociation values.

The case with a prefactor of 1 shown in Figure 10(b) gives the most consistent set of

dissociation energy values. The overall agreement is quite good, but there are nevertheless a

few discrepancies that deserve comment. In particular, the dissociation energy deduced for

n=19 from parent size n=22 is in relatively poor agreement with the other determinations

from parent sizes n=19, 20 and 21. However, for parent size n=22, this corresponds to

the very last event in the cascade, for which, firstly the amount of signal is quite small,

and secondly, the error accumulation from the model is the biggest. We therefore do not

expect a perfect agreement under these conditions. The other dissociation energy with rather

different values is that of n=22. In particular, parent size n=23 gives a much lower value for

D22 than is obtained from parent size n=22. In this case, the disagreement could be linked

to real physical effects. In particular, we could imagine that dissociation of the n=23 cluster

leads to a less-bonded n=22 daughter cluster than the n=22 parent cluster produced in the

source.

In our treatment of the dissociation cascade, we assume that upon dissociation of size

n the lowest-energy n-1 conformer is formed. This assumption could become invalid if the

dissociation leads to conformers with substantially different structures. In this case, first the

dissociation energy of such structures could differ from the one of the lowest lying isomers.
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The relatively good consistency obtained for the different dissociation cascades indicates

that such effects play a minor role here. Secondly, major structural changes might affect

the vibrational frequencies and therefore change the density of states used to calculate the

dissociation rate. However, for all cluster sizes studied, the size to size differences in calcu-

lated structures do not show up significantly in the vibrational modes (see Supplementary

Materials for the comparison of the vibrational modes for the different sizes.)

The use of dissociation cascades therefore makes it possible to set strict limits on the pref-

actor and dissociation energies. Indeed, if we consider only the first dissociation threshold,

as shown in the previous section, different combinations of prefactor and dissociation energy

give equivalent results. However, if we consider the second dissociation, this is no longer the

case. For a combination of too low a dissociation energy and too high a prefactor, too much

internal energy remains in the daughter cluster, and to reproduce the experimental curves,

a higher dissociation energy must be assumed. We therefore observe a tendency for dissoci-

ation energy to increase systematically with the order of dissociation. On the contrary, if we

combine too high a dissociation energy with too low a prefactor, we observe the opposite,

i.e. a tendency for the dissociation energy to decrease with the order of dissociation.

The best fits to the experimental data, using a prefactor of 1 and the dissociation energies

given in Figure10(b), are shown as solid lines in Figures 5 to 7. From now on, we will only

discuss the dissociation energies obtained with a prefactor of 1.

The dissociation energies obtained in Figure 10(b) are averaged and compared with pre-

vious studies in Figure 11. Our results are shown with a constant error bar of 0.03 eV

corresponding to the steps used in the search for optimum values of the dissociation ener-

gies.

V. DISCUSSION

In the aforementioned previous studies15,17,18,30 the protonated water clusters are pro-

duced using different techniques. For instance, Magnera et al. used fast ion bombardment

of ice to produce the clusters. Hansen et al. used an electrospray source. Shi et al. used

a supersonic expansion to form water neutral clusters with methyl iodide impurity. Multi-

photon ionization is then used to electronically excite the methyl iodide molecule and form

protonated water clusters. In Bruzzie et al. the clusters are also formed in a supersonic
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expansion, but ionization is performed by 70 eV electron impact.
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FIG. 11. Dissociation energies of protonated water clusters as a function of the cluster size from

previous experimental studies compared to the present study. Black squares: K. Hansen et al.,

Ref. 18. Red circles: Bruzzie et al., Ref. 30. Green triangles: Magnera et al., Ref. 15. Blue

triangles: Shi et al., Ref. 17. Results from the present work are plotted as magenta squares with

error bars.

If we consider the absolute values of dissociation energies, our values are compatible with

the work of Hansen et al. and Shi et al., with typical values around 0.47 eV. We note

that the obtained dissociation energies approach the enthalpies of vaporization of bulk ice,

which evolves between 0.49 and 0.53 eV/molecule between 0 and 273 K.63 The values are

definitively not in line with the work of Magnera et al. and Bruzzie et al. In Magnera et al.’s

work, dissociation energies are obtained from the difference between daughter ion appearance

thresholds. The effect of kinetic shift is not included in the analysis. In addition, the authors

point out that the parent ions are probably quite hot15,64, with the first dissociation occurring

at very low collision energy. Consequently, the reliability of this study is questionable with

regard to absolute values of dissociation energies, particularly for such large sizes for which

kinetic displacements are important. We note that in our analysis using a prefactor A=10−6

we obtain dissociation energies that are compatible with those deduced by Magnera et al.

and Bruzzie et al. However, using such a value for the prefactor does not fully reproduce

the complete dissociation cascade of the present study. Furthermore, while it is certainly

difficult to obtain a reliable absolute dissociation rate using PST47,48, we would not expect
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the dissociation rate to be off by such an extent.

In the work of Bruzzie et al., the dissociation energies are deduced from the kinetic

energy release of the fragmented ions. The fragmentation follows from the 70 eV electron

impact ionization of neutral water clusters. In this study, the parent ions are therefore

probably relatively hot, with a lot of isomers populated. Their deduced dissociation energies

are found to be compatible with the breaking of a single hydrogen bond and the authors

conclude that for protonated water clusters larger than n=6, the clusters decay by breaking

a single hydrogen bond. Their method might be only sensitive to the transition state where

the water molecule about to leave the cluster might indeed make a single H-bond with the

cluster. However in our experiment, we start with a low internal energy in the clusters. For

such low-energy isomers all water molecules make multiple H-bond within the cluster. The

internal energy brought by collisions therefore involve the breaking of several H-bonds. In

this respect, current results probably probe ground-state structures more realistically.

Around size n=21, other important differences exist compared to previous studies. In

Shi et al. and Bruzzie et al., the authors observed a very weak dependence of dissociation

energy on size. In Hansen et al. the authors observe that dissociation energies drop at n=22

after a high binding energy plateau. Our results show that the dissociation energy of size

n=22 is significantly lower than that of clusters of similar size, while that of size n=21 is on

the contrary slightly higher. We note that in the three previous studies the determination of

the binding energies is based on the spontaneous decay of hot parent clusters. In Magnera

et al., where the authors used CID, there is a clear bump at n=21 in the determined binding

energies. However, as already mentioned, this study lacks the inclusion of kinetic shifts in

the analysis.

The anti-magic character of the n=22 size is manifested in our measurements by a lower

binding energy than neighbouring sizes. Two possible structures for the n=22 protonated

water cluster have been proposed.6,22 One is a a distorted cage. The other structure features

a dangling water molecule attached to the n=21 protonated water cluster. For the distorted

cage structure, dissociation involves the breaking of at least two hydrogen bonds. From the

latter structure, we would expect a much lower dissociation energy than that observed in

our study since it involves the breaking of a single hydrogen bond. On the other hand, the

magic character of size n=21 is reflected in our measurements by a binding energy higher

than that of neighbouring sizes n=20,22 and slightly higher than of sizes n=19,23.
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The above observations indicate that our experiment enables us to study CID fragmen-

tation of low-energy isomers. As the clusters are thermalized at low temperatures, their

populations are expected to be limited to low-energy isomers and to have very low internal

energy prior to collision. In addition, the use of CID has the advantage that the amount

of internal energy brought by the collision is rather well controlled. For methods based

on spontaneous evaporation analysis, the structures considered result from the evaporation

cascade of a population of hot isomers. These latter methods may also be biased due to their

sensitivity to the transition state. Therefore, the combination of CID and a low-temperature

thermalized cluster source is certainly advantageous if we want to extract binding energies

that can be directly compared with theoretical calculations.

The theoretical results regarding Dn are summarized in Figure 12. Calculations at the

MP2 level by Singh et al. give similar values for the dissociation energies of (H2O)21H
+

and (H2O)22H
+ (Singh et al only considered these two sizes.).22 Overall, whatever the level

of theory, (H2O)21H
+ displays an enhanced Dn value, i.e. an enhanced stability, with re-

spect to neighbouring sizes. A comparison of experimental and theoretical values of Dn is

provided in the same figure. Satisfactory qualitative agreement is obtained with regard to

the magnitude of dissociation energies. Moreover, the experimental values are very close to

the SCC-DFTB Dn values, with differences of less than 0.05 eV for (H2O)16−19,21H
+. This

may be understandable considering that the SCC-DFTB potential considered here has been

specifically tuned to describe binding energies in water clusters and has demonstrated good

performance in modelling the phase transition in (H2O)nH
+ (n=20-23) clusters.26 Overall,

the theoretical values show larger between-size variations than the experimental values, par-

ticularly at the PBE0 level. It is worth mentioning that the calculations are performed at

0 K on a unique configuration considered to be the lowest-energy isomer while experiment

probably take into account a distribution of low-energy isomers, which could explain the

dependencies we observe.

VI. CONCLUSION

We have re-examined the evolution of binding energies of protonated water clusters as

a function of size around the magic size n=21. Our experimental method combines a low-

temperature thermalized cluster source and CID fragmentation. The reliability of our results
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FIG. 12. Theoretical and experimental dissociation energies obtained in this work, as a function of

the cluster size. Black squares: SCC-DFTB. Red circles: DFT PBE0-D3. Green triangles: DFT

PBE0. Blue triangles: MP2. Magenta squares with error bars: Experimental values.

for each cluster size is strongly improved by the necessary interplay, because of dissociation

cascade, between experiments conducted on neighboring sizes: This induces strong exper-

imental constraints on the fitting parameters, and then on final result. As far as absolute

values are concerned, we found good agreement with previous studies, in particular with

the work of Hansen et al. and Shi et al . On the basis of the binding energies derived, we

were able to confirm the magic and anti-magic characters of n=21 and 22, respectively. This

result was not convincingly established in previous experiments. Our experimental results

are supported by theoretical calculations for the lowest-energy structures. The calculations

show more pronounced differences between sizes than the experiment, suggesting that more

than one isomer is involved in the experiment despite the low thermalization temperature.

SUPPLEMENTARY MATERIALS

See the Supplementary Materials for expression of the external density of states Nx.

We also provide in the Supplementary Materials break-down curves for all cluster sizes,

relative kinetic energy distributions, sigmoidal fits of the fragmentation cross-sections and a

comparison of the vibrational frequencies. A comparison of the dissociation energies obtained

using the frequencies from the SCC-DFTB and PBE0-D3 calculations is also provided.
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