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ABSTRACT

The utilization of hyperspectral imaging in remote sensing
has seen an increasing trend, as it enables to capture a greater
amount of information. In this context, emerging snapshot
sensors based on compressed sensing have been employed
for various remote sensing applications. This work presents
a prospective study by proposing a method to evaluate the
performances we can expect when reconstructing data from
a compressed sensing imager, the Double-Disperser Coded
Aperture Snapshot Spectral Imager on an embedded sys-
tem, i.e. on either a Graphics Processing Unit or a Field-
Programmable Gate Arrays. This is original in the literature
since most compressive sensing works focus on reconstruc-
tion quality and overlook the requirements for real-time,
namely computational cost and data bandwidth. Moreover,
works that use an embedded system are even more scarse.
The study introduces methods to enhance these restrictions
and assesses the resulting improvements. The study’s find-
ings support the use of Disperser Coded Aperture Snapshot
Spectral Imager for remote sensing applications, potentially
enabling a smaller sensor size.

Index Terms— Compressed sensing, CGNE, DD CASSI,
hyperspectral imaging, computation complexity, embedded
systems, FPGA, GPU

1. INTRODUCTION

Hyperspectral imaging (HSI) is increasingly used in remote
sensing (e.g. vegetation monitoring, hydrology, geology, ...)
[1, 2]. The majority of sensors used in HSI and, more com-
monly in optical remote sensing for Earth observation from
satellite or airborne platforms, are based on a scanning mech-
anism (e.g. pushbroom sensors) [3]. Alternative instruments
exist and start to be used in remote sensing, for instance
snapshot sensors such as the the pushframe cameras used by
Planet satellites [4]. Snapshot sensors have been proposed
recently [5] to perform HSI. Among them, we take a closer
look at Compressed Sensing (CS) [6] based sensors such
as the Coded Aperture Snapshot Spectral Imager (CASSI)
[7], the Double-Disperser Coded Aperture Snapshot Spectral

Imager (DD CASSI) [8] or the the Dual-Camera Compres-
sive Hyperspectral Imager (DCCHI) [9]. Thanks to CS, it is
possible to capture hyperspectral data, as a data cube, from a
single acquisition of a 2D sensor array. In literature, we can
find some works that exploit these sensors for remote sensing
applications [10, 11, 12].
However, raw acquired data from these sensors usually re-
quires a computational step in order to process it and re-
construct the hyperspectral scene. This can be done through
optimization algorithms [13] and, more recently, Deep Learn-
ing [14]. These methods usually come with long execution
time which is a limiting factor for image reconstruction on
the platform (drone or satellite) for live decision making (e.g.
monitoring activities, hazard tracking, ...). The image recon-
struction operation can be sped up thanks to algorithmic and
hardware accelerations, i.e. by implementing the algorithms
on Graphics Processing Units (GPUs) or Field-Programmable
Gate Arrays (FPGAs).
However, there exist very few works about hyperspectral re-
construction based on CS and embedded systems. Among
those, we can mention [15] that proposes a Deep Learn-
ing approach by mixing U-net [16] and Generative Adver-
sarial Network (GAN) [17] while using the CASSI. And
[18] which uses the DCCHI with Two-Step Iterative Shrink-
age/Thresholding (TWiST) [19] coupled with the Alternating
Direction Method of Multipliers (ADMM) [20] for the re-
construction process. Both of these works use GPUs for their
reconstruction process and we are not aware of any work that
use FPGAs.

In this paper we want to assess the potential of an embed-
ded hyperspectral compressive imaging system for remote
sensing applications while considering an embedded imple-
mentation, either on GPU or FPGA. This work proposes a
study on feasibility and performance (regarding resolution
and reconstruction quality) assessment of an imaging system
based on coded aperture for hyperspectral remote sensing
purposes. This study is based on a previous work [21] while
taking into consideration that the acquisitions are performed
from a flying platform which is a inherent to remote sensing
acquisitions for Earth observation. Specifically, the recon-
struction process is time-constrained and dependent on the



exposure time of the observed scene. This aspect is crucial
for enabling online sensing applications.

2. METHODOLOGY

2.1. System description

For this study, we consider an imaging system made of the
DD CASSI and the Conjugate Gradient for Normal Equation
(CGNE) [22] as reconstruction algorithm. We made these
choices because they are both well-known and we consider
them as representative of, respectively, the CASSI class im-
agers and optimization algorithms.
We study a reconstruction approach proposed by Ardi et al.
[23] and based on DD CASSI, CGNE and Tikhonov regu-
larization. However, we consider a row-by-row reconstruc-
tion, similarly to a pushbroom imager. It is more appropriate
for remote sensing and it helps reducing the size of the algo-
rithm variables and, hence, their memory footprint. Which
allows to reconstruct larger scenes before memory swapping1

is needed.
To reconstruct the hyperspectral cube, the optimization prob-
lem to solve is formulated as follows:

ô = argmin
o

{∥d−Ho∥2 +Ω(o)} (1)

where d is the data acquired by the DD CASSI, H is the ma-
trix representing the transfer function of the DD CASSI, ô is
the estimation of the observed scene o, Ω(o) = µx∥Dxo∥2+
µλ∥Dλo∥2 is a penalization function where Dx, and Dλ are
the finite difference matrices along the spatial dimensions x,
y and the spectral dimension λ and µx, µλ their respective
regularization coefficients. Since the CGNE is used to solve
problems of the form Ax = b, we denote A = M⊤M and
b = H⊤d with M = [H,

√
µxDx,

√
µλDλ].

2.2. Complexity analysis

For a C ×W line (i.e. C columns and W wavelengths), the
CGNE has a computational cost of 2(CW )2 + i(2(CW )2 +
5CW ) multiply-accumulate operations (MAC)2, with i the
number of CGNE iterations. Regarding the memory foot-
print, it has to store (CW )2 +4CW +3 values. As an exam-
ple, let us consider the case of the Airborne Visible/InfraRed
Imaging Spectrometer (AVIRIS) project [24]. Solely with re-
gards to computational cost, the amount of computations for
a line is around 3.5 × 1015 MAC, considering i = CW/2,
while current high end GPUs or FPGAs are able to perform
around 1012 MAC per second. The time taken for acquiring
a 677 × 224 line is about 100 ms. Given this timeframe, it is

1Memory swapping is used when the "work" memory is full during com-
putations. Data in work memory is saved in external memory to be used later
while needed data is loaded from an external memory.

2A MAC operation is the product of two variables added to an accumula-
tor: a ← a + (b × c). GPUs and FPGAs are designed to perform this kind
of arithmetical operations efficiently.

not feasible to reconstruct the line hyperspectral cube in these
conditions and then real-time reconstruction is unachievable.

2.3. Proposed improvement strategies

To improve the reconstruction time, we studied two improve-
ments. First, the use of a sparse matrix format. When looking
closer at A, we notice that it is made of diagonal patterns. We
can determine that the maximum number of entries in A is
equal to E = (W +2)CW − 2. For the example on AVIRIS,
this represents a density of 1% . Using a sparse matrix format
is beneficial in this case to reduce both the memory footprint
and the computational cost when doing matrix-vector mul-
tiplications. Multiple sparse matrix formats exist, see [25].
Considering the entries pattern in A, the Compressed Sparse
Row (CSR) and Diagonal format (DIA) formats might be the
most relevant. However, based on the experiment presented
in Section 3, the CSR format yields the best results regarding
reconstruction time. With this format, A has a memory foot-
print of E × (Nb + ⌈log2(CW )⌉) + (CW + 1)× ⌈log2(E)⌉
bits, where Nb denotes the number of bits used to represent
an entry of A. The computation cost of the improved CGNE
is now 2(CW 2 + 2CW − 2) + i× [2CW 2 + 9CW − 4].

The second improvement is related to the number repre-
sentation format. By tuning it, we can reduce the memory
footprint of the stored values and then the memory band-
width. Additionally, on a hardware level, FPGAs can benefit
from fixed-point representation. In this representation, a value
has a fixed number e and v of bits to represent, respectively,
the decimal and the fractional part. Compared to floating-
point representation, fixed-point representation offers more
freedom in setting the data size, consumes less power and re-
quires fewer logic gates; but at a cost of a narrower represen-
tation range and lower precision. See [26] for more details.
However, when altering the number representation, we have
to consider the computational noise, that is, the accumulation
of inaccuracy in computations that may lead to poor results.
The simulations show that 64-bit floating-point (FP64), 32-
bit floating-point (FP32), and fixed-point representations with
v = {32, 24} offer a close reconstruction quality. And recon-
struction quality decrease significantly for v = {16, 12, 8}.

Nonetheless, even with both improvements and consider-
ing the spatial resolution of AVIRIS, the required bandwidth
to reconstruct the 224 spectral bands is still too high. We esti-
mate that it would be possible to reconstruct up to 115 spectral
bands while maintaining real-time reconstructions.

3. EXPERIMENTS

Experiments are made on scenes obtained from AVIRIS [24]
and Reflective Optics System Imaging Spectrometer (ROSIS)
[27] imagers. These scenes are depicted in Figure 1. More-
over, during the experiments, the CGNE’s number of itera-
tions is limited. This limit is defined so that the reconstruction



time does not exceed the exposure time of every line. This al-
lows to assess the achieved quality in real-time conditions.

(a) "Pavia
University" [27]
(100 × 100 ×
103)

(b) "Indian
Pines" [24]
(100 × 100 ×
115)

(c) "Convention
Center" [24]
(100 × 100 ×
115)

(d) "Fields" [24]
(100 × 100 ×
115)

Fig. 1: Scenes used in the simulations with their dimensions
and the original imager

3.1. Reconstruction time

Sparse matrix formats’ improvement is evaluated by compar-
ing the reconstruction times with the one measured with the
default format. On top of the CSR and DIA formats, this com-
parison include the Block Sparse Row (BSR) et COOrdinate
(COO). Reconstruction times are presented in Table 1. The
CSR format offers the best improvement since it divides the
reconstruction times by 34.85 in average. Regardless of the
sparse matrix format, we can still notice that it improves the
reconstruction time.

Indian
pines

Pavia
University

Convention
center

Fields

Default 1220.5 635.1 867.6 949.1
BSR 210.5 (5.8) 99.0 (6.4) 145.5 (6.0) 156.8 (6.1)
COO 103.0 (11.8) 54.1 (11.7) 73.0 (11.9) 79.5 (11.9)
CSR 35.0 (34.9) 18.5 (34.4) 24.8 (35.0) 27.0 (35.1)
DIA 263.1 (4.6) 131.9 (4.8) 186.3 (4.7) 204.5 (4.6)

Table 1: Average reconstruction times (in seconds) measured
on a CPU. Speedup factors are given in parenthesis and best
values in bold.

3.2. Computational noise
Regarding number representation, we performed simulations
on FP64, FP32 and fixed-point with a varying number v of
bits for the fractional part. In order to separate the computa-
tional noise from the CGNE reconstruction noise, reconstruc-
tion simulations are performed with an increasing number N
of acquisitions and up to W , i.e. as many acquisitions of the
scene as its spectral dimension. And, although the DD CASSI
is a snapshot imager, increasing N allows to know whether
performing multiple acquisitions is required in order to ob-
tain a decent quality.
FP64 serves as the reference to compare the other number
representations because it offers the highest precision among
them. The reconstruction quality are measured by the Peak
Signal-to-Noise Ratio (PSNR) and Structural Similarity In-
dex (SSIM) and is depicted in Figure 2. We can say that FP64,
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Fig. 2: Reconstruction quality depending on number repre-
sentation. v denotes the number of bits of the fixed-point’s
fractional part.

FP32 and fixed-point representations with v = {32, 24} pro-
duce results with similar or close quality, since their curves
overlap. However, v = {16, 12, 8} can convincingly be dis-
carded as the quality deteriorates significantly.
The resulting PSNR is between 15.75 and 44.49 dB, the SSIM
is between 0.23 and 1.00. In order to reach a To reach a
minimum threshold of 30 dB, about 20 acquisitions are re-
quired. We can nevertheless note that for Pavia University
has a PSNR of 31.14 dB with 11 acquisitions.

4. CONCLUSION

The use of a compressed sensing imager, the DD CASSI, on
embedded system for remote sensing applications is possible.
Although the DD CASSI is a snapshot imager, we need to
perform multiple acquisitions in order to get a satisfying qual-
ity. This is conceivable by using time delay integration [28],
for instance. After determining the data transfers involved in
the CGNE, we conclude that the data bandwidth of the com-
puting devices allow hyperspectral reconstructions with up to
115 spectral bands for AVIRIS and 170 for ROSIS, while con-
sidering their spatial resolution and the memory footprint we
established in this work. Hence, for the same spatial resolu-
tion, using the DD CASSI provides more spectral bands than
the ROSIS sensor and fewer bands than the AVIRIS sensor.
However, regardless of the sensor and thanks to acquisitions
multiplexing, an improvement in sensor size would be made.



Since instead of having as many sensor rows as sensed spec-
tral bands, it would only require as many rows as the required
acquisitions. Thus, the sensor size would be divided by 5
or 10. Regarding the comparison between GPU and FPGA,
since the limiting factor is data bandwidth, FPGAs have the
upper hand thanks to their bigger work memory which re-
duces memory swapping.
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