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Abstract

Two flow models with different fidelity of the DTU vortex solver MIRAS
have been used to simulate the wake generated by a model wind turbine
with various levels of asymmetry. Predictions are validated against exper-
imental Particle Image Velocimetry measurements and dye visualizations.
The experiments were conducted in a recirculating free-surface water chan-
nel with an immersed two-bladed rotor mounted on a shaft. The blades were
designed to approximate a Joukowsky rotor. A detailed comparison between
the measurements and the simulations is first performed for an unperturbed
baseline case at different tip speed ratios. The analysis consists of a tip vortex
characterization, including the vortex core profile, and a comparison of the
instantaneous and mean velocity and vorticity fields, along with the mean
wake profile at different downstream locations. Overall, good agreement is
obtained between measurements and simulations, especially with the higher-
fidelity particle-mesh model, which is capable of very closely predicting many
of the flow features observed in the experiments. Rotor asymmetry triggers
a vortex instability, commonly known as leapfrogging, which accelerates the
breakdown of tip vortices, enhancing the mixing of wake structures and pro-
moting a faster wake recovery. The prediction accuracy of this instability by
the solvers is analyzed for different tip speed ratios and perturbation ampli-
tudes. This work aims at setting the groundwork for future flow instability
studies with the MIRAS solver.
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1. Introduction

Most renewable energy sources, including wind energy, require large areas
and therefore have relatively low power density compared to conventional en-
ergy technologies, such as gas. Additionally, the energy extracted in contem-
porary wind farms is limited by the interaction between the wind turbines,
the wind farm, and the atmosphere [1, 2]. Wind turbines generate wakes,
with regions of slower wind speed and turbulent air, including coherent vor-
tices released from the blades, nacelle, and support tower. As described by
Sørensen [3], if a turbine in a wind farm is operating within the wake of
an upstream turbine, the fatigue loading that it experiences is more severe
than if the vortices have broken down by instability. In addition, it has less
power available, leading to significant energy production losses [4]. Acceler-
ating the wake recovery by promoting the energy cascade from larger vortex
structures to smaller scales can improve the efficiency of harvesting energy
from the wind.

The wake contribution to increased fatigue loads of downstream turbines
and its detrimental impact on the overall wind farm efficiency makes wake
control an active research focus area, known to be key for the development
of more efficient wind farms. One example of such control can be the use of
wake steering to deflect the wake away from downstream machines. Along
these lines, Gebraad et al. [5] employed a yaw-based control to obtain an
increased farm power and annual energy production, while Hulsman et al. [6]
obtained a fatigue load reduction, but at cost of a lower power production.

A deeper knowledge of how the different vortex elements that form the
wake interact, e.g. the pairing of helical tip vortices and their transition to an
unstable wake, can have an strong impact on the energy production of such
enormous engineering systems. An improvement can be achieved by promot-
ing a faster breakdown of the wake, which can be forced by pre-designed per-
turbations of the vortex system. Such perturbations can be aimed to amplify
intrinsic wake vortex instability modes, like the mutual-inductance mode,
which appears between consecutive turns of the helix system [7]. Better un-
derstanding of the different physical phenomena that occur in the wake, as
well as the continuous development of numerical capabilities to accurately
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model such phenomena, are essential for the future development of the wind
energy sector, especially in the planning of new large wind farms [8].

The theoretical background for understanding helical vortex systems was
first established by Levy et al. [9] with an analysis of the inviscid linear
stability of a filament. This was further developed by Widnall [10], who con-
sidered vortices with a viscous core and proved the existence of three different
instability mechanisms: short-wave, long-wave and mutual inductance insta-
bilities. The latter one appears when the tip speed ratio increases, the pitch
of the helix decreases, and consecutive helix turns start to interact directly.
Subsequently, Leishman [11] and Bhagwat et al. [12] further advanced the
theoretical understanding of the helical wake stability with focus on the vor-
tex ring state of helicopter rotors, using free-wake vortex methods. More
recently, Okulov and Sørensen [13] found that the classical rotor model pro-
posed by Joukowsky in the early 20th century [14], which assumes a constant
blade circulation and a vortex system consisting only of tip and root vortices,
is unconditionally unstable.

Multiple investigations involving the aerodynamics of horizontal-axis wind
turbine wakes have been carried out during the last decades [15], both numer-
ically and experimentally, with one of the focus areas being the wake decay
and its effect on downstream machines. In the numerical realm, the stabil-
ity of wind turbine wakes has been investigated by a number of researchers.
Walther et al. [16] investigated the instability of helical vortices using direct
numerical simulations of particle vortex methods. An initial good agreement
was found with inviscid theory, but simulations predicted a breakdown of
the helical vortex system due to the overlapping of the root vortex cores
linked to their growth under viscous diffusion. Ivanell et al. [17] performed
a numerical study of the stability properties of the tip vortices generated
by three-bladed wind turbine rotors, employing a numerical model based on
Large-Eddy Simulation (LES) of the Navier-Stokes equations in combination
with an actuator line modelling in a one-third domain with periodic bound-
ary conditions. In their study, the vortex spiral was perturbed by adding a
small time dependent body force near the tip of the blade, which was set
to oscillate following a prescribed sinusoidal function. This study provided
numerical evidence of the relation between the inflow turbulence level and
the wake breakdown location, pointing out the need for new experiments to
further validate this relation. A few years later Sarmast et al. [18] employed
the same flow solver, in this case with a full domain, to further analyse the
stability properties of the wake, concluding that the full geometry disturbed
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randomly leads to a new set of unstable modes. They found that the ampli-
fication of specific waves along the wake spiral is responsible for triggering
the mutual-inductance instability, which was identified as the main cause of
wake destabilization and vortex breakdown. Ivanell et al. [19] performed one
of the first detailed validations, comparing their numerical simulations with
the water channel experiments of Quaranta et al. [20] for a single-bladed ro-
tor. After a small calibration of the blade pitch due to an offset with respect
to experiments, a good agreement was obtained regarding the evolution of the
integral helix parameters, such as tip vortex circulation and center location.

Experimental work helps to validate and improve numerical models by
shedding light on the complex physics of the fluid mechanical problem. Work-
ing on propeller wakes, Felli et al. [21] studied the evolution of tip and hub
vortices, focusing on the effect of the number of blades and the distance
between helices on the onset of instability. Nemes et al. [7] investigated the
pairing of helical vortices measured behind a model two-bladed wind turbine,
highlighting the importance of the mutual-inductance instability. Leweke’s
research group has studied for several years the stability of tip vortex sys-
tems created by rotor blades. Quaranta et al. [20] investigated the stability
of a single helical vortex filament shed from a single-bladed rotor, identifying
the geometry and growth rate of various instability modes, triggered by mod-
ulating the rotor rotation speed. Quaranta et al. [22] extended their previous
work to a system of two interlaced helices shed from a two-bladed rotor. In
addition to local pairing triggered by rotor speed modulation, global pairing
was induced by introducing a slight eccentricity to the rotor.

In the present investigation, a detailed numerical study of the wake gen-
erated by multiple configurations of a two-bladed model rotor with different
degrees of asymmetry between the blades will be presented. The focus is
on investigating the tip vortex formation, its parameterization and its sta-
bility, using the DTU multi-fidelity vortex code MIRAS [23, 24, 25, 26].
The investigation includes a detailed validation of the solver against water
channel measurements performed by Quaranta el al. [22] and a new high-
resolution measurement campaign carried out by the authors at the IRPHE-
CNRS facilities and first presented in what follows. As mentioned above,
the work aims at setting the groundwork for future instability studies with
MIRAS. Vortex methods can be considered to have a level of fidelity be-
tween fully-resolved computational fluid dynamics (CFD) and blade element
momentum (BEM) methods, although in reality this can vary substantially
depending on the aerodynamic and flow models employed in the simula-
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tion. With vortex solvers, it is possible to easily combine different blade
aerodynamic models, depending on the degree of accuracy required for the
case of study. Enumerated in ascending complexity, the aerodynamic models
traditionally implemented in vortex solvers can be classified as: lifting-line
(LL), lifting-surface, potential-panel, viscous-inviscid-panel and penalization
methods. Analogously, one could divide the flow solvers into the following
categories: prescribed filament wake methods, free wake filament methods,
hybrid filament-particle-mesh methods, and particle-mesh methods.

In the current work, the blade aerodynamics are simulated with a LL
model in combination with two different flow models based on the vortex-in-
cell approach [27, 28, 29, 30]. In this study, the two flow models are compared,
emphasizing the level of accuracy required to capture the different physical
phenomena observed in the experimental campaign. The first model is an in-
viscid one where the filament structure of a free-wake method is maintained
and combined with a particle-mesh for speeding up the simulations [25] (re-
ferred to hereafter as the hybrid-filament method). The higher-fidelity model
accounts for viscous stretching and diffusion by using a finite-difference ap-
proach to resolve the vorticity transport equation [26], which is obtained by
taking the curl of the Navier-Stokes equations, and describes the evolution
of the vorticity of a fluid particle as it moves with the flow. This method is
referred to as the particle-mesh method hereafter.

The investigation focuses on assessing the ability of the models to predict
the different flow features observed in the rotor wake during the experimen-
tal campaign. A number of base states are taken into account, including four
different tip speed ratios. First, the focus lies on the tip vortex characteriza-
tion in the near wake region, i.e. vortex strength and location. The models’
ability to capture the general flow characteristics is estimated by means of
comparing simulated vorticity and velocity distributions with results from
experimental Particle Image Velocimetry (PIV) measurements. An impor-
tant research question here is if it is possible to accurately capture the tip
vortex roll-up process, including the viscous core profile formation and its
variation in time. Finally, the models’ ability to predict the leapfrogging lo-
cation between consecutive tip vortices is evaluated for different levels of
rotor asymmetry and under different flow conditions.

The manuscript is organized as follows. Section 2 describes the numerical
methods employed in the investigation, including the LL model and the dif-
ferent flow solvers. The experimental configuration is described in Section 3,
and Section 4 introduces the numerical setup, including the wind turbine
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Figure 1: Sketch relating to the lower-fidelity hybrid-filament method. For simplicity only
the tip filament shed by one of the blades is included.

model, the discretization and the domain size of the simulation. Results for
the unperturbed rotor configuration at different tip speed ratios and with
different model fidelities are presented in Section 5.1. Finally, the effect of
introducing a perturbation in the vortex system in the form of a radial off-
set of the two-bladed rotor are shown in Section 5.2. The conclusions are
summarized in Section 6.

2. Numerical methods

The DTU in-house vortex code MIRAS [23, 24, 25, 26], i.e., Method
for Interactive Rotor Aerodynamic Simulations, is a multi-fidelity aerody-
namic tool for wind turbine performance analysis. The flow solver can be
divided into two parts: an aerodynamic model and a wake/flow model. In
the present study, the lifting line module is used as the aerodynamic model,
in which airfoil data and the actual geometry are the primary inputs used to
determine the loading on the rotor blades. The wake generated by the tur-
bine is modelled following two different implementations with varying levels
of complexity.

Lower-fidelity simulations are performed following a similar approach to
the one presented in [25]. In this case, the inviscid panel method is substituted
by a lifting line model to represent the blades. The method can be seen as
an enhanced free-wake model, were the vortex filament structure emanating
along the span of the lifting line is maintained throughout the domain and
an auxiliary Cartesian mesh is used to speed up the induction calculations
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Figure 2: Sketch relating to the higher-fidelity particle-mesh method. For simplicity only
selected mesh sections are depicted.

between vortex elements via a Fast Fourier Transform (FFT) based method
developed by Hejlesen et al. [31, 30]. In the following, this approach, sketched
in Figure 1, is referred to as a hybrid-filament method or HFM. In general,
this implementation works on a coarser mesh and with a lower particle count.

Higher-fidelity simulations are performed using the same implementa-
tion as the one presented in [26, 32]. This implementation is referred to as
particle-mesh method or PMM hereafter. In the particle-mesh method, the
vorticity transport equation, which can be seen as the vorticity formulated
Navier–Stokes equation, is resolved using finite differences in the underlying
mesh. It is able to accurately account for vortex stretching and viscous dif-
fusion through a particle re-meshing scheme. Such scheme generates a much
larger particle count if compared to the lower-fidelity model, although it is
necessary to ensure a smooth vorticity field throughout the auxiliary mesh.
Note that, as part of the investigation, simulations were performed using a
single-coefficient Smagorinsky sub-grid scale model (SGS) [33], with two dif-
ferent implementations, as in [34]: one acting on the full vorticity field, and
the other one acting on the small-scale vorticity field. No notable differences
were observed compared to simulations without the SGS model in the region
of interest of the present investigation, i.e. the near- and mid-wake region. A
sketch of the particle-mesh method is depicted in Figure 2.

The blade aerodynamic model (LL) relies in this case on two-dimensional
polar data for lift, drag and pitching moment of the blade profile (see Figure 5
below). The rotor blades are modelled by a line of discrete vortex filaments
to account for the bound vortex strength and to release vorticity into the
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flow. Such vorticity is released due to spanwise and temporal variations of
the bound vortex, and it is commonly known as trailing and shed vorticity,
respectively. The Kutta–Joukowsky theorem is used to calculate the strength
γ (circulation) of the bound vortex along the blade span:

γ =
L

ρVqc

(1)

where L is the lift force (per unit span) of each aerodynamic section, and
is obtained by interpolation from a set of tabulated airfoil data (lift, drag
and moment coefficients; Cl, Cd and Cm) as function of the computed angle
of attack. The air density at a given temperature is represented by ρ. The
total velocity magnitude computed at the quarter chord of the different blade
sections is Vqc. It results from the combination of the inflow velocity, the blade
motion, the velocity induced by the wake and a bound vortex correction in
the case of curved blade geometries.

Newton’s method is used to attain the desired convergence in the blade
forcing, which is found once the residual of Vqc in all lifting line control points
is lower than 10−3. A constant under-relaxation factor of 0.10 is used to
update the velocity components, and convergence is usually attained within
a few iterations. The first set of vortex elements is released in the chord
direction at each spanwise station.

The initial sheet of vortex filaments is transformed into a set of vortex par-
ticles whose vorticity is later interpolated onto an auxiliary Cartesian mesh.
The downstream location of the filament-to-particle transformation depends
on the problem specifications and the choice of flow solver, and is defined
by the user. Note again that in the hybrid-filament approach the filament
structure is maintained throughout the domain, whereas in the particle-mesh
approach it is not. The motion of the vortex elements is determined by the
velocity of their markers u(xi) (the filament end points or the particle itself).
Such a velocity is calculated by superposition of the free-stream velocity U0

and the velocity contributions from all free and bound vortex elements at
the marker positions xi:

dxi

dt
= u(xi) with u(xi) = U0 + uΓ(xi) + ufw(xi) + upw(xi) (2)

where uΓ is the velocity induced by the blade bound vortex, ufw is the velocity
induced by the filament-based wake and upw is the velocity induced by the
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particle-based wake. The calculation of the different velocity contributions of
Equation (2), as well as a study on the choice of the time-integration scheme,
was detailed in previous work by the authors [25, 26]. During the present
study, it has been found that a higher-order time scheme was necessary in
the particle-mesh simulations (second-order Runge-Kutta or higher), in order
to correctly capture the roll-up process of the tip vortices. Moreover, it was
found that the roll-up plays an important role in the correct prediction of
the vortex core size and its growth rate. Both quantities are considerably
over-predicted when using a first-order Euler scheme.

In both fidelities, the vortex elements’ strengths are interpolated onto a
Cartesian mesh, where their interaction is efficiently calculated by an FFT-
based method. Whereas this is the only use of the auxiliary mesh in the
hybrid-filament model, the vorticity transport equation is resolved in the
mesh using finite differences in the particle-mesh solver. The vorticity trans-
port equation describes the evolution of the vorticity of a fluid particle as it
moves with the flow. It is obtained by taking the curl of the Navier-Stokes
equation and, assuming an incompressible fluid with a constant and uniform
viscosity, it reads

Dω

Dt
=

∂ω

∂t
+ (u ⋅ ∇)ω = (ω ⋅ ∇)u + ν∇2ω (3)

The rate of change of the vorticity, ∂ω
∂t , together with the convection term,

(u ⋅ ∇)ω, which accounts for the changes in vorticity due to the motion of the
fluid particle, appear on the left hand side. On the right hand side, (ω ⋅ ∇)u,
accounts for the vortex stretching and tilting, while ν∇2ω represents the
vorticity diffusion due to viscous effects.

Finally, it is important to note that blockage effects arising from the
vicinity of the domain boundaries are avoided by solving the Poisson equa-
tion using a regularized Green’s function solution with free-space boundary
conditions in all directions. A tenth-order Gaussian filter is used to regularize
the singular free-space Green’s function, obtaining a higher-order approxima-
tion. A filter function of width 1.5∆, where ∆ is the mesh cell size, is chosen
to minimize the smoothing error associated with the regularization, while
resolving the filter function accurately.

3. Experimental setup

The experiments used to validate the numerical simulations were con-
ducted in a recirculating free-surface water channel. The set-up is described
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Figure 3: Top left: Experiment setup, including the large and small fields of view used for
PIV measurements indicated in black and green, respectively. Bottom left: Vorticity field
from the large field of view (low resolution), with a circle whose diameter is given by the
vortex spacing h, indicating the region used to analyze the blade tip vortex properties.
Bottom right: Vorticity field from the small field of view (high resolution) showing a single
vortex in high resolution. Top right: Comparison between the swirl velocity profiles of the
blade tip vortex calculated using the two resolutions. The dashed lines indicated the core
radius.

in detail by Quaranta et al. [22], but a summary is provided here. The water
channel test section size is 150 cm × 38 cm × 50 cm (length × width × height).
A two-bladed rotor was mounted on a 15 mm-diameter shaft extending 95 cm
downstream, where it was connected to a computer-controlled stepper motor
through a gearbox (Figure 3). The rotor had a radius of R0 = 80 mm and
a tip chord of ctip = 10 mm, and was designed to approximate a Joukowsky
rotor over the outer 75% of the radius. The low-Reynolds number A18 airfoil
[35] formed the cross-sections along the entire blade.

The helical vortex system shed from the rotor blade tips could be per-
turbed by slightly offsetting, by an amount δ, the alignment of the rotor with
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λ U0 [cm/s] f [Hz] δ [cm] Re

4.47 45.0 4.0 0.122 2.0 × 104

5.49 36.6 4.0 0.122 2.0 × 104

6.70 30.0 4.0 0.122 2.0 × 104

8.04 25.0 4.0 0.122 2.0 × 104

5.52 45.5 5.0 0.02 2.5 × 104

5.52 45.5 5.0 0.07 2.5 × 104

5.52 45.5 5.0 0.13 2.5 × 104

5.52 45.5 5.0 0.21 2.5 × 104

Table 1: Summary of the parameters for the experiments conducted on the model two-
bladed rotor. The tip speed ratio λ was varied in the first set of measurements, and the
the radial offset δ in the second set.
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Figure 4: Sketch of the baseline blade planform and the different offset alignments.
Baseline [—], δ = 0.2 mm [—], δ = 0.7 mm [—], δ = 1.3 mm [—] and δ = 2.1 mm [—].

the shaft. The resulting difference in radial positions of the two blades, 2δ,
was of the order of a few millimeters. A range of values of δ for different tip
speed ratios λ (= 2πR0f/U0, with f being the rotor frequency and U0 the
free-stream velocity), were tested, as summarized in Table 1 and sketched
in Figure 4. Table 1 also includes the values of tip chord-based Reynolds
number (Re = 2πfR0ctip/ν) for each case. To visualize the vortices, the rotor
blade tips were painted with fluorescent dye, which was then illuminated by
the light from an argon-ion laser. Quantitative measurements of the veloc-
ity and vorticity fields in the center-plane of the wake were obtained using
PIV. These measurements had a vector resolution of 1.35 mm and spanned
approximately −0.5 < z/R0 < 3 and 0 < r/R0 < 2 (see Figure 3 bottom left),
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where z and r are the downstream and radial coordinates measured from the
rotor center.

An additional high-resolution PIV measurement was conducted on the
symmetric rotor to capture the vortex core more accurately (Figure 3 bottom
right). The experimental procedure was similar to that of the lower resolution
experiments, though the camera was brought closer to the test section to re-
duce the field of view to 0.42R0×0.33R0. The particle images were processed
using an in-house code developed by Meunier and Leweke [36], as described
by Quaranta et al. [20]. The correlation was performed in an iterative pro-
cess, with the first calculation using 64 × 64 pixel windows with 50% overlap.
Window displacement and deformation based on the preliminary vector field
was performed before the second calculation, which used 16 × 16 pixel win-
dows with 50% overlap, resulting in a vector resolution of 0.08 mm. The rotor
was run at a tip speed ratio of λ = 5.49, and the field of view was centered on
the most recently shed tip vortex at a wake age of 90○. This high-resolution
measurement yielded a core radius (see section 5.1.2 below), of amax = 1.1
mm. This is significantly smaller than the value amax = 3.1 mm reported by
Quaranta et al. [22] based on the lower-resolution measurements, which were
unable to fully resolve the vortex core.

4. Numerical setup

This section describes the computational setup used for both the aerody-
namic model and the two flow models employed.

4.1. General parameters

All simulations have been performed on a 15R0 × 4R0 × 4R0 Cartesian
mesh with free boundary conditions in all directions. In the LL model, the
blade is represented by a bound vortex discretized with 80 straight segments
of equal length. The lift and drag coefficients used are depicted in Figure 5 as
function of the angle of attack. These coefficients may not perfectly represent
the true coefficients of the experimental airfoil, due to the following reasons:
possible modification of the original airfoil geometry during the manufactur-
ing process; differences in the turbulence intensity level of the water channel
compared to the one in the wind tunnel where the coefficients were obtained;
varying Reynolds number along the span in the experiment, not accounted
for in the simulations; slightly lower Reynolds number in the water channel.
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Figure 5: Lift (left) and drag (right) coefficient of the A18 airfoil as function of the angle
of attack (AoA). The drag coefficients are obtained using XFOIL [37] while the lift values
are measurements by Selig et al. [35] at a Reynolds number of 30000.

A final source of disagreement between the numerical model and the experi-
ments is the hub and shaft geometry, which has not been modeled, leaving an
empty space between the blades (r < 1 cm) and generating a higher-velocity
region in the center of the rotor. Although the shaft boundary layer has a
stabilizing effect on the root vortex, this effect is only appreciated outside
the region of interest of the present investigation. The impact of the hub and
shaft geometry on the tip vortex properties is assumed to be minimal.

The blockage effect due to the lateral confinement of the flow by the
water channel walls is not modelled in the numerical setup. The flow velocity
measured along the streamwise direction at a radial location of r/R0 = 2 is
shown in Figure 6. In the figure, it can be observed that the velocity increases
with the downstream position due to the wall effect. In an effort to partly
account for this effect in the simulations, the velocity measured at z/R0 = 0
was used as the free-stream velocity (U0) in all numerical cases. In general this
velocity was about 2.8 % larger than the free-stream velocity reported in the
experimental campaign of Quaranta el al. [22]. This modification allowed the
unbounded solver to model the correct flow conditions around the blade, and
therefore reproduce the correct vortex properties. As seen in the figure, the
outer velocity continues to evolve (increase) further downstream, which will
affect the convection velocity of the vortex system and therefore its spatial
evolution.
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Figure 6: Evolution of the free-stream velocity measured at r/R0 = 2, for λ = 4.47 [—],
λ = 5.49 [—], λ = 6.70 [—] and λ = 8.04 [—]

4.2. High-resolution particle-mesh parameters

For the particle-mesh case, a constant cell size of 0.1 cm has been used in
the x−, y− and z−directions, which adds up to a total of more than 118 million
cells. The simulations have been performed with an azimuthal discretization
of 1○ and a total of 8000 time steps. During the present investigation, it has
been found that a finer resolution is necessary to correctly capture the vortex
core structure, both numerically and experimentally. A finer mesh with a cell
size of 0.05 cm and the same outer boundaries is therefore used for a single
unperturbed case at the tip speed ratio of 5.49. In this case, the total number
of cells increases to more than 950 million, with a similar number of vortex
particles. The azimuthal discretization has been reduced to 0.5○, in order
to maintain the same Courant–Friedrichs–Lewy number (CFL). Note that a
CFL value lower than 2 is assumed reasonable since vortex methods have less
strict CFL conditions than Eulerian solvers [38, 39, 40]. Table 2 shows an
overview of the parameters for the simulations performed in the investigation
with the non-perturbed rotor. An eighth-order stencil is used to spatially
discretize the vorticity equation. Moreover, a particle re-meshing is forced
every time step to maintain a smooth field, and a periodic regularization
and re-projection of the vorticity field is applied with the same frequency to
keep the field divergence-free. A tenth-order Gaussian regularization kernel
is used for the smoothing of the vorticity field. A third-order Runge-Kutta
time stepping method has been used.
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Method λ ∆θ [○] ∆t [ms] Nt ∆ [cm] CFL Nc × 10−6

HFM 4.47 2 1.38 4000 0.4 0.6937 1.8
HFM 5.49 2 1.38 4000 0.4 0.6937 1.8
HFM 6.70 2 1.38 4000 0.4 0.6937 1.8
HFM 8.04 2 1.38 4000 0.4 0.6937 1.8
PMM 4.47 1 0.694 8000 0.1 1.3954 118
PMM 5.49 1 0.694 8000 0.1 1.3954 118
PMM 6.70 1 0.694 8000 0.1 1.3954 118
PMM 8.04 1 0.694 8000 0.1 1.3954 118
PMM 5.49 0.5 0.347 16000 0.05 1.3954 950

Table 2: Overview of the parameters used for the simulations with the non-perturbed rotor
configuration. ∆θ denotes the azimuthal discretization, ∆t the time step size, Nt the total
number of simulated time steps, ∆ is the cell size, CFL the Courant–Friedrichs–Lewy
number and Nc the total number of cells/vortices.

4.3. Low-resolution hybrid-filament wake parameters

In the hybrid-filament model, a constant spacing of 0.4 cm in all direc-
tions was used in all cases, adding up to a total of 1.856 million cells. The
simulations have been performed with an azimuthal discretization of 2○ and
a total of 4000 time steps. A first-order Euler scheme was used in the time
updating procedure. No vortex core or core growth models were used in this
case, contrary to what is normally done in free-wake models. The auxiliary
mesh takes care of the filament interaction and helps to avoid singularities
between too closely located vortex elements. We have used the knowledge ob-
tained from our previous studies with the hybrid-filament method to setup
the model specifications. For example, a very detailed discretization study
for the hybrid-filament method was carried out by the authors in [25]. In
that paper we analyzed the influence of both the time step and the cell size,
among other model features in both the aerodynamic loading and the flow on
a model rotor. Results from MIRAS simulations were successfully validated
against wind tunnel PIV measurements [41].

5. Results and discussion

First, a comparison between simulation and experiment is performed for
the unperturbed case at different tip speed ratios. Both levels of fidelity are
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used to predict the general tip vortex characteristics, such as their loca-
tion and strength. Second, a direct flow comparison of the solver predictions
against PIV measurements for the instantaneous and mean velocity and vor-
ticity fields is carried out for the case with a 1 mm resolution, followed by
a comparison of the detailed vortex profile. This comparison is primarily
conducted using the particle-mesh approach, since such a fidelity level is re-
quired to accurately capture the detailed flow features observed in the rotor
wake. Note that contrary to standard free-wake codes, such as in Scully et al.
[42], where a viscous core model is used in combination with a core growth
model, the particle-mesh approach is capable of simulating the viscous core
formation and its growth in time without the need for a specific sub-model. A
detailed comparison of the core profile is made between the higher-resolution
experiments and simulations. Finally, two studies involving asymmetric ro-
tors are presented, the first investigating the effect of tip speed ratio and
the second focusing on the influence of the perturbation magnitude. Here
the emphasis is on capability of the solvers to predict the evolution of the
perturbation observed in the experimental campaign.

5.1. Unperturbed rotor case

Four tip speed ratios are considered: λ = 4.47, 5.49, 6.70 and 8.04. The
comparison is divided in subsections: tip vortex characterization, instanta-
neous vorticity fields, and mean velocity and vorticity fields.

5.1.1. Tip vortex characterization

The helical tip vortex system in the wake of a rotor is characterised by a
number of parameters: the streamwise vortex separation (h), which depends
on the helix pitch and the number of vortices; the vortex core size (amax),
which is the distance between the vortex center and the location of maximum
swirl velocity; the vortex strength or circulation (Γ); and the radial expansion
(r/R0) as function of downstream distance. The computed tip vortex loca-
tions in the radial and streamwise directions (r/R0 and z/R0, respectively),
using a quadratic fit around the location of maximum vorticity for subgrid
accuracy, is depicted in Figure 7. In comparison with the experimentally ob-
tained values, both numerical models predict a lower expansion of the wake,
with the hybrid-filament model predicting very small differences between the
various tip speed ratios, and the particle-mesh model predicting virtually no
expansion for the λ = 4.47 case. A possible explanation for the discrepancies
between the simulations and experiments can be the higher mass flow in the
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Figure 7: Evolution of the tip vortex characteristics, comparing simulations to experi-
ments. Left: non-dimensional radial location. Right: non-dimensional streamwise vortex
separation.
Experiments: λ = 4.47 [△], λ = 5.49 [▷], λ = 6.70 [◁], λ = 8.04 [▽].
Particle-mesh simulations: λ = 4.47 [–], λ = 5.49 [–], λ = 6.70 [–], λ = 8.04 [–].
Hybrid-filament simulations: λ = 4.47 [−−], λ = 5.49 [−−], λ = 6.70 [−−], λ = 8.04 [−−].

wake due to the absence of the shaft in the simulations. A better agreement
is obtained between measurements and simulations regarding the distance h
between tip vortices. It is observed that differences between the solvers in
the prediction of the vortex location increase with the decreasing tip speed
ratio, although the maximum difference never exceeds the 6% mark.

Figure 8 depicts the vortex circulation obtained from the experimental
data compared to the two numerical models. The circulation is computed
by integrating the velocity field on a circular path of radius equal to half
the vortex separation distance, h/2, at each one of the tip vortex center
locations. In all cases the numerical simulations under-predict the vortex
circulation, which can be a direct consequence of the polar data used. It has
been confirmed by the authors, using the XFOIL software [37], that the use of
tripped boundary layer considerably increases the lift coefficient in the linear
region. Such a sensitivity of the airfoil under turbulent conditions can explain
the observed differences in the circulation. Very similar circulation values are
predicted by both solvers at λ = 5.49 and higher, but the particle-mesh model
better captures the vortex strength at λ = 4.47. It is expected that the roll-up
process is much better captured by the particle based method since it models
vortex stretching much more accurately by resolving the vorticity transport
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Figure 8: Left: evolution of the tip vortex circulation. Right: spanwise distribution of the
blade bound circulation.
Experiments: λ = 4.47 [△], λ = 5.49 [▷], λ = 6.70 [◁], λ = 8.04 [▽].
Particle-mesh simulations: λ = 4.47 [–], λ = 5.49 [–], λ = 6.70 [–], λ = 8.04 [–].
Hybrid-filament simulations: λ = 4.47 [−−], λ = 5.49 [−−], λ = 6.70 [−−], λ = 8.04 [−−].

equation.
The radial distribution of the blade circulation, as computed by the

particle-mesh and hybrid-filament solvers, is also depicted in Figure 8. Fo-
cusing on the λ = 4.47 case, we can see how the difference in the tip vortex
circulation does not appear as clearly in the blade circulation distribution.
Not surprisingly, the value of the circulation of the vortices in the wake is
almost identical to the maximum value of the blade bound circulation. From
the experimental data, the circulation distribution is obtained by integrating
the vorticity in a radial strip located at a distance h behind the rotor plane,
in order to ensure that the vorticity layer is fully established. The radial co-
ordinate was corrected for wake expansion, starting at r/R0 = 1.5 and going
inwards. In the root region, the decrease in the circulation is observed fur-
ther outwards in the experiments due to the influence of the shaft boundary
layer. Moreover, this boundary layer leads to an increase in the experimen-
tal circulation below r/R0 = 0.3, which is not shown in the comparison. In
the mid- and outer region of the blade, the difference between experiments
and simulations appears to be a constant radial offset. This could indicate
an offset in the linear region of the lift curve used in the numerical models,
compared to the experimental one attained in the water channel.
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Figure 9: Instantaneous non-dimensional out-of-plane vorticity, ωyR0/U0 for tip speed
rations (from top to bottom) λ = 4.47, 5.49, 6.70 and 8.04. Left: PIV measurements; right:
numerical simulations using the particle-mesh method.

5.1.2. Instantaneous vorticity field

The particle-mesh model is used in a more detailed comparison of the
flow characteristics with experimental PIV data. For the experimental data,
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the phase-locked average of 300 instantaneous PIV vorticity fields is used
to average out the random fluctuations caused by the very low (<1%) level
of turbulence in the water channel. In the particle-mesh simulations, zero
inflow turbulence intensity is prescribed, so the flow is fully determined by
the periodic motion of the rotor and the instantaneous vorticity field is equal
to the phase-averaged one. The wake topology change with varying tip speed
ratio can be appreciated from the vorticity fields shown in Figure 9. The
comparison shows an overall good agreement between the experimental and
numerical results, with the main difference appearing in the strength of the
root vortex, which is clearly over-predicted by the solver. This over-prediction
is mainly due to the vorticity-cancellation effect of the shaft boundary layer,
which is not included in the numerical simulations, as can also be observed
in the figure. Note that the location of both root and tip vortices is generally
well captured by the particle-mesh solver. Moreover, a vortex sheet attached
to the tip and root vortices is seen in the PIV measurements and is also
captured in the numerical model , as highlighted by the green rectangles in
the plot. At low tip speed ratios, this sheet has the same sign as the tip
vortex, while as the tip speed ratio increases, the sheet shifts toward the
root and changes its sign. The behavior of this sheet is related to the blade
circulation distribution shown earlier in Figure 8.

The tip vortex velocity and vorticity profiles at λ = 5.49 are shown in
Figure 10 for the first three tip vortices marked in Figure 9 with colored
horizontal lines. Note that such lines are used to extract the depicted values
of vorticity and velocity across the vortex core. In this case, an equivalent
resolution is used in both PIV and simulations. Although it is known that
this resolution is too coarse to accurately capture the vortex core profile,
it is the only way to measure multiple vortices in the same PIV window
due to resolution constraints. A fairly good agreement is obtained between
experiments and simulations, although the reduction in the maximum core
vorticity with the downstream position of the vortex predicted by the solver
is not observed in the PIV data. Regarding the velocity profile, a similarly
good agreement is obtained, with the solver capturing the increased velocity
in the outer bounds of the first tip vortex (in red), which can be related to the
still ongoing roll-up process. Moreover, judging from the velocity distribution,
the core size predicted by the simulations has a very similar magnitude as
the experimental one for this level of resolution.
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Figure 10: Comparison between PIV measurements and numerical simulations of the first
three tip vortex (TV) core profiles for λ = 5.49. Left: vorticity profile, ωR0/U0; right:
velocity profile, v/U0. zc is the downstream position of the respective vortex center.
PIV measurements (0.9 mm resolution): 1st TV [○], 2nd TV [○], 3rd TV [○]. Numerical
simulations (1.0 mm cell size): 1st TV [–], 2nd TV [–], 3rd TV [–].

A finer resolution is needed in both the PIV measurements and the nu-
merical method to more accurately capture the core profile of the tip vortex.
Unfortunately, in order to accommodate such resolution in the PIV measure-
ments, a smaller window is necessary. This means that only one vortex at
a time can be investigated with a pixel resolution of 0.001 cm (PIV vector
resolution 0.008 cm). On the other hand, in simulations one can not reduce
the domain size without compromising the accuracy of the method (i.e., a
domain shortening in the streamwise direction would reduce the induction at
the rotor plane and therefore increase the blade loading/circulation). A finer
resolution is also used in the simulations, but due to computational restric-
tions it is not possible to refine to the same cell size as in measurements. A
cell size of 0.05 cm is used, the same outer domain is maintained, and the time
step is reduced by half in order to keep the CFL number unchanged. This
adds up to more than 950 million cells and such simulation uses a plethora of
computational resources (800 cores during more than 69 hours). The study
is therefore limited to the one tip speed ratio λ = 5.49, with the simulated
evolution of the first eight tip vortices presented in Figure 11.

Figure 12 shows the swirl velocity profiles of the vortices in Figure 11,
representing a wake age range between 65○ and 1325○. They were obtained
by interpolating the simulated velocity field onto polar grids centred on each
vortex and averaging the projected azimuthal velocity component in the az-
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Figure 11: Instantaneous vorticity field in the tip vortex region, as predicted by the particle-
mesh simulations, for the case with λ = 5.49 and a cell size of 0.05 cm. Blue circles depict
the perimeters of the polar grids centered on each vortex and used in the swirl velocity
calculation.
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Figure 12: Vortex core velocity profiles for λ = 5.49. Comparison between high-resolution
particle-mesh simulations (∆ = 0.05 cm) [—] and high-resolution PIV measurements
(vector resolution of 0.008 cm) [—]. Left: linear scale, right: log-log scale.

imuthal direction of this grid for each radius. Figure 12 also contains the
experimental result from the high-resolution PIV measurements shown in
Figure 3, obtained for a tip vortex at wake age 90○. Good agreement between
experiment and simulation is found in the outer part of the profiles, where
the swirl velocity varies approximately as r−0.9v . The maximum swirl velocity
is also of the same order in the early stage of the wake evolution, around
80% of the free-stream velocity. However, the profiles differ significantly in
the core region near the vortex axis.

One well-defined measure of the vortex core size is the radius of maximum

22



0

0.1

0.2

0.3

0.4

0 0.2 0.4 0.6 0.8 1

Simulation
Experiment

a m
ax

		(
cm

)

t		(s)

m0.9	[4ν(t-t0)]
1/2

m0.9	[4	(1.6ν)	(t-t0)]
1/2

Figure 13: Vortex core size evolution for λ = 5.49, as obtained from the high-resolution
particle-mesh simulations [●] and experimental PIV measurements [●]. Solid lines in black
and blue represent the theoretical vortex core growth given by the equations reported in
the figure (m0.9 = 1.167).

swirl velocity, amax. It is easily detectable in numerical or experimental veloc-
ity profiles, such as those in Figure 12. From the theoretical viscous evolution
of an axisymmetric velocity profile initially (at time t = t0) proportional to
r−nv , found e.g. in [43, 44], one can obtain the following relation:

amax =mn [4ν(t − t0)]
1/2

, (4)

where mn is a constant that depends on the exponent n of the outer velocity
profile. According to (4), the core radius increases with the square-root of
time due to the viscous diffusion of vorticity. When the core radius obtained
in our simulations is plotted as function of time, as depicted in Figure 13,
the square-root variation is roughly found, but with a growth rate that cor-
responds to a viscosity which is slightly higher than the actual fluid viscosity
(1.6ν). Note that the first vortex has been left out of the simulation fit, since,
as depicted in Figure 11, the roll-up process is still underway. Overall, simu-
lations with ∆ = 0.05 cm show a larger core size than the PIV measurements
with a 0.008 cm resolution, although the core growth rate is very similar.
This discrepancy in core size highlights the necessity of a mesh with an even
higher resolution (and a corresponding smaller time step to maintain the
CFL condition), which is beyond our current computational limits. Using a
resolution of 0.01 cm in the present numerical setup would require a mesh
with more than 118 billion cells.
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Figure 14: Top: Iso-velocity contours of the axial flow (out-of-plane) at λ = 5.49. Bottom:
Maximum axial velocity in the core of the tip vortex as function of the the downstream
position. Particle-mesh simulations [◻] and estimation from experiments using dye [x].

The axial core flow, or out-of-plane velocity, is depicted in Figure 14. Since
this velocity component was not captured using PIV during the experimental
campaign, the maximum axial velocity is estimated by tracking in time the
positions of the tip of the pattern of the dye entrained in the tip vortices [22].
A comparison with the simulated values of this maximum velocity shows a
clear under-prediction by the numerical model near the rotor plane, while
a better agreement is obtained further downstream (z/R0 ≥ 2.3). Similarly
to the present investigation, the LES simulations in [19] for a single-blade
configuration showed an even larger under-prediction of the maximum axial
velocity in the core of the tip vortex. This difference with experiments was
linked to the fact that the rotor blade boundary layers are not modeled in a
lifting-line-based approach.

5.1.3. Mean velocity and vorticity fields

Figure 15 shows the time-averaged axial velocity field for tip speed ratios
5.49 and 8.04. From the figure, we can see how the wake expansion predicted
by the solver is lower than the one observed in experiments. Increasing the
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tip speed ratio reduces the wake deficit in the mid span region as can be
seen in the wake profile depicted in Figure 16 at five different downstream
locations. The numerical results obtained at stations 8 and 10 R0 indicate
that the transition to a far-wake like profile has started for all cases. This
can be appreciated by a smoothing of the sharp velocity variations related
to the influence of the concentrated tip and root vortices.

The time-averaged azimuthal vorticity is shown in Figure 17. An overall
good agreement is obtained between measurements and simulations. Besides
the signature of the shaft boundary layer, the main difference here is that the
root vortex strength in the simulations tends to decrease with increasing tip
speed ratio, while the opposite occurs in the experimental data. Finally, note
that for a tip speed ratio of 8.04, the experiments show a clear broadening of
the mean tip vortex signature, which is related to the pairing phenomenon
between consecutive vortices. In the numerical simulations, this effect appears
slightly further downstream, outside of the area of interest depicted in the
figure.

5.2. Asymmetric rotor

A comparison is conducted concerning the effect of rotor asymmetry on
the behavior of the tip vortices in the wake.

5.2.1. Influence of the tip speed ratio

First, following Quaranta et al. [22], the effect of rotor tip speed ratio
is investigated. For a constant radial offset of δ = 1.22 mm (1.5% of R0),
four different tip speed ratios are again considered: λ = 4.47,5.49,6.70 and
8.04. Figure 18 shows iso-contours of vorticity magnitude from both numer-
ical models alongside dye visualizations taken from the experiments for all
four tip speed ratios. Qualitatively, the tip vortex behavior observed in the
experiments is captured well by the simulations using both models until the
wake breakdown begins in the experiments. Note that dye was not applied
to the blade roots in the experiments, so the root vortices do not appear
in the visualizations. The key feature of the asymmetric rotor wake is the
occurrence of global pairing, or ”leapfrogging”, where vortex helices swap
positions. The downstream position of this leapfrogging is well predicted by
the simulations for all tip speed ratios.

The primary discrepancy between experiments and simulations is in the
location where the vortices begin to break down. At low tip speed ratios, the
spacing between adjacent vortices in the experiments is large enough so that
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breakdown is not observed in the field of view. However, increasing the tip
speed ratio reduces the helix spacing, accelerating the onset of short-wave
instabilities, which results from the enhanced interaction between neighbor-
ing vortices and leads to vortex breakdown [45]. This phenomenon is not
observed in the simulations. In the particle-mesh simulations, vortices are
seen to merge and continue to propagate stably downstream, particularly for
the two higher tip speed ratios. It is possible that such amalgamation, as well
as the absence of short-wave instabilities, is caused by the lack of sufficient
mesh resolution to fully resolve the vortex core in the simulations. Increasing
the resolution enough to accurately represent the vortex core is computa-
tionally very demanding, since the core radius is less than 2 mm. As shown
for the unperturbed case above, with the current resolution of 1 mm, the
vortex core size is overestimated, which causes the vortices to merge faster.
In the hybrid-filament simulations, the maintained filament structure makes
possible to clearly capture the downstream development of the tip and root
vortices without the appearance of vortex merging and with a much coarser
mesh resolution, in this case 4 mm. Note here that not accounting for the
particle strength exchange plays in favour of the filament method, avoiding
the appearance of small scale and high frequency flow instabilities.

A quantitative comparison of the leapfrogging location obtained from the
simulations and experiments can be made. In the experiments, this location
is identified using the time-averaged intensity of the dye visualization im-
ages, as described in [22]. With the simulation data, an analogous approach
is employed using the mean vorticity fields, depicted for an example case in
Figure 19. These vorticity fields show the deviation between the paths trav-
eled by the vortices shed from the two blades at the mid-wake cross-section.
The streamwise position of maximum radial separation between the two tra-
jectories indicates the leapfrogging location zLF [22]. The comparison with the
experimental results is shown in Figure 20. The hybrid-filament simulations
consistently over-estimate the leapfrogging distance across all tip speed ra-
tios, but the particle-mesh simulations predict this distance more accurately.
For the two higher tip speed ratios, the leapfrogging distance obtained from
the simulations is slightly higher than that from the experiments, though
within the estimated uncertainty. The simulations slightly under-estimate
the leapfrogging distance at the two lower tip speed ratios.
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5.2.2. Influence of the radial offset

The magnitude δ of the radial rotor offset, which leads to a difference
in length of 2δ between the the two blades, was also varied in both the ex-
periments and simulations. The iso-contours of vorticity magnitude from the
simulations are compared with the dye visualizations from the experiments
in Figure 21 for four different values of δ at a constant λ = 5.52. Once again,
the tip vortex behavior is well-captured by the simulations. In these cases, tip
vortex breakdown is not observed within the field of view of the experiments,
nor in the simulations. Vortex merging occurs at the most downstream edge
of the selected interval in the particle-mesh simulations, for the two cases
with the largest perturbations. This merging is once again caused by the
inability to resolve the vortex core, as discussed in the previous section.

The leapfrogging distance, defined in the same way as before, is com-
pared between the simulations and experiments in Figure 22. For this series
of measurements, the hybrid-filament simulations consistently predict the
leapfrogging distance observed in the experiments with high accuracy. The
particle-mesh simulations, on the other hand, consistently under-estimate the
leapfrogging distance relative to the experiments.

Some of the differences between experiments and simulations concerning
the leapfrogging can be related to the blockage effect of the water channel
used in the experiments. As seen in Figure 6, the outer velocity in the ex-
periments continues to increase downstream of the rotor plane, as the flow
accelerates around the rotor and wake, leading to higher leapfrogging dis-
tances than expected for an infinite domain. Another source of discrepancy
may be related to the difference in the vortex core size in both settings. A
recent study by Abraham et al. [46] has found a (weak) dependence of the
leapfrogging distance on the core size, with smaller cores resulting in faster
leapfrogging.
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Figure 15: Mean non-dimensional axial velocity component for tip speed ratios of 5.49
(top) and 8.04 (bottom). Left: PIV measurements. Right: particle-mesh simulations.
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Figure 16: Streamwise velocity profiles at different downstream locations (z = 1R0 to
10R0). Solid lines represent the particle-mesh simulations and experiments are depicted
with dashed lines. λ = 4.47 [—], λ = 5.49 [—], λ = 6.70 [—] and λ = 8.04 [—]
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Figure 17: Mean non-dimensional azimuthal vorticity component, ωR0/U0, for tip speed
ratios λ = 4.47, 5.49, 6.70 and 8.04, from top to bottom. Left: PIV measurements. Right:
particle-mesh simulations.
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Figure 18: Wake structure of the asymmetric rotor (radial offset of 1.5% of R0), for differ-
ent tip speed ratios. From left to right and top to bottom: λ = 4.47, 5.49, 6.70 and 8.04.
3D iso-contours of vorticity magnitude from particle-mesh and hybrid-filament simulations
are compared to experimental dye visualizations, framed in blue, black and red, respec-
tively.
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Figure 19: Mean azimuthal vorticity ωR0/U0, for the case with λ = 6.70 and a radial
blade offset of 1.22 mm. Left: high-resolution particle-mesh. Right: low-resolution hybrid-
filament wake.
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Figure 20: Leapfrogging location zLF as function of tip speed ratio for a rotor configuration
with a constant radial asymmetry (offset δ = 1.22 mm, 1.5% of R0). Comparison between
experiment and simulations.
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Figure 21: Wake structure of the asymmetric rotor for different radial offsets at constant
tip speed ratio λ = 5.52. From left to right and top to bottom: δ = 0.2, 0.7, 1.3 and
2.1 mm. 3D iso-contours of vorticity magnitude from particle-mesh and hybrid-filament
simulations are compared to experimental dye visualizations, framed in blue, black and
red, respectively.
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Figure 22: Leapfrogging location as function of the rotor radial offset, for λ = 5.52. Com-
parison between experiments and simulations.
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6. Conclusion

The low power density of wind farms is mostly caused by the strong in-
teraction between the turbines and the wakes generated by other upstream
turbine rotors. Accelerating the wake recovery can therefore increase the
available energy inside the wind farm, boosting its efficiency. In this study,
we have carried out a very detailed validation of two different flow models
implemented in the DTU vortex solver MIRAS. This work is intended to
constitute a basis for future instability studies with this solver. Although lim-
itations in the comparison between the numerical models and experiments,
related to force coefficient uncertainty, flow blockage and numerical resolu-
tion, constitute a challenge, the overall agreement is more than satisfactory.
A qualitative validation summary of the capabilities of both solvers to pre-
dict the different flow features of a rotor wake is shown in Table 3. In general,
the lower-fidelity hybrid-particle method is able to successfully capture the
elementary tip vortex characteristics in the near wake, such as vortex lo-
cation and strength. However, a comparison with PIV measurements with
a window that covers up to six tip vortices with a 0.135 cm vector resolu-
tion has shown that, in order to obtain a realistic picture of the flow, the
particle-mesh method is needed. A significantly higher resolution in both ex-
periments and numerics is necessary to accurately capture the core profile
of the tip vortices. A new experimental campaign with a 0.008 cm vector
resolution has been presented. Such fine resolution comes at the expense of
a smaller measurement window, which can only capture a single tip vortex.
In the numerical model, one cannot reduce the domain size without reduc-
ing the accuracy of the method. Therefore, due to computational resource
availability, a minimum grid size of 0.05 cm has been used. With such res-
olution constraints, the simulations appear to predict a slightly larger core
size, although the core growth rate is very similar to the theoretical one fit-
ted to experiments. The particle-mesh solver predicts that the viscous core
resulting from the roll-up process behind the blade approaches a Gaussian
shape, while in the PIV measurements a core velocity profile with a slightly
less pronounced outer slope has been found. Finally, regarding the leapfrog-
ging location of the vortices in the wake of an asymmetric rotor, both solvers
can capture the evolution of the underlying pairing instability fairly well.
Regarding the computational time, the hybrid filament simulations with a
resolution ∆ = 0.4 cm have been carried out in 32 cores during approxi-
mately 4 hours. The higher fidelity particle-mesh simulations with ∆ = 0.1
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Particle-mesh Hybrid-filament
Vortex location
Vortex strength
Viscous core size

Viscous core profile
Viscous core growth

Instantaneous flow field
Mean flow field

Near wake profile
Far wake profile
Wake interaction

Leapfrogging location

Table 3: Qualitative comparison of the efficacy of the particle-mesh and hybrid-filament
methods.

cm have been performed in 384 cores for about 12 hours. Finally, a single
particle-mesh simulation with the very fine resolution of ∆ = 0.05 cm has
been carried out in 800 cores during approximately 69 hours. In the future,
the MIRAS solver will be used for the assessment of the impact of the radial
blade perturbation on the far wake flow, focusing on its effect on turbines
located downstream. Additionally, other types of geometrical perturbations
will be studied, e.g. blade bending, winglets, flaps, etc.
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