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ASYMPTOTIC STABILITY OF PRECESSING DOMAIN WALLS FOR THE
LANDAU-LIFSHITZ-GILBERT EQUATION IN A NANOWIRE WITH

DZYALOSHINSKII-MORIYA INTERACTION

RAPHAËL CÔTE AND RADU IGNAT

ABSTRACT. We consider a ferromagnetic nanowire and we focus on an asymptotic regime
where the Dzyaloshinskii-Moriya interaction is taken into account.

First we prove a dimension reduction result via Γ-convergence that determines a limit
functional 𝐸 defined for maps 𝑚 : R → S2 in the direction 𝑒1 of the nanowire. The en-
ergy functional 𝐸 is invariant under translations in 𝑒1 and rotations about the axis 𝑒1. We
fully classify the critical points of finite energy 𝐸 when a transition between −𝑒1 and 𝑒1 is
imposed; these transition layers are called (static) domain walls.

The evolution of a domain wall by the Landau-Lifshitz-Gilbert equation associated to 𝐸
under the effect of an applied magnetic field ℎ(𝑡)𝑒1 depending on the time variable 𝑡 gives
rise to the so-called precessing domain wall. Our main result proves the asymptotic stability
of precessing domain walls for small ℎ in 𝐿∞([0,+∞)) and small 𝐻1(R) perturbations of
the static domain wall, up to a gauge which is intrinsic to invariances of the functional 𝐸.

1. INTRODUCTION

1.1. A reduced model in a ferromagnetic nanowire with Dzyaloshinskii-Moriya in-
teraction (DMI). We consider a nanowire modeled by a straight line R𝑒1 ⊂ R3 where
𝑒1 = (1, 0, 0), 𝑒2 = (0, 1, 0), 𝑒3 = (0, 0, 1) is the canonical basis of R3 and magnetisations
𝑚 = (𝑚1 , 𝑚2 , 𝑚3) : R→ S2 of this nanowire, with values into the unit sphere S2 ⊂ R3, to
which we associate the energy functional

𝐸(𝑚) = 1
2

ˆ
R
|𝜕𝑥𝑚 |2 + 2𝛾𝜕𝑥𝑚 · (𝑒1 ∧ 𝑚) + (1 − 𝑚2

1) 𝑑𝑥,(1.1)

where 𝑥 is the variable in direction 𝑒1 of the nanowire and 𝛾 ∈ R is a given constant with

𝛾2 < 1.

Here, · and ∧ are the scalar and cross product in R3. As 𝑚 ∈ S2, we often use 1 − 𝑚2
1 =

𝑚2
2 +𝑚2

3 . This model is obtained by Γ-convergence in a special regime for a ferromagnetic
nanowire with Dzyaloshinskii-Moriya interaction (see Theorem 2.1 in Section 2 below).
In several places it will be convenient to work with the map 𝑚 in spherical coordinates
(𝜑, 𝜃) on the sphere S2 with respect to the 𝑒1 axis, that is

(1.2) 𝑚 = ©«
cos𝜃

sin𝜃 cos 𝜑
sin𝜃 sin 𝜑

ª®¬ .
Note that a continuous map 𝑚 : R → S2 avoiding the poles {±𝑒1} = {(±1, 0, 0)} admits
continuous spherical coordinates (𝜑, 𝜃) : R→ R2 in (1.2).
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Our first task in this paper is to characterise the minimisers of the energy 𝐸 when a tran-
sition from −𝑒1 to 𝑒1 is imposed at ±∞, which we call (static) domain walls. The family of
such minimisers is invariant under the following transformations:

• translation in space 𝜏𝑦𝑚(𝑥) = 𝑚(𝑥 − 𝑦) for 𝑦 ∈ R, and

• rotation 𝑅𝜙 = ©«
1 0 0
0 cos 𝜙 − sin 𝜙
0 sin 𝜙 cos 𝜙

ª®¬ about the axis 𝑒1 and angle 𝜙 ∈ R.

This is due to the invariance of the energy 𝐸(𝑚) under these transformations. Thus, we
are naturally led to define a gauge (or action of the group)

𝐺 = (R2 ,+)
over magnetisations 𝑚 : R→ S2 by setting for 𝑔 = (𝑦, 𝜙) ∈ 𝐺:

(1.3) 𝑔.𝑚 := 𝜏𝑦𝑅𝜙𝑚 = 𝑅𝜙𝜏𝑦𝑚.

Observe that this action is commutative (i.e., 𝑔.(�̃�.𝑚) = (𝑔 + �̃�).𝑚 = �̃�.(𝑔.𝑚) for every
𝑔, �̃� ∈ 𝐺), 𝑔.𝑒1 = 𝑒1 and for any 𝑔 = (𝑦, 𝜙) ∈ 𝐺, 𝑚, �̃� : R→ S2,

(𝑔.𝑚) ∧ (𝑔.�̃�) = 𝑔.(𝑚 ∧ �̃�), (𝑔.𝑚) · (𝑔.�̃�) = 𝜏𝑦(𝑚 · �̃�),
𝜕𝑦(𝑔.𝑚) = −𝑔.𝜕𝑥𝑚, 𝜕𝜙(𝑔.𝑚) = 𝑒1 ∧ 𝑔.𝑚 = 𝑔.(𝑒1 ∧ 𝑚).(1.4)

We refer to Appendix A where we gather a few other useful algebraic identities.

Our second and main concern in this paper is to study the evolution of a magnetisation
under the effect of an applied magnetic field

𝐻𝑎 = ℎ(𝑡)𝑒1
in the direction 𝑒1 and of intensity ℎ(𝑡) that is a given scalar continuous function depending
on the time variable 𝑡. As the magnetisation moves, it creates the magnetic field 𝐻: this
effective field 𝐻 is composed by the gradient 𝛿𝐸(𝑚) of the energy 𝐸 together with the
applied field 𝐻𝑎 , i.e.,

𝐻 = 𝐻(𝑚) = −𝛿𝐸(𝑚) + 𝐻𝑎(1.5)
with 𝛿𝐸(𝑚) = −𝜕𝑥𝑥𝑚 − 2𝛾𝑒1 ∧ 𝜕𝑥𝑚 + 𝑚2𝑒2 + 𝑚3𝑒3.

The magnetisation𝑚 = 𝑚(𝑡 , 𝑥) evolves according to the Landau-Lifshitz-Gilbert equation:

(LLG) 𝜕𝑡𝑚 = 𝑚 ∧ 𝐻(𝑚) − 𝛼𝑚 ∧ (𝑚 ∧ 𝐻(𝑚)),
where 𝛼 > 0 is a given damping coefficient. We are especially interested here in the study
of the flow of (LLG) near (static) domains walls. More precisely, the evolution of (static)
domain walls by the equation (LLG) gives rise to the so-called precessing domain walls and
we want to prove the asymptotic stability of these precessing domain walls for the applied
magnetic field𝐻𝑎 = ℎ(𝑡)𝑒1 with ℎ small in 𝐿∞([0,+∞)) and perturbation of the initial data
(given by the static domain walls) that is small in 𝐻1(R).
1.2. Description of static and precessing domain walls. Note that every configuration
𝑚 : R → S2 of finite energy 𝐸(𝑚) < ∞ admits limits belonging to {±𝑒1} as 𝑥 → ±∞ (see
e.g. Lemma B.2). In the following, we focus on configurations such that

𝑚(±∞) = (±1, 0, 0), i.e., lim
𝑥→±∞𝑚(𝑥) = ±𝑒1.

Our first result gives a complete classification of (static) domain walls: they actually all
derive from two explicit domain walls𝑤±∗ (which, in spherical coordinates, corresponds to
taking the opposite angle of 𝜃∗) under the gauge 𝐺 defined in (1.3). The precise statement
is the following.
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Theorem 1.1 (Static domain walls). For 𝛾2 < 1, every finite energy critical point 𝑚 of 𝐸 in
(1.1) connecting ±𝑒1, i.e.,

𝑚 ∧ 𝛿𝐸(𝑚) = 0 with 𝐸(𝑚) < ∞ and 𝑚(±∞) = (±1, 0, 0),(1.6)
has the form

𝑚 = 𝑔.𝑤±∗ for some 𝑔 = (𝑦, 𝜙) ∈ 𝐺,
where 𝑤±∗ are given in spherical coordinates¹ by (𝜑∗ ,±𝜃∗), i.e.,

(1.7) 𝑤±∗ = ©«
cos𝜃∗

± sin𝜃∗ cos 𝜑∗
± sin𝜃∗ sin 𝜑∗

ª®¬ with 𝜑∗(𝑥) = −𝛾𝑥, 𝜃∗(𝑥) = 2 arctan(𝑒−
√

1−𝛾2𝑥), 𝑥 ∈ R.

Equivalently, 𝜃∗ : R→ (0,𝜋) defined in the above theorem solves the first order ODE

(1.8) 𝜕𝑥𝜃∗ = −√
1 − 𝛾2 sin𝜃∗ , 𝜃∗(−∞) = 𝜋, 𝜃∗(+∞) = 0.

Differentiating (1.7), by the above ODE in 𝜃∗, we deduce that 𝑤±∗ satisfies the system of
first order ODEs (see (3.8) below):

𝜕𝑥𝑤±∗ =
√

1 − 𝛾2𝑤±∗ ∧ (𝑒1 ∧ 𝑤±∗ ) − 𝛾𝑒1 ∧ 𝑤±∗ .
The case 𝛾 = 0 (i.e., absence of DMI) corresponds to (in-plane) static domain walls where
a rotation in 𝜃∗ of 180◦ takes place along the nanowire axis 𝑒1; these transitions are called
Bloch walls (see e.g. [6, 24]). We highlight that the novelty of Theorem 1.1 consists in
treating the more general case 𝛾2 < 1 of the Dzyaloshinskii-Moriya interaction for critical
points of finite energy 𝐸. If 𝛾 ≠ 0, next to the rotation in 𝜃∗, the optimal transition layer
carries out a rotation in 𝜑∗ in the plane (𝑒2 , 𝑒3) transversal to the nanowire axis 𝑒1.
The evolution of a (static) domain wall under the (LLG) flow for the time-dependent ap-
plied magnetic field 𝐻𝑎 = ℎ(𝑡)𝑒1 is given by the precessing domain wall:

Corollary 1.2 (Precessing domain walls). Let 𝛾2 < 1, 𝛼 ∈ R and ℎ ∈ 𝐿1
loc([0,+∞),R). Define

the 𝑊1,1
loc gauge 𝑔∗ = (𝑦∗ , 𝜙∗) : 𝑡 ∈ [0,+∞) → 𝐺 by the initial conditions 𝑦∗(0) = 0, 𝜙∗(0) = 0

and the derivative ¤𝑔∗ = ( ¤𝑦∗ , ¤𝜙∗) (in the 𝐿1
loc sense) given by

(1.9) ∀𝑡 ⩾ 0, ¤𝑦∗ = − 𝛼ℎ(𝑡)√
1 − 𝛾2

, ¤𝜙∗ =
( − 1 + 𝛼𝛾√

1 − 𝛾2

)
ℎ(𝑡).

Then the maps (𝑡 , 𝑥) ∈ [0,+∞) × R ↦→ 𝑔∗(𝑡).𝑤±∗ (𝑥) ∈ S2 having spherical coordinates²
(1.10)

(
𝜑∗(𝑥 − 𝑦∗(𝑡)) + 𝜙∗(𝑡),±𝜃∗(𝑥 − 𝑦∗(𝑡))) ,

with 𝜑∗ and 𝜃∗ given in (1.7) are two solutions to (LLG) with initial data 𝑤±∗ at 𝑡 = 0. These
solutions are called precessing domain walls.

Note that in this statement, we do not require 𝛼 > 0, although this condition is the phys-
ically relevant one, but we will require it in our stability result (see Theorem 1.4 below).
In the case 𝛾 = 0, the precessing domain walls were reported in [12], whose linear as-
ymptotic stability was proved in [11] (the nonlinear asymptotic stability is verified only

¹This is unambiguous because 𝑤±∗ does not touch ±𝑒1 for any 𝑥 ∈ R. In the canonical basis (𝑒1 , 𝑒2 , 𝑒3), (1.7)
can be rewritten as

𝑤±∗ = tanh
(√

1 − 𝛾2𝑥
)
𝑒1 ± 1

cosh(√1 − 𝛾2𝑥)

(
cos(𝛾𝑥)𝑒2 − sin(𝛾𝑥)𝑒3

)
.

²The precessing domain wall represents the time-dependent translation of the static wall 𝑤±∗ whose centre
𝑦∗ evolves by (1.9) that is combined with a time-dependent precession about the nanowire axis 𝑒1 encoded in
the rotation of angle 𝜙∗ in the plane (𝑒2 , 𝑒3) evolving by (1.9). Thus, this evolution is fundamentally different
than the more common travelling waves (e.g., the Walker wall [28]).
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numerically in [11] in the case 𝛾 = 0). Our aim is to prove rigorously the nonlinear as-
ymptotic stability of precessing domain walls in the more general case 𝛾2 < 1 when the
Dzyaloshinskii-Moriya interaction is taken into account.
Note that in our stability statement, we will require more regularity on ℎ than in Corollary
1.2, namely that ℎ ∈ 𝐿∞([0,+∞),R) (and small in that space): obviously in that case, the
corresponding gauge 𝑔∗ is Lipschitz continuous (and of class C 1 if ℎ is assumed to be con-
tinuous). Provided that ℎ ∈ 𝐿∞([0,∞)) and 𝛼 > 0, by Theorem 4.1 below, the precessing
domain walls (1.10) are the unique solutions to (LLG) with initial data 𝑤±∗ .

1.3. Asymptotic stability under the Landau-Lifshitz-Gilbert flow. We denote 𝐻𝑠 (and
𝐿𝑝) for the Sobolev space 𝐻𝑠(R,R3) with 𝑠 ⩾ 0 (and the Lebesgue space 𝐿𝑝(R,R3) with
𝑝 ∈ [1,∞], respectively). We also denote ¤𝐻𝑠 for the homogeneous Sobolev space whose
seminorm is given via Fourier transform:

(1.11) ‖𝑚‖2
¤𝐻𝑠 := 1

2𝜋

ˆ
R
|�̂�(𝜉)|2 |𝜉|2𝑠𝑑𝜉, where �̂�(𝜉) =

ˆ
R
𝑒−𝑖𝑥𝜉𝑚(𝑥) 𝑑𝑥.

(In particular, ‖𝑚‖ ¤𝐻2 = ‖𝜕𝑥𝑥𝑚‖𝐿2). In the following, we work in the spaces H 𝑠 (for 𝑠 ⩾ 1)
modelled on the inhomogeneous Sobolev spaces 𝐻𝑠 (whose norm is given by ‖ · ‖𝐻𝑠 =
‖ · ‖𝐿2 + ‖ · ‖ ¤𝐻𝑠 ) but adapted to the geometry of the target manifold S2. More precisely, we
define for 𝑠 ⩾ 1:

H 𝑠 := {𝑚 = (𝑚1 , 𝑚2 , 𝑚3) ∈ C (R, S2) : ‖𝑚‖H 𝑠 < +∞}(1.12)
with ‖𝑚‖H 𝑠 := ‖𝑚2‖𝐿2 + ‖𝑚3‖𝐿2 + ‖𝑚‖ ¤𝐻𝑠 .

(Note that 𝑚 ∈ H 𝑠 implies that 𝑚1 is not in 𝐿2.) In particular, H 1 corresponds to the
set of finite energy configurations 𝐸(𝑚) < +∞ (see Lemmas B.1 and B.2 in Appendix B)
in which case, the energy gradient 𝛿𝐸(𝑚) ∈ 𝐻−1. Also if 𝑚, �̃� ∈ H 1 with 𝑚(±∞) =
�̃�(±∞), then 𝑚 − �̃� ∈ 𝐻1. Moreover, if 𝑤∗ is one of the domain walls 𝑤±∗ in (1.7), then
every configuration 𝑚 ∈ H 1 with ‖𝑚 − 𝑤∗‖H 1 small enough stays close to 𝑤∗ in 𝐻1, i.e.,
‖𝑚 − 𝑤∗‖𝐻1 ≲ ‖𝑚 − 𝑤∗‖H 1 (we refer to Proposition B.3 and Lemma B.7 for proofs and
more details).

Remark 1.3. Note that all the derivates of 𝑤±∗ of order 𝑘 ⩾ 1 are exponentially localised,
so that 𝑤±∗ ∈ H 𝑘 for all 𝑘 ⩾ 1. In particular, for any 𝑔 ∈ 𝐺, 𝑔.𝑤±∗ − 𝑤±∗ ∈ 𝐻1 and more
generally if 𝑤 ∈ 𝑤±∗ + 𝐻1 then 𝑔.𝑤 ∈ 𝑤±∗ + 𝐻1 for any 𝑔 ∈ 𝐺, an observation we will use
on several occasions (see (4.6) below).

Our main result is the asymptotic stability of precessing domain walls in 𝐻1 for small ap-
plied magnetic field ℎ and under small perturbations of the initial data, up to an adequate
gauge choice. It means that for small ℎ ∈ 𝐿∞([0,+∞)), if the flow (LLG) starts with an ini-
tial data 𝑚0 close in H 1 to a (static) domain wall 𝑤±∗ , then the (unique) solution 𝑚(𝑡 , 𝑥)
of (LLG) stays close in the 𝐻1 topology at all times 𝑡 > 0 to the precessing domain wall
𝑔∗(𝑡).𝑤±∗ (given in Corollary 1.2), up to a fixed gauge 𝑔∞ ∈ 𝐺. This gauge freedom cannot
be avoided due to the invariance of the equation, and it is the only degree of freedom in
the problem.

Theorem 1.4 (Asymptotic stability of precessing domain walls in 𝐻1). Let 𝛼 > 0 and 𝛾 ∈
(−1, 1). There exist 𝛿0 > 0, 𝜎 > 0 and 𝐶 > 0 such that the following holds: if 𝑤∗ ∈ {𝑤±∗ },
ℎ ∈ 𝐿∞([0,+∞),R) and the initial data 𝑚0 ∈ H 1 satisfy

‖𝑚0 − 𝑤∗‖H 1 < 𝛿0 , ‖ℎ‖𝐿∞([0,+∞)) < 𝛿0 ,(1.13)

then there exist a unique solution 𝑚 ∈ C ([0,+∞),H 1) of (LLG) with the initial data𝑚0, defined
globally for forward times 𝑡 > 0, and a Lipschitz gauge 𝑔 = (𝑦, 𝜙) : [0,+∞) → 𝐺 such that

∀𝑡 ⩾ 0, | ¤𝑔(𝑡) − ¤𝑔∗(𝑡)| + ‖𝑚(𝑡) − 𝑔(𝑡).𝑤∗‖𝐻1 ⩽ 𝐶𝑒−𝜎𝑡 ‖𝑚0 − 𝑤∗‖H 1 ,(1.14)
4



where 𝑔∗ is defined in (1.9). In particular, there exists a gauge 𝑔∞ ∈ 𝐺 such that |𝑔∞ | ⩽ 𝐶‖𝑚0 −
𝑤∗‖H 1 and

∀𝑡 ⩾ 0, ‖𝑚(𝑡) − (𝑔∞ + 𝑔∗(𝑡)).𝑤∗‖𝐻1 ⩽ 𝐶𝑒−𝜎𝑡 ‖𝑚0 − 𝑤∗‖H 1 .(1.15)

Remark 1.5. The asymptotic stability of the precessing domain walls is expected to fail for
large applied fields |ℎ |, as mentioned in the formal paper [11]. The heuristic explanation is
the following: for a constant applied field ℎ(𝑡) = ℎ0 > 1−𝛾2 (resp. ℎ0 < −(1−𝛾2)), the static
constant solution 𝑚 = −𝑒1 (resp. 𝑚 = +𝑒1) is linearly unstable, i.e., the second variation
𝐷2𝐸(𝑚) is negative in some direction orthogonal to 𝑒1. As the precessing domain walls are
exponentially localised in space (i.e., in 𝑥 variable) at fixed time, they are nearly constant
away from the domain wall; therefore, it is expected that the precessing domain walls are
similarly unstable for |ℎ0 | > 1− 𝛾2 (see also [22] for a rigourous proof). Numerical results
are also provided in [11] to support this expectation.

1.4. Comments. Earlier stability results (for 𝐻2 perturbation) were obtained by Carbou
and Labbé [6] for static domain walls (called Bloch walls), in the absence of applied field.
Jizzini [22] establishes 𝐻1 stability under a constant applied field (up to the optimal size),
without proving any exponential decay, see also [4, 5]. These cited works are done in the
absence of DMI, i.e., 𝛾 = 0. Their approach is rather different from ours as it is focused
on obtaining a Lyapunov type argument, by studying the linearised operator around the
travelling wave (associated to the Bloch wall under the (LLG) flow) and putting in evi-
dence a spectral gap. We also refer to Takasao [30] where a similar method was used to
prove asymptotic 𝐻1 stability of a travelling wave called the Walker wall, which appears
in a different context (the transition layers connect the transversal directions −𝑒2 and 𝑒2 to
the nanowire and the anisotropy penalises the 𝑚1 component) under a constant applied
field and in absence of DMI.

Our method is significantly different from [6, 30]: for the proof of Theorem 1.4, we es-
sentially rely on an adequate expansion of the energy dissipation identity (see (4.1) and
Proposition 4.16), and on the positivity of the damping coefficient 𝛼 > 0, as do all the sta-
bility results quoted above. (In case of no damping, i.e., 𝛼 = 0, the equation will have the
flavour of a Schrödinger map equation, for which stability questions of domain walls are
widely open.) Doing so, we are able to consider applied magnetic fields ℎ(𝑡) depending on
time which are not necessarily continuous: this can turn out to be very relevant in control
questions, where the intensity of the applied field is a natural control (for this matter, we
refer to the work of Carbou, Labbé and Trelat [8]). On this topic, let us emphasise that the
regularity assumption ℎ ∈ 𝐿∞ makes a lot of sense (for bang-bang controls in particular)
and this is why we rather state and prove our result under this condition, and not under
slightly more regular assumption such as ℎ continuous and bounded (which would yield
C 1 regularity of 𝑚 and 𝑔).
We are also able to treat more general energy functionals, and specifically the Dzyaloshin-
skii-Moriya interaction³ – which is physically relevant – and a more involved geometric
context (we consider precessing domain walls, with the additional action of rotations next
to translations); even though one might be able to implement a Lyapunov argument in this
context, the computations should turn out to be noticeably trickier than those we perform.

We mentioned above that [11] proved linear stability of precessing domain walls (without
the Dzyaloshinskii-Moriya interaction), and we took some inspiration from their compu-
tation. But at the linear level, the geometric considerations can be mostly avoided. To be
able to complete the stability proof at the nonlinear level, the evolution equation (LLG)

³One idea in treating the DMI at the stationary level is to consider the rotated magnetization 𝑀 = 𝑅𝜑∗𝑚
with 𝜑∗ given in (1.7) yielding an energy density for 𝑀 without DMI, see Step 2 in the proof of Theorem 1.1.
One could also use this rotated magnetisation at the dynamical level, however our method based on modu-
lation is rather indifferent on DMI, and the computations do not get more technical due to DMI.
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has to be written under a suitable gauge transform, corresponding to the choice of an or-
thogonal frame. In particular, we develop a modulation theory in the context of functions
taking values into a manifold (see Lemma 4.2 and Proposition 4.11), where the regularity
issues are to be taken care with caution. Another important difficulty in making the argu-
ments rigorous (when compared to [11]) is that the energy 𝐸 is coercive around a domain
wall 𝑤∗ only at level 𝐻1 of regularity but the dissipative effects are accessible only at level
𝐻2; hence, the functional setting and bootstrap are to be carefully chosen. We also made
a point of presenting the results in the energy space H 1, and we refer to Propositions B.3
and Lemmas B.7 which state how H 1 is related to 𝑤∗ + 𝐻1.

On the bright side, our arguments are amenable to space localisation: this an important
improvement with respect to [6, 30], and actually a great motivation for this work. Our
method should indeed be effective to understand more complicated configurations, for
example the dynamics of several domain walls in interaction. We conjecture that, at least
for sufficiently small applied field ℎ, generic magnetisations behave as a combination of
far-off walls. As critical points of the energy 𝐸 with several walls do not exist (see Re-
mark 3.1), they either collide or they separate at infinite distance; in view of the possible
relative speeds, it seems that at most two walls are possible. This will be the purpose of
forthcoming works.

The paper is organised as follows. In Section 2, we present the derivation of the reduced
micromagnetic model in (1.1) by proving a dimension reduction result via Γ-convergence
in a certain regime for a ferromagnetic nanowire. In Section 3, we prove the results on static
domain walls, namely Theorem 1.1 as well as the structure of the precessing domain walls
in Corollary 1.2. In Section 4, we prove modulation results at the stationary level in Lemma
4.2 and at the dynamical level in Proposition 4.11; these results together with the energy
coercivity and energy dissipation estimates in Proposition 4.16 are the main ingredients in
proving the asymptotic stability result in Theorem 1.4. In Appendix, we give a few useful
identities regarding the gauge 𝑔 ∈ 𝐺, and various properties of the space H 1, related
with the energy 𝐸 and the Sobolev space 𝐻1.

2. DIMENSION REDUCTION VIA Γ-CONVERGENCE

Let Ω ⊂ R3 be a cylinder modelling a nanowire of axis (−𝐿, 𝐿) in direction 𝑒1 and cross-
section given by the disk 𝐵𝑅 centred at the origin of radius 𝑅 in the plane (𝑒2 , 𝑒3). For a
magnetisation𝑚 : Ω → S2, the following 3D micromagnetic energy functional is defined:

E(𝑚) =
ˆ
Ω
𝑑2 |∇𝑚 |2 +𝑄Φ(𝑚) + 𝐷𝑀𝐼(𝑚) 𝑑𝑋 +

ˆ
R3

|∇𝑈 |2 𝑑𝑋
where 𝑋 = (𝑋1 , 𝑋2 , 𝑋3) ∈ R3 is the space variable, 𝑑 > 0 is the exchange length, 𝑄 > 0 is
the quality factor associated to the uniaxial anisotropy of the form

Φ(𝑚) = 1 − 𝑚2
1 = 𝑚2

2 + 𝑚2
3

favouring the axes ±𝑒1. Here, 𝑈 : R3 → R is the stray-field potential solving the static
Maxwell equation

Δ𝑈 = ∇ · (𝑚1Ω) in R3 ,

where one thinks of 𝑚 = 𝑚1Ω as being extended by 0 outside Ω. We take into account the
Dzyaloshinskii-Moriya interaction (DMI) that has the energy density

𝐷𝑀𝐼(𝑚) = 𝐷 : (∇𝑚 ∧ 𝑚) =
3∑
𝑘=1

𝐷𝑘 · (𝜕𝑘𝑚 ∧ 𝑚)

where the tensor 𝐷 = (𝐷1 , 𝐷2 , 𝐷3) ∈ R3×3 depends on the ferromagnetic material, ∧ is
the exterior product in R3 and : stands for the Frobenius inner product of tensors.
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The variational problem to describe minimisers for E is nonlocal (due to the stray-field
∇𝑈) and nonconvex (due to the constraint |𝑚 | = 1). We will focus on a regime of very thin
and hard nanowire where the nonlocal contribution of the stray-field energy becomes
negligible.

2.1. Asymptotic regime. We denote 𝑎 � 𝑏 (or 𝑎 = 𝑜(𝑏)) if 𝑎𝑏 → 0, resp. 𝑎 ≲ 𝑏 (or 𝑎 = 𝑂(𝑏))
if there is a constant 𝐶 > 0 such that 𝑎 ⩽ 𝐶𝑏, and 𝑎 ∼ 𝑏 if 𝑎 ≲ 𝑏 and 𝑏 ≲ 𝑎. We also denote
𝑜𝑎(1) a quantity that tends to 0 as 𝑎 → 0. Denoting the length scale

𝜌 := 𝑑√
𝑄
,

we assume the following regime of parameters between the length 𝐿 of the nanowire, the
thickness 𝑅 of the cross-section, the exchange length 𝑑, the Dzyaloshinskii-Moriya tensor
𝐷 and 𝜌:

(2.1)


𝑅 � 𝜌 � 𝐿,

𝜌𝐿
𝑑2 � 1,

𝜌

𝑑2𝐷1,1 ∼ 1,
𝜌
𝑑2 (|𝐷1,2 | + |𝐷1,3 | + |𝐷2,1 | + |𝐷3,1 |) � 1,√
𝜌𝐿
𝑑2 (|𝐷2,2 | + |𝐷2,3 | + |𝐷3,2 | + |𝐷3,3 |) � 1,

where 𝐷𝑘 = (𝐷𝑘,1 , 𝐷𝑘,2 , 𝐷𝑘,3) for 𝑘 = 1, 2, 3. The asymptotic analysis is carried out after
the parameter

𝜂 := 𝑅
𝜌

→ 0,

assuming that all the parameters of the system are functions depending on 𝜂. In the fol-
lowing, we assume more than 𝜌

𝑑2𝐷1,1 ∼ 1; namely,

(2.2)
𝜌

𝑑2𝐷1,1 → −2𝛾 as 𝜂 → 0,

for a constant 𝛾 ∈ (−1, 1). In particular, we have

𝑅 � 𝑑√
𝑄

� 𝐿 � 𝑑
√
𝑄, 1 � 𝑄,

which means that the material is hard (i.e., the quality factor is large), the nanowire is very
thin and of short length (since 𝑑 is of order of nanometers). As we prove in Theorem 2.1
below, the stray-field contribution vanishes asymptotically in the regime (2.1) & (2.2).

2.2. Rescaling. We rescale as follows:

�̃� = (𝑋1/𝜌, 𝑋2/𝑅, 𝑋3/𝑅), Ω̃ = (−𝐿/𝜌, 𝐿/𝜌) × 𝐵1 , �̃�(�̃�) = 𝑚(𝑋), �̃�(�̃�) = 1
𝑅
𝑈(𝑋),

�̃�𝜂(�̃�) :=
𝜌

𝑑2𝑅2E(𝑚).
Therefore, denoting ′ for the quantities depending on the last two variables (i.e., �̃�′ = (�̃�2 , �̃�3),
∇̃′ = (�̃�2 , �̃�3), �̃�′ = (�̃�2 , �̃�3), 𝐷′ = (𝐷2 , 𝐷3) ∈ R3×2 etc …), we have

�̃�𝜂(�̃�) =
ˆ
Ω̃
|�̃�1�̃� |2 + | 1

𝜂
∇̃′�̃� |2 +Φ(�̃�) + 𝜌

𝑑2

(
𝐷1 · �̃�1�̃� ∧ �̃� + 𝐷′ : (1

𝜂
∇̃′�̃�) ∧ �̃�

)
𝑑�̃�(2.3)

+ 𝑅2

𝑑2

ˆ
R3

|�̃�1�̃� |2 + | 1
𝜂
∇̃′�̃� |2 𝑑�̃�

where 𝜂2�̃�11�̃� + Δ̃′�̃� = 𝜂�̃�1(�̃�11Ω̃) + ∇̃′ · (�̃�′
1Ω̃) in R3. For simplicity of notation, we skip

the ·̃ in the following.
7



2.3. Γ-convergence. For every 𝜂 > 0 small, we focus on configurations defined on the
infinite cylinder

Σ := R × 𝐵1

that are constant and equal to ±𝑒1 outside the rescaled nanowire Σ𝜂 := (−𝐿/𝜌, 𝐿/𝜌) × 𝐵1 ,
i.e.,

M𝜂 =
{
𝑚 : Σ → S2 : ‖𝑚‖H 1(Σ) < ∞, 𝑚′ = (𝑚2 , 𝑚3) = 0 if |𝑥1 | ⩾ 𝐿/𝜌}

where M𝜂 is endowed with the seminorm
‖𝑚‖H 1(Σ) := ‖∇𝑚‖𝐿2(Σ) + ‖𝑚′‖𝐿2(Σ).

As 𝑚 ∈ M𝜂 is constant outside of Σ𝜂, we can rewrite the energy (2.3) as

𝐸𝜂(𝑚) =
ˆ
Σ
|𝜕1𝑚 |2 + | 1

𝜂
∇′𝑚 |2 +Φ(𝑚) + 𝜌

𝑑2

(
𝐷1 · 𝜕1𝑚 ∧ 𝑚 + 𝐷′ : (1

𝜂
∇′𝑚) ∧ 𝑚

)
𝑑𝑋(2.4)

+ 𝑅2

𝑑2

ˆ
R3

|𝜕1𝑈 |2 + | 1
𝜂
∇′𝑈 |2 𝑑𝑋,

where the stray-field potential𝑈 : R3 → R is the unique solution in ¤𝐻1(R3) of

𝜕11𝑈 + 1
𝜂2Δ

′𝑈 =
1
𝜂
(𝜕1 ,

1
𝜂
∇′) · (𝑚1Σ𝜂) in R3 ,

i.e. (in consequence of the Lax-Milgram theorem applied in the space ¤𝐻1(R3) under the
assumption 𝑚 ∈ 𝐿2(Σ𝜂)),ˆ

R3
(𝜕1 ,

1
𝜂
∇′)𝑈 · (𝜕1 ,

1
𝜂
∇′)𝜁 𝑑𝑋 =

1
𝜂

ˆ
Σ𝜂

𝑚 · (𝜕1 ,
1
𝜂
∇′)𝜁 𝑑𝑋, for every 𝜁 ∈ C∞

𝑐 (R3).

As 𝑚 ∈ 𝐿2(Σ𝜂), due to the density of C∞
𝑐 (R3) in ¤𝐻1(R3), the above equality is satisfied for

all 𝜁 ∈ ¤𝐻1(R3). In particular, for 𝜁 = 𝑈 it yields

(2.5)
ˆ
R3

��(𝜕1 ,
1
𝜂
∇′)𝑈 ��2 𝑑𝑋 ⩽ 1

𝜂2

ˆ
Σ𝜂

|𝑚 |2 𝑑𝑋.

Our result shows that in the regime (2.1)& (2.2), 𝐸𝜂 Γ-converges to the limit energy

(2.6) 𝐸0(𝑚) =
ˆ
Σ
|𝜕1𝑚 |2 +Φ(𝑚) − 2𝛾𝑒1 · 𝜕1𝑚 ∧ 𝑚 𝑑𝑋

that is defined for configurations depending only on 𝑋1:

M0 =
{
𝑚 : Σ → S2 : 𝑚 = 𝑚(𝑋1), ‖𝑚‖H 1(Σ) < ∞}

,

in particular, 𝑚′ has vanishing limit as 𝑋1 → ±∞ (as 𝑚′ ∈ 𝐻1). Note that for 𝑚 depending
only on the variable 𝑋1, this limit model is exactly the one presented in the introduction
(up to a multiplicative constant for the energy 𝐸 in (1.1)). The Γ-convergence ⁴ is carried
out in the H 1(Σ) weak topology, i.e., we say that 𝑚𝜂 ⇀ 𝑚0 weakly in H 1(Σ)-topology if
and only if ∇𝑚𝜂 ⇀ ∇𝑚0 and 𝑚′

𝜂 ⇀ 𝑚′
0 weakly in 𝐿2(Σ).

Theorem 2.1 (Γ-convergence). Let 𝐸𝜂 be given in (2.4) and 𝐸0 in (2.6). In the regime (2.1)&

(2.2), 𝐸𝜂
Γ−→ 𝐸0 as 𝜂 → 0 in the weak H 1(Σ) topology, i.e.,

(1) Compactness: If 𝑚𝜂 ∈ M𝜂 such that lim sup𝜂→0 𝐸𝜂(𝑚𝜂) < ∞, then for a subsequence,
𝑚𝜂 ⇀ 𝑚0 weakly in H 1(Σ) for a limit 𝑚0 ∈ M0.

(2) Lower bound: If 𝑚𝜂 ∈ M𝜂 and 𝑚0 ∈ M0 with 𝑚𝜂 ⇀ 𝑚0 weakly in H 1(Σ) as 𝜂 → 0,
then

lim inf
𝜂→0

𝐸𝜂(𝑚𝜂) ⩾ 𝐸0(𝑚0).
⁴One can consider that 𝐸𝜂 is extended by +∞ in the set H 1(Σ) \ M𝜂, as well as 𝐸0 is extended by +∞ in

the set H 1(Σ) \ M0.
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(3) Upper bound: If 𝑚0 ∈ M0, then there exists a family 𝑚𝜂 ∈ M𝜂 such that 𝑚𝜂 → 𝑚0
strongly in H 1(Σ) as 𝜂 → 0 and

lim
𝜂→0

𝐸𝜂(𝑚𝜂) = 𝐸0(𝑚0).

The key step in the proof of Theorem 2.1 consists in showing the coercivity of 𝐸𝜂 over M𝜂:

Lemma 2.2 (Coercivity). In the regime (2.1) & (2.2), there exist two constants 𝜂𝛾 > 0 and
𝐶𝛾 > 0 such that for every 0 < 𝜂 ⩽ 𝜂𝛾,

∀𝑚 ∈ M𝜂 , 𝐸𝜂(𝑚) ⩾ 𝐶𝛾

(
− 1 +

ˆ
Σ
|𝜕1𝑚 |2 + | 1

𝜂
∇′𝑚 |2 + |𝑚′ |2 𝑑𝑋

)
.

Proof of Lemma 2.2. The idea is to absorb the DMI term into the exchange and anisotropy
term in 𝐸𝜂 (the stray-field term is non-negative and doesn’t play a role here). As 𝜌

𝑑2𝐷1,1 →
−2𝛾 as 𝜂 → 0 and |𝛾 | < 1, there exists �̃�𝛾 > 0 such that for small 𝜂 > 0:

|𝜕1𝑚′ |2 + 𝜌

𝑑2𝐷1,1𝑒1 · 𝜕1𝑚 ∧ 𝑚 + |𝑚′ |2 ⩾ �̃�𝛾(|𝜕1𝑚′ |2 + |𝑚′ |2).

Similarly, since 𝜌
𝑑2 (|𝐷2,1 | + |𝐷3,1 |) → 0 as 𝜂 → 0, we have

𝜌

𝑑2

��𝐷2,1𝑒1 · (1
𝜂
𝜕2𝑚) ∧ 𝑚�� ⩽ 𝑜𝜂(1)(| 1𝜂𝜕2𝑚′ |2 + |𝑚′ |2)

𝜌

𝑑2

��𝐷3,1𝑒1 · (1
𝜂
𝜕3𝑚) ∧ 𝑚�� ⩽ 𝑜𝜂(1)(| 1𝜂𝜕3𝑚′ |2 + |𝑚′ |2).

In order to treat the term 𝑒2 · 𝜕1𝑚 ∧ 𝑚 = 𝜕1𝑚3𝑚1 − 𝜕1𝑚1𝑚3, integration by parts and the
fact that 𝑚 ∈ M𝜂 (in particular, 𝑚3 = 0 away from a compact set) yield

ˆ
Σ
𝑒2 · 𝜕1𝑚 ∧ 𝑚 𝑑𝑋 = −2

ˆ
Σ
𝜕1𝑚1𝑚3 𝑑𝑋;

therefore, one uses that 𝜌
𝑑2 |𝐷1,2 | � 1 yielding���� 𝜌𝑑2𝐷1,2

ˆ
Σ
𝑒2 · 𝜕1𝑚 ∧ 𝑚 𝑑𝑋

���� ⩽ 𝑜𝜂(1)
ˆ
Σ
|𝜕1𝑚 |2 + 𝑚2

3 𝑑𝑋.

Similarly, 𝜌
𝑑2 |𝐷1,3 | � 1 yields���� 𝜌𝑑2𝐷1,3

ˆ
Σ
𝑒3 · 𝜕1𝑚 ∧ 𝑚 𝑑𝑋

���� ⩽ 𝑜𝜂(1)
ˆ
Σ
|𝜕1𝑚 |2 + 𝑚2

2 𝑑𝑋.

The last terms we treat as follows: since
√

𝜌𝐿
𝑑2 (|𝐷2,2 | + |𝐷2,3 | + |𝐷3,2 | + |𝐷3,3 |) → 0, 𝑚3 = 0

outside Σ𝜂 and |Σ𝜂 | = 2𝜋𝐿/𝜌, we have���� 𝜌𝑑2𝐷2,2

ˆ
Σ
𝑒2 · (1

𝜂
𝜕2𝑚) ∧ 𝑚 𝑑𝑋

���� ⩽ 𝜌

𝑑2 |𝐷2,2 |
ˆ
Σ𝜂

��1
𝜂
𝜕2𝑚

�� 𝑑𝑋 = 𝑜𝜂(1)‖ 1
𝜂
𝜕2𝑚‖𝐿2(Σ)

and the same type of estimates hold for the terms in 𝐷2,3, 𝐷3,2 and 𝐷3,3. Summing up, we
deduce the existence of a constant 𝑐𝛾 > 0 such that

𝐸𝜂(𝑚) ⩾ 𝑐𝛾

ˆ
Σ
|𝜕1𝑚 |2 + | 1

𝜂
∇′𝑚 |2 + |𝑚′ |2 𝑑𝑋 − 𝑜𝜂(1)‖ 1

𝜂
∇′𝑚‖𝐿2(Σ)

so the conclusion follows immediately. □
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Proof of Theorem 2.1. We divide the proof in several steps:
Step 1. Compactness. Assume that 𝑚𝜂 ∈ M𝜂 with lim sup𝜂→0 𝐸𝜂(𝑚𝜂) < ∞. By Lemma 2.2,

(2.7)
ˆ
Σ
|𝜕1𝑚𝜂 |2 + | 1

𝜂
∇′𝑚𝜂 |2 + |𝑚′

𝜂 |2 𝑑𝑋 ⩽ 𝐶

for some 𝐶 > 0 independent of 𝜂. Therefore, for a subsequence still denoted 𝜂 → 0, there
is a limit 𝑚0 ∈ ¤𝐻1(Σ) such that 𝑚𝜂 ⇀ 𝑚0 weakly in ¤𝐻1(Σ), strongly in 𝐿2

loc(Σ) and a.e. in
Σ, and 𝑚′

𝜂 ⇀ 𝑚′
0 weakly in 𝐿2(Σ). Moreover, |𝑚0 | = 1 in Σ (due to the a.e. convergence)

and ∇′𝑚0 = 0 in Σ (because ∇′𝑚𝜂 → 0 in 𝐿2(Σ) as 𝜂 → 0), thus, 𝑚0 depends only on 𝑋1.
We conclude that 𝑚0 ∈ M0.
Step 2. Lower bound. Let 𝑚𝜂 ∈ M𝜂 and 𝑚0 ∈ M0 with 𝑚𝜂 ⇀ 𝑚0 weakly in H 1(Σ) as
𝜂 → 0. For a subsequence, we may assume that 𝐸𝜂(𝑚𝜂) → lim inf𝜂→0 𝐸𝜂(𝑚𝜂) as 𝜂 → 0 and
lim inf𝜂→0 𝐸𝜂(𝑚𝜂) < ∞ (otherwise, the desired inequality is trivially satisfied). By Lemma
2.2, we know that (2.7) holds true. We note that

|𝜕1𝑚′
𝜂 |2 − 2𝛾𝑒1 · 𝜕1𝑚𝜂 ∧ 𝑚𝜂 + 𝛾2 |𝑚′

𝜂 |2 = (𝜕1𝑚𝜂,2 − 𝛾𝑚𝜂,3)2 + (𝜕1𝑚𝜂,3 + 𝛾𝑚𝜂,2)2.
Using the weak lower semicontinuity of the 𝐿2-norm, since ∇𝑚𝜂 ⇀ ∇𝑚0 and 𝑚′

𝜂 ⇀ 𝑚′
0

weakly in 𝐿2(Σ), we obtain

lim inf
𝜂→0

ˆ
Σ
|𝜕1𝑚′

𝜂 |2 − 2𝛾𝑒1 · 𝜕1𝑚𝜂 ∧ 𝑚𝜂 + 𝛾2 |𝑚′
𝜂 |2 𝑑𝑋

⩾
ˆ
Σ
|𝜕1𝑚′

0 |2 − 2𝛾𝑒1 · 𝜕1𝑚0 ∧ 𝑚0 + 𝛾2 |𝑚′
0 |2 𝑑𝑋

as well as

lim inf
𝜂→0

ˆ
Σ
|𝜕1𝑚𝜂,1 |2 + (1 − 𝛾2)|𝑚′

𝜂 |2 𝑑𝑋 ⩾
ˆ
Σ
|𝜕1𝑚0,1 |2 + (1 − 𝛾2)|𝑚′

0 |2 𝑑𝑋
because 𝛾2 < 1. The remaining terms in 𝐸𝜂 are either non-negative, or involve the DMI.
For DMI, we use (2.7) and the proof of Lemma 2.2 to deduce that the terms involving𝐷1,2,
𝐷1,3, 𝐷2 and 𝐷3 converge to 0 as 𝜂 → 0 in the regime (2.1) & (2.2). Finally, as 𝜌𝐷1,1

𝑑2 → −2𝛾,
we get again by (2.7):���� ( 𝜌𝑑2𝐷1,1 + 2𝛾

) ˆ
Σ
𝑒1 · 𝜕1𝑚𝜂 ∧ 𝑚𝜂 𝑑𝑋

���� = 𝑜𝜂(1)
ˆ
Σ
|𝜕1𝑚′

𝜂 |2 + |𝑚′
𝜂 |2 𝑑𝑋 → 0 as 𝜂 → 0.

Summing up, we obtain the desired lower bound.
Step 3. Upper bound. Let 𝑥 be the first coordinate 𝑥 = 𝑋1 and 𝑚 = 𝑚(𝑥) ∈ M0, in particular,
‖𝑚‖H 1(Σ) < ∞. For small 𝜀 > 0, we show that for every 0 < 𝜂 ⩽ 𝜂𝜀 there exists 𝑚𝜂 ∈ M𝜂

such that ‖𝑚−𝑚𝜂‖H 1(Σ) = 𝑜𝜀(1) and
��𝐸𝜂(𝑚𝜂)−𝐸0(𝑚)�� = 𝑜𝜀(1). For this, fix some 𝜀 ∈ (0, 1

100 ).
Note that in the regime 𝐿/𝜌 → ∞ as 𝜂 → 0, due to Lemma B.2, we may assume that for
two limits 𝑎± ∈ {±1}, 𝑚1 → 𝑎± and 𝑚′ → (0, 0) as 𝑥 → ±∞, so that

(2.8)
ˆ
R\[− 𝐿

𝜌+1, 𝐿𝜌−1]
|𝜕1𝑚 |2 + |𝑚′ |2 𝑑𝑥 ⩽ 𝜀, and |𝑚′(𝑥)| ⩽ 𝜀 for |𝑥 | ⩾ 𝐿

𝜌
− 1

and

(2.9) |𝑚1 − 𝑎± | ⩽ 𝜀2 for ± 𝑥 ⩾ 𝐿
𝜌
− 1.

We choose 𝑚𝜂 = 𝑚𝜂(𝑥) : 𝑥 ∈ R → S2 such that 𝑚𝜂 := 𝑚 on (− 𝐿
𝜌 + 1, 𝐿𝜌 − 1), 𝑚𝜂(𝑥) =

(𝑎± , 0, 0) if ±𝑥 ⩾ 𝐿
𝜌 and 𝑚𝜂 is the (unique) continuous function in R extended by linear

interpolation in the spherical coordinates 𝜃 (keeping the other spherical coordinate 𝜑
fixed) inside [− 𝐿

𝜌 ,
𝐿
𝜌 ]\ [− 𝐿

𝜌 +1, 𝐿𝜌 −1]. In other words,𝑚𝜂([ 𝐿𝜌 −1, 𝐿𝜌 ]) (resp.𝑚𝜂([− 𝐿
𝜌 ,− 𝐿

𝜌 +1]))
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is the geodesic on S2 between 𝑚( 𝐿𝜌 − 1) and 𝑎+ (resp. 𝑚(− 𝐿
𝜌 + 1) and 𝑎−). Due to (2.9), the

slope of the spherical coordinate 𝜃𝜂 of 𝑚𝜂 is of order 𝑜𝜀(1) inside [− 𝐿
𝜌 ,

𝐿
𝜌 ] \ [− 𝐿

𝜌 + 1, 𝐿𝜌 − 1],
so

(2.10)
ˆ
[− 𝐿

𝜌 ,
𝐿
𝜌 ]\[− 𝐿

𝜌+1, 𝐿𝜌−1]
|𝜕1𝑚𝜂 |2 + |𝑚′

𝜂 |2 𝑑𝑥 = 𝑜𝜀(1).

Therefore, using (2.8) and (2.10), we deduce that ‖𝑚 − 𝑚𝜂‖H 1(Σ) = 𝑜𝜀(1) andˆ
Σ
|𝜕1𝑚𝜂 |2 + | 1

𝜂
∇′𝑚𝜂 |2 + |𝑚′

𝜂 |2 𝑑𝑋 =
ˆ
Σ
|𝜕1𝑚 |2 + |𝑚′ |2 𝑑𝑋 + 𝑜𝜀(1).

As 𝑚𝜂 depends only on 𝑥 = 𝑋1, the only nonzero DMI term in 𝐸𝜂(𝑚𝜂) involves 𝐷1. The
above estimates and the regime (2.1)& (2.2) imposed on 𝐷1 = (𝐷1,1 , 𝐷1,2 , 𝐷1,3) yield

𝜌

𝑑2

ˆ
Σ
𝐷1 · 𝜕1𝑚𝜂 ∧ 𝑚𝜂 𝑑𝑋 = −2𝛾

ˆ
Σ
𝑒1 · 𝜕1𝑚 ∧ 𝑚 𝑑𝑋 + 𝑜𝜀(1) + 𝑜𝜂(1).

We prove that the stray-field energy associated to 𝑚𝜂 in 𝐸𝜂(𝑚𝜂) vanishes as 𝜂 → 0. As
Σ𝜂 = (− 𝐿

𝜌 ,
𝐿
𝜌 ) × 𝐵1, by (2.5), we have for the stray-field potential𝑈𝜂 associated to 𝑚𝜂:ˆ

R3

��(𝜕1 ,
1
𝜂
∇′)𝑈𝜂

��2 𝑑𝑋 ⩽ 1
𝜂2

ˆ
Σ𝜂

|𝑚𝜂 |2 𝑑𝑋 ⩽ 2𝜋𝐿
𝜌𝜂2 .

As 𝑅2

𝑑2
𝐿

𝜌𝜂2 = 𝜌𝐿
𝑑2 → 0 as 𝜂 → 0, summing up the above estimates, we conclude that

��𝐸𝜂(𝑚𝜂)−
𝐸0(𝑚)�� = 𝑜𝜀(1) + 𝑜𝜂(1) which is in fact 𝑜𝜀(1) for 𝜂 small enough. □

Γ-convergence results are also known in some other asymptotic regimes of nanowire whe-
re the stray-field contribution is still present in the Γ-limit functional, though as a local
term (see e.g. [29, 24, 25, 7]).

2.4. Convergence of minimisers. As a classical consequence of the Γ-convergence me-
thod, we deduce in the following the convergence of minimisers of the 3𝐷 micromagnetic
energy 𝐸𝜂 in (2.4) to minimisers of the reduced energy 𝐸0 in (2.6) when a transition from
−𝑒1 to 𝑒1 is imposed for the configurations in M𝜂 and M0, respectively. The nonstandard
part of the result is to insure the compactness of this boundary condition which is based
on the compactness result proved in [10, Lemma 1] for sign-changing configurations.

Corollary 2.3. In the regime (2.1)& (2.2), let 𝑚𝜂 be a minimiser of 𝐸𝜂 over the set {𝑚 ∈ M𝜂 :
𝑚(𝑥1 , ·) = ±𝑒1 for ± 𝑥1 ⩾ 𝐿/𝜌}. Then for a subsequence 𝜂 → 0, there exists 𝑥1,𝜂 ∈ (−𝐿/𝜌, 𝐿/𝜌)
such that 𝑚𝜂(· + 𝑥1,𝜂𝑒1) ⇀ 𝑚0 weakly in H 1(Σ) where 𝑚0 ∈ M0 is a minimiser of 𝐸0 over the
set {𝑚 ∈ M0 : 𝑚(±∞) = ±𝑒1} and 𝑒1 · 𝑚0(0) = 0.

Proof. We divide the proof in two steps:
Step 1. Existence of minimisers of 𝐸𝜂 connecting −𝑒1 to 𝑒1. For fixed 𝜂 > 0, the existence of a
minimiser𝑚𝜂 of𝐸𝜂 over the set {𝑚 ∈ M𝜂 : 𝑚(𝑥1 , ·) = ±𝑒1 for ±𝑥1 ⩾ 𝐿/𝜌} is a consequence
of the direct method in the calculus of variations. Indeed, by Lemma 2.2 applied at fixed
𝜂 > 0, the energy 𝐸𝜂 is coercive with respect to the𝐻1(Σ𝜂)-norm, therefore any minimising
sequence for the energy 𝐸𝜂 satisfying the boundary condition ±𝑒1 at 𝑥1 = ±𝐿/𝜌 converges
weakly in 𝐻1(Σ𝜂) (for a subsequence) to a minimiser 𝑚𝜂 of 𝐸𝜂 with the same boundary
condition (by the trace embedding 𝐻1(Σ𝜂) ↩→ 𝐻1/2(𝜕Σ𝜂)).
Step 2. Convergence of minimisers 𝑚𝜂 as 𝜂 → 0. For a sequence 𝜂 → 0 and minimisers 𝑚𝜂 as
above, we denote the average of 𝑚𝜂 over the cross-section {𝑥1} × 𝐵1 at each 𝑥1:

�̄�𝜂(𝑥1) = 1
𝜋

ˆ
𝐵1

𝑚𝜂(𝑥1 , 𝑥2 , 𝑥3) 𝑑𝑥2𝑑𝑥3 , 𝑥1 ∈ R.
By the upper bound in Theorem 2.1, any fixed 1𝐷 transition on S2 between ±𝑒1 on the
interval (−1, 1) (extended continuously by a constant on (−𝐿/𝜌, 𝐿/𝜌) \ (−1, 1)) leads to a
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uniform bound for {𝐸𝜂(𝑚𝜂)}𝜂→0 in the regime (2.1)& (2.2). By the coercivity in Lemma 2.2,
we deduce that {𝑚𝜂} as well as {�̄�𝜂} are bounded in ¤𝐻1(Σ). Since 𝑒1 · �̄�𝜂(±∞) = ±1, by
the compactness result [10, Lemma 1], we know that there exists a zero 𝑥1,𝜂 ∈ (−𝐿/𝜌, 𝐿/𝜌)
of 𝑒1 · �̄�𝜂 such that for a subsequence 𝜂 → 0, 𝑒1 · �̄�𝜂(· + 𝑥1,𝜂) ⇀ 𝑢 weakly in ¤𝐻1(R) and
locally uniformly in Rwith 𝑢(0) = 0 and

lim sup
𝑥1→−∞

𝑢(𝑥1) ⩽ 0 and lim inf
𝑥1→+∞ 𝑢(𝑥1) ⩾ 0.

Passing eventually to a further subsequence, we also have by Theorem 2.1 that 𝑚𝜂(· +
𝑥1,𝜂𝑒1) ⇀ 𝑚0 weakly in H 1(Σ) for a limit 𝑚0 ∈ M0. By the trace theorem applied at the
cross-section {𝑥1} × 𝐵1 at each 𝑥1 ∈ R, we deduce that 𝑒1 · �̄�0 = 𝑒1 · 𝑚0 = 𝑢 in R (as
𝑚0 depends only on 𝑥1). By Lemma B.2, we know that 𝑒1 · 𝑚0(±∞) ∈ {±1}; by the sign
constraint on 𝑢 at ±∞, we obtain that 𝑒1 · 𝑚0(±∞) = ±1, i.e., 𝑚0(±∞) = ±𝑒1. We conclude
by Theorem 2.1 that 𝑚0 is a minimiser of 𝐸0 over the set {𝑚 ∈ M0 : 𝑚(±∞) = ±𝑒1}. □

3. DOMAIN WALLS. PROOF OF THEOREM 1.1 AND COROLLARY 1.2

The gradient of the energy 𝐸 at a map 𝑚 is given by

𝛿𝐸(𝑚) = −𝜕𝑥𝑥𝑚 + 2𝛾(𝜕𝑥𝑚3𝑒2 − 𝜕𝑥𝑚2𝑒3) + 𝑚2𝑒2 + 𝑚3𝑒3.

Therefore, imposing the constraint that 𝑚 takes values into S2, such a critical point 𝑚 of
𝐸 is collinear to the gradient 𝛿𝐸(𝑚), and so 𝑚 satisfies the Euler-Lagrange equation (1.6):

𝑚 ∧ 𝛿𝐸(𝑚) = 0.

Spherical coordinates when𝑚 avoids the poles. Sometimes we use the following frame adapted
to a S2-valued magnetisation 𝑚. For that, assume 𝑚 can be written as in (1.2) using spher-
ical coordinates (𝜑, 𝜃). We will denote

(3.1) 𝑛 = 𝜕𝜃𝑚 = − 1
sin𝜃

𝑚 ∧ (𝑒1 ∧ 𝑚) and 𝑝 =
1

sin𝜃
𝜕𝜑𝑚 =

1
sin𝜃

𝑒1 ∧ 𝑚 = 𝑚 ∧ 𝑛,
so that (𝑚, 𝑛, 𝑝) is an orthonormal frame in R3. However, the writing (1.2) in spherical
coordinates can be used only in an open interval 𝐼 where 𝑚 does not touch the poles ±𝑒1.
Typically, if 𝑚 ∈ 𝐻1

loc(𝐼 , S2) then 𝑚 is continuous in 𝐼 and we assume

𝑚(𝐼) ⊂ S2 \ {±𝑒1}
(in particular 𝑚1(𝐼) ∈ (−1, 1)). Since arccos : (−1, 1) → (0,𝜋) is a diffeomorphism, there
exists a unique continuous map 𝜃 : 𝐼 → (0,𝜋) such that

𝑚1 = cos𝜃 in 𝐼 , 𝜃 ∈ 𝐻1
loc(𝐼) and 𝜕𝑥𝜃 = − 𝜕𝑥𝑚1√

1 − 𝑚2
1

a.e. in 𝐼.

Furthermore, as sin𝜃 > 0 in 𝐼, the map 1
sin𝜃

(𝑚2 , 𝑚3) : 𝐼 → S1 is continuous in the
interval 𝐼; therefore, there exists a continuous lifting 𝜑 : 𝐼 → R (unique up to an additive
2𝜋Z constant) such that (1.2) holds true in 𝐼,

𝜑 ∈ 𝐻1
loc(𝐼) and 𝜕𝑥𝜑 =

1
1 − 𝑚2

1
𝜕𝑥𝑚 · (𝑒1 ∧ 𝑚) a.e. in 𝐼.

In particular, the density of the energy 𝐸 writes a.e. in 𝐼:

(3.2) |𝜕𝑥𝑚 |2 + 2𝛾𝜕𝑥𝑚 · (𝑒1 ∧ 𝑚) + (1 − 𝑚2
1) = (𝜕𝑥𝜃)2 + sin2 𝜃

((𝜕𝑥𝜑 + 𝛾)2 + 1 − 𝛾2) .
Note that if in addition𝑚 ∈ 𝐻2

loc(𝐼 , S2), then 𝜃, 𝜑 ∈ 𝐻2
loc(𝐼). In spherical coordinates (𝜑, 𝜃),

under the same constraint that 𝑚(𝐼) ⊂ S2 \ {±𝑒1} in an interval 𝐼, the Euler-Lagrange
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equation can be written in 𝐼 as

(3.3)

{
𝜕𝑥

(
sin2 𝜃(𝜕𝑥𝜑 + 𝛾)) = 0

𝜕𝑥𝑥𝜃 − sin𝜃 cos𝜃
((𝜕𝑥𝜑 + 𝛾)2 + 1 − 𝛾2) = 0.

However, in the proof of Theorem 1.1 below, we cannot take for granted that a solution to
(1.6) does not touch the poles. We instead take a different path which completely avoids
such a discussion. The above writing is nonetheless useful later, e.g., in the proof of Corol-
lary 1.2.

Proof of Theorem 1.1. We divide the proof in several steps:
Step 1: Applying a special rotation 𝑅𝜙 to𝑚. We start by writing the Euler-Lagrange equation⁵

− 𝜕𝑥𝑥𝑚 + 2𝛾(𝜕𝑥𝑚3𝑒2 − 𝜕𝑥𝑚2𝑒3) − 𝑚1𝑒1 = 𝜆(𝑥)𝑚,(3.4)
with 𝜆(𝑥) = |𝜕𝑥𝑚 |2 + 2𝛾𝜕𝑥𝑚 · (𝑒1 ∧ 𝑚) − 𝑚2

1 .

As 𝐸(𝑚) < ∞, in particular, 𝑚 ∈ 𝐻1
loc(R, S2) is continuous and 𝜆 ∈ 𝐿1

loc(R), we deduce by
a standard bootstrap argument that 𝑚 and 𝜆 are smooth in R. We set

𝜙(𝑥) := −𝛾𝑥, 𝑀 := 𝑅−𝜙𝑚.
In particular, 𝑀 ∈ C∞.
Step 2: Computing the energy 𝐸(𝑚) and the equation (3.4) in terms of 𝑀. As 𝑚 = 𝑅𝜙𝑀, 𝜕𝑥𝜙 =
−𝛾 and 𝜕𝑥𝑥𝜙 = 0, we compute

𝜕𝑥𝑚 = 𝑅𝜙𝜕𝑥𝑀 + 𝜕𝑥(𝑅𝜙)𝑀 = 𝑅𝜙
(
𝜕𝑥𝑀 − 𝛾𝑒1 ∧𝑀)

,

𝜕𝑥𝑚 · (𝑒1 ∧ 𝑚) = (𝜕𝑥𝑀 − 𝛾𝑒1 ∧𝑀) · (𝑒1 ∧𝑀) = 𝜕𝑥𝑀 · (𝑒1 ∧𝑀) − 𝛾 |𝑒1 ∧𝑀 |2 ,
𝜆(𝑥) = |𝜕𝑥𝑀 |2 − 𝛾2 |𝑒1 ∧𝑀 |2 −𝑀2

1 ,

𝜕𝑥𝑥𝑚 = 𝑅𝜙
(
𝜕𝑥𝑥𝑀 − 2𝛾𝑒1 ∧ 𝜕𝑥𝑀 − 𝛾2𝑀

) + 𝛾2𝑀1𝑒1.

Therefore, we deduce that

𝐸(𝑚) = 1
2

ˆ
R
|𝜕𝑥𝑀 |2 + (1 − 𝛾2)|𝑒1 ∧𝑀 |2𝑑𝑥,

(3.5) −𝜕𝑥𝑥𝑀 − (1 − 𝛾2)𝑀1𝑒1 = Λ(𝑥)𝑀, Λ(𝑥) = |𝜕𝑥𝑀 |2 − (1 − 𝛾2)𝑀2
1 .

Step 3: We prove that 𝑀 is a planar transition between ±𝑒1; that is, there exists a rotation 𝑅�̃� such
that 𝑅�̃�𝑀 takes values into the horizontal circle S1 := S1 × {0} ⊂ S2. First, we show that

(3.6) 𝑀2𝜕𝑥𝑀3 −𝑀3𝜕𝑥𝑀2 = 0 in R.

Indeed, since 𝑀 ∈ C∞, we compute
𝜕𝑥(𝑀2𝜕𝑥𝑀3 −𝑀3𝜕𝑥𝑀2) = 𝑀2𝜕𝑥𝑥𝑀3 −𝑀3𝜕𝑥𝑥𝑀2

(3.5)
= −𝑀2(Λ(𝑥)𝑀3) +𝑀3(Λ(𝑥)𝑀2) = 0,

yielding 𝑀2𝜕𝑥𝑀3 − 𝑀3𝜕𝑥𝑀2 is constant in R. Since |𝜕𝑥𝑀 |2 , 1 − 𝑀2
1 = 𝑀2

2 + 𝑀2
3 ∈ 𝐿1(R)

(because 𝛾2 < 1 and 𝐸(𝑚) < ∞), there exists a sequence 𝑥𝑛 → ∞ such that
𝑀2(𝑥𝑛), 𝜕𝑥𝑀2(𝑥𝑛), 𝑀3(𝑥𝑛), 𝜕𝑥𝑀3(𝑥𝑛) → 0 as 𝑛 → ∞

which proves (3.6). This implies that the two vector fields (𝑀2 , 𝜕𝑥𝑀2) and (𝑀3 , 𝜕𝑥𝑀3)
in R2 are collinear in every point 𝑥, the collinearity factor could depend a-priori on 𝑥.
However, by (3.4), these two vector fields solve the same first order linear ODE system in
(𝑢, 𝑣), i.e.,

𝜕𝑥𝑢 = 𝑣, 𝜕𝑥𝑣 = −Λ(𝑥)𝑢;

⁵Due to the Lagrange multiplier 𝜆(𝑥)𝑚, we can replace 𝑚2𝑒2 + 𝑚3𝑒3 by −𝑚1𝑒1 in (3.4), and we derive the
equation for 𝜆(𝑥) by doing the (pointwise) scalar product of (3.4) with 𝑚.
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therefore, by uniqueness in the Cauchy-Lipschitz theorem, the collinearity factor is con-
stant (in 𝑥), i.e., there exists 𝛽 ∈ R such that 𝑀2 = 𝛽𝑀3 (or 𝑀3 = 𝛽𝑀2, respectively) in
R. Choosing �̃� such that cot �̃� = 𝛽 (or tan �̃� = 𝛽, respectively), we conclude that the 3rd
component of 𝑅−�̃�𝑀 (in the direction 𝑒3) vanishes⁶.

Step 4: Uniqueness (up to translations) of finite energy critical points 𝑀 in (3.5) that take values
in S1 with 𝑀(±∞) = ±𝑒1. First, every finite energy map 𝑀 : R → S1 (in particular, 𝑀
is continuous), writes as 𝑀 = (cos𝜃, sin𝜃, 0) for a continuous lifting 𝜃 : R → R (that is
unique up to an additive constant in 2𝜋Z); moreover, we compute

𝐸(𝑚) = 1
2

ˆ
R
|𝜕𝑥𝑀 |2 + (1 − 𝛾2)|𝑒1 ∧𝑀 |2 𝑑𝑥 =

1
2

ˆ
R
|𝜕𝑥𝜃 |2 + (1 − 𝛾2) sin2 𝜃 𝑑𝑥.

For such a critical point 𝑀 = (cos𝜃, sin𝜃, 0), (3.5) writes as

(3.7) −𝜕𝑥𝑥𝜃 + (1 − 𝛾2) sin𝜃 cos𝜃 = 0 in R.

Moreover, as 𝜃 is continuous, it follows that 𝜃 ∈ C∞. Multiplying the equation by 𝜕𝑥𝜃, we
deduce that −(𝜕𝑥𝜃)2 + (1− 𝛾2) sin2 𝜃 is constant in R. In fact, this constant is zero: indeed,
as 𝐸(𝑚) < ∞, there exists a sequence 𝑥𝑛 → ∞ such that 𝜕𝑥𝜃(𝑥𝑛), sin𝜃(𝑥𝑛) → 0 as 𝑛 → ∞.
In other words, the trajectory {𝑋(𝑥) = (

𝜃(𝑥), 𝜕𝑥𝜃(𝑥))}𝑥∈R is included in the zero set of the
Hamiltonian

Ham(𝑋1 , 𝑋2) = 1
2
(
𝑋2

2 − (1 − 𝛾2) sin2(𝑋1)) , 𝑋 = (𝑋1 , 𝑋2) ∈ R2.

We denote the zero set of Ham as 𝑍− ∪ 𝑍0 ∪ 𝑍+ with

𝑍± = {(𝑋1 , 𝑋2) : ± 𝑋2 > 0, Ham(𝑋1 , 𝑋2) = 0}
and

𝑍0 = {(𝑋1 , 0) : Ham(𝑋1 , 0) = 0} = 𝜋Z × {0}.
It is readily seen that any connected component of 𝑍+ and 𝑍− ends at two consecutive
points of 𝑍0. Obviously, any point in 𝑍0 is a stationary solution of the dynamical system

𝜕𝑥𝑋 = 𝑉(𝑋) with 𝑉(𝑋) =
(
𝜕Ham
𝜕𝑋2

,−𝜕Ham
𝜕𝑋1

)
= (𝑋2 , (1 − 𝛾2) sin𝑋1 cos𝑋1).

Therefore, by uniqueness in the Cauchy-Lipschitz theorem for the above system, the tra-
jectory {𝑋(𝑥) = (𝜃(𝑥), 𝜕𝑥𝜃(𝑥))}𝑥∈R begins and ends at two consecutive points in 𝑍0; in

particular, the total rotation of a critical point 𝜃 is given by
ˆ
R
𝜕𝑥𝜃 𝑑𝑥 = ±𝜋. (We refer

to [17] for the uniqueness of domain walls in a generalised model leading to a weighted
pendulum equation.)

Step 5: Conclusion. Up to a translation 𝜏𝑦 , we can assume in (3.7) that 𝑀1(0) = 0 (because
𝑀1(±∞) = ±1 and 𝑀1 is continuous). Furthermore, as 𝑀1 = cos𝜃, we can assume that
𝜃(0) ∈ {±𝜋

2 } (up to an additive constant in 2𝜋Z).
• if𝜃(0) = −𝜋

2 , then the structure of the zero set of Ham combined with the boundary
condition implies that 𝜕𝑥𝜃 > 0 (so, the trajectory 𝑋(𝑥) ∈ 𝑍+ for all 𝑥 ∈ R) and
𝜕𝑥𝜃 = −√

1 − 𝛾2 sin𝜃 with 𝜃(−∞) = −𝜋 and 𝜃(∞) = 0. The uniqueness in the
Cauchy-Lipschitz theorem implies 𝜃 = −𝜃∗ given in (1.7). In this case, the critical
point 𝑚 writes as 𝑚 = 𝑔.𝑤−∗ with 𝑔 = (𝑦, �̃�) with �̃� defined in Step 3.

• if 𝜃(0) = 𝜋
2 , by the same argument it follows that 𝜕𝑥𝜃 < 0 (so, the trajectory 𝑋(𝑥) ∈

𝑍− for all 𝑥) and 𝜕𝑥𝜃 = −√
1 − 𝛾2 sin𝜃 with 𝜃(−∞) = 𝜋 and 𝜃(∞) = 0, i.e., 𝜃 = 𝜃∗.

In this case, the critical point 𝑚 writes as 𝑚 = 𝑔.𝑤+∗ with 𝑔 = (𝑦, �̃�).
⁶Such an in-plane transition 𝑀 is called Bloch wall of 180◦. A different type of Bloch wall is studied in [18].
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It remains to prove (3.8) below. If 𝑛±∗ and 𝑝±∗ are the quantities defined in (3.1) for 𝑚 = 𝑤±∗
with the spherical coordinates (𝜑∗ ,±𝜃∗), then we have

□(3.8) 𝜕𝑥𝑤±∗ = 𝜕𝑥(±𝜃∗)𝑛±∗ + sin(±𝜃∗)𝜕𝑥𝜑∗𝑝±∗ =
√

1 − 𝛾2𝑤±∗ ∧ (𝑒1 ∧ 𝑤±∗ ) − 𝛾𝑒1 ∧ 𝑤±∗ .
Remark 3.1. The above proof shows in particular the nonexistence of planar critical points
𝑀 = (cos𝜃, sin𝜃, 0) in (3.7) with a total angle transition |𝜃(+∞) − 𝜃(−∞)| > 𝜋. This leads
to the nonexistence of critical points in (3.4) of the form 𝑅𝜙𝑀 with values in S2 with a total
angle transition 𝜃 larger than 𝜋. We highlight that such planar critical points do exist if a
nonlocal term is added in (3.7); for example, the existence of the so-called Néel walls of
angle higher than 𝜋 is proved by Ignat-Moser [20, 21]. For Γ-convergence results on Néel
walls at the first and second order, we refer to [16, 19].

We conclude this section with the proof of Corollary 1.2:

Proof of Corollary 1.2. First let us notice that as 𝐸 is invariant with respect to the action of
the group 𝐺,

∀𝑔 ∈ 𝐺, 𝑚 ∈ H 1 , 𝛿𝐸(𝑔.𝑚) = 𝑔.𝛿𝐸(𝑚) and 𝐻(𝑔.𝑚) = 𝑔.𝐻(𝑚).(3.9)

Indeed, for fixed 𝑚 ∈ H 1 and 𝑔 ∈ 𝐺, and for a perturbation map ℎ → 0 in 𝐻1, due to
the invariance of 𝐸 with respect to 𝐺, there hold 𝐸(𝑔.(𝑚 + ℎ)) = 𝐸(𝑚 + ℎ), which yield by
Taylor expansion:

𝐸(𝑔.𝑚) + (𝛿𝐸(𝑔.𝑚), 𝑔.ℎ)𝐻−1 ,𝐻1 + 𝑜(‖ℎ‖𝐻1) = 𝐸(𝑚) + (𝛿𝐸(𝑚), ℎ)𝐻−1 ,𝐻1 + 𝑜(‖ℎ‖𝐻1).
Hence (𝛿𝐸(𝑔.𝑚), 𝑔.ℎ)𝐻−1 ,𝐻1 = (𝛿𝐸(𝑚), ℎ)𝐻−1 ,𝐻1 = (𝑔.𝛿𝐸(𝑚), 𝑔.ℎ)𝐻−1 ,𝐻1 : as this is true for
any direction ℎ ∈ 𝐻1, we conclude 𝛿𝐸(𝑔.𝑚) = 𝑔.𝛿𝐸(𝑚). The equality involving 𝐻 follows
immediately.

We now divide the proof in two steps.
Step 1. First, we explain the origin of the equation (1.9). We argue on a formal level, assum-
ing that𝑚 has smooth spherical coordinates (𝜑, 𝜃). We start by writing the gradient 𝛿𝐸(𝑚)
defined in (1.5) of the energy 𝐸 in the coordinates (1.2). More precisely, in the orthonormal
related basis (𝑚, 𝑛, 𝑝) defined in (3.1), we write
(3.10) −𝛿𝐸(𝑚) = −𝜌0𝑚 + 𝜌1𝑛 + 𝜌2𝑝.

By (3.2), as 𝑛 = 𝜕𝜃𝑚 and 𝑝 =
1

sin𝜃
𝜕𝜑𝑚, the above components 𝜌0, 𝜌1 and 𝜌2 are given by⁷

𝜌0 = 𝑚 · 𝛿𝐸(𝑚) = (𝜕𝑥𝜃)2 + sin2 𝜃

(
(𝜕𝑥𝜑 + 𝛾)2 + 1 − 𝛾2

)
,(3.11)

𝜌1 = −𝑛 · 𝛿𝐸(𝑚) = 𝜕𝑥𝑥𝜃 − sin𝜃 cos𝜃
(
(𝜕𝑥𝜑 + 𝛾)2 + 1 − 𝛾2

)
,

𝜌2 = −𝑝 · 𝛿𝐸(𝑚) = sin𝜃𝜕𝑥𝑥𝜑 + 2 cos𝜃𝜕𝑥𝜃(𝜕𝑥𝜑 + 𝛾).
Suppose now that 𝑚 satisfies (LLG). As 𝑚 takes values on the sphere,

𝜕𝑡𝑚 = 𝜕𝑡𝜃𝑛 + sin𝜃𝜕𝑡𝜑𝑝.

Using (3.1), (3.10) and that (𝑚, 𝑛, 𝑝) is orthonormal, it follows that (LLG) is equivalent to

(3.12)

{
𝜕𝑡𝜃 = 𝛼𝜌1 − 𝜌2 − 𝛼ℎ(𝑡) sin𝜃,
sin𝜃𝜕𝑡𝜑 = 𝜌1 + 𝛼𝜌2 − ℎ(𝑡) sin𝜃.

We are looking for precessing solutions 𝑚(𝑡 , 𝑥) that are of the form
(3.13) 𝑔∗(𝑡).𝑤±∗ (𝑥),

⁷Note that 𝜌1 and 𝜌2 correspond to the gradient 𝛿𝐸(𝑚) in spherical variables 𝜃 and 𝜑 in (3.3) (up to a
multiplicative constant). Also, 𝜌0 is the energy density in 𝐸(𝑚) in (3.2) due to the quadratic form of 𝐸(𝑚).
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where 𝑔∗ = (𝑦∗ , 𝜙∗0 is to be determined. They are smooth in R𝑥 for every fixed time 𝑡 and
can be written in spherical coordinates as in (1.10) (as they avoid the poles ±𝑒1):(

𝜑∗(𝑥 − 𝑦∗(𝑡)) + 𝜙∗(𝑡),±𝜃∗(𝑥 − 𝑦∗(𝑡))
)
,

so that the above computations are justified. Now, from the equation (1.6) on𝑤±∗ , and (3.9),
−𝛿𝐸(𝑚) = −𝑔.𝛿𝐸(𝑤±∗ ) is colinear to 𝑔.𝑤±∗ = 𝑚, so that

𝜌1 = 𝜌2 = 0.
Therefore, by (3.12) and (1.7), the equation (LLG) for solutions (3.13) is equivalent to the
evolution of the center 𝑦∗(𝑡) and of the rotation angle 𝜙∗(𝑡) given in (1.9).
Step 2. Second, we check directly (i.e. without using the spherical coordinates (1.2)) that the
map𝑚∗(𝑡 , 𝑥) = 𝑔∗(𝑡).𝑤±∗ (𝑥) (corresponding to (1.10)) is a solution to (LLG). Indeed, setting
𝑤∗ ∈ {𝑤±∗ }, since 𝑤∗ is a smooth critical point of 𝐸, i.e., 𝑤∗ ∧ 𝛿𝐸(𝑤∗) = 0, we compute by
(1.5):

𝑤∗ ∧ 𝐻(𝑤∗) = 𝑤∗ ∧ (ℎ(𝑡)𝑒1) = −ℎ(𝑡)𝑒1 ∧ 𝑤∗ ,
𝑤∗ ∧ (𝑤∗ ∧ 𝐻(𝑤∗)) = −ℎ(𝑡)𝑤∗ ∧ (𝑒1 ∧ 𝑤∗).

Then (3.9) yields 𝐻(𝑚∗) = 𝐻(𝑔∗(𝑡).𝑤∗) = 𝑔∗(𝑡).𝐻(𝑤∗). Thus, by the formulas in Appendix
A, we obtain:

𝑚∗ ∧ 𝐻(𝑚∗) = 𝑔∗(𝑡).(𝑤∗ ∧ 𝐻(𝑤∗)) = −ℎ(𝑡)𝑒1 ∧ 𝑚∗ ,
𝑚∗ ∧ (𝑚∗ ∧ 𝐻(𝑚∗)) = 𝑔∗(𝑡).(𝑤∗ ∧ (𝑤∗ ∧ 𝐻(𝑤∗))) = −ℎ(𝑡)𝑚∗ ∧ (𝑒1 ∧ 𝑚∗).

On the other side, differentiating 𝑚∗ in 𝑡 and recalling (1.4), we get

(3.14) 𝜕𝑡𝑚∗ = − ¤𝑦∗𝑔∗(𝑡).𝜕𝑥𝑤∗ + ¤𝜙∗𝑔∗(𝑡).𝑒1 ∧ 𝑤∗.
Combining with (3.8) and (1.9), we deduce that

(3.15) − ¤𝑦∗𝜕𝑥𝑤∗ + ¤𝜙∗𝑒1 ∧ 𝑤∗ = 𝛼ℎ(𝑡)𝑤∗ ∧ (𝑒1 ∧ 𝑤∗) − ℎ(𝑡)𝑒1 ∧ 𝑤∗.
By the above computations, we infer that 𝑚∗ solves (LLG). □

For later purposes, we gather below some useful computations on 𝑤∗.

Lemma 3.2. The following holds true: |𝜕𝑥𝑤±∗ | = |𝑒1 ∧ 𝑤±∗ | = sin𝜃∗ and

‖𝜕𝑥𝑤±∗ ‖2
𝐿2 = ‖𝑒1 ∧ 𝑤±∗ ‖2

𝐿2 =
ˆ
R

sin2 𝜃∗𝑑𝑥 =
2√

1 − 𝛾2
.

Also, ˆ
R
(𝑒1 ∧ 𝑤±∗ ) · 𝜕𝑥𝑤±∗ 𝑑𝑥 = − 2𝛾√

1 − 𝛾2
and

ˆ
R
𝑤±∗ ∧ (𝑤±∗ ∧ 𝑒1) · 𝜕𝑥𝑤±∗ 𝑑𝑥 = −2.

Finally, there exists a constant 𝑐𝛾 > 0 such that
∀𝑔 = (𝑦, 𝜙) ∈ 𝐺, ‖ − 𝑦𝜕𝑥𝑤±∗ + 𝜙𝑒1 ∧ 𝑤±∗ ‖𝐿2 ⩾ 𝑐𝛾 |𝑔 |.

In particular, 𝜕𝑥𝑤±∗ and 𝑒1 ∧ 𝑤±∗ are linearly independent maps in 𝐿2.

Proof. By (1.7), we have
|𝑒1 ∧ 𝑤±∗ |2 = sin2 𝜃∗.

Therefore,

‖𝑒1 ∧ 𝑤±∗ ‖2
𝐿2 =

ˆ
R

sin2 𝜃∗𝑑𝑥 = − 1√
1 − 𝛾2

ˆ
R
𝜕𝑥𝜃∗ sin𝜃∗ 𝑑𝑥 =

2√
1 − 𝛾2

.

For 𝜕𝑥𝑤±∗ , Appendix A yields
𝑤±∗ ∧ (𝑒1 ∧ 𝑤±∗ ) = 𝑒1 − cos𝜃∗𝑤±∗ ,
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so that using (3.8) and orthogonality,
|𝜕𝑥𝑤±∗ |2 = (1 − 𝛾2)(1 + cos2 𝜃∗ − 2 cos𝜃∗𝑒1 · 𝑤±∗ ) + 𝛾2 |𝑒1 ∧ 𝑤±∗ |2 = sin2 𝜃∗.

Then, using again (3.8), we get
(𝑒1 ∧ 𝑤±∗ ) · 𝜕𝑥𝑤±∗ = −𝛾 |𝑒1 ∧ 𝑤±∗ |2 = −𝛾 sin2 𝜃∗ ,

and the desired identity follows by integration. Also, as 𝑤±∗ · 𝜕𝑥𝑤±∗ = 0, we haveˆ
R
𝑤±∗ ∧ (𝑤±∗ ∧ 𝑒1) · 𝜕𝑥𝑤±∗ 𝑑𝑥 =

ˆ
R

(
cos𝜃∗𝑤±∗ − 𝑒1

)
· 𝜕𝑥𝑤±∗ 𝑑𝑥 = −

ˆ
R
𝜕𝑥(cos𝜃∗)𝑑𝑥 = −2.

For the last statement, using the above identities, we compute

‖ − 𝑦𝜕𝑥𝑤±∗ + 𝜙𝑒1 ∧ 𝑤±∗ ‖2
𝐿2 = (𝑦2 + 𝜙2 + 2𝛾𝑦𝜙) 2√

1 − 𝛾2
⩾

√
1 − 𝛾2(𝑦2 + 𝜙2). □

4. ASYMPTOTIC STABILITY

The aim of this section is to prove Theorem 1.4. Recall that H 𝑠 ⊂ H 1 for 𝑠 ⩾ 1 and H 1

is the space of finite energy configurations 𝐸(𝑚) < ∞ (see Lemmas B.1 and B.2). As here

the integrals are on R, we always denote
ˆ

:=
ˆ
R
. An important fact consists in the local

well-posedness in time of our equation (LLG), in the Hadamard sense, in H 𝑠 for 𝑠 ⩾ 1.
More precisely, we have the following result:

Theorem 4.1 (Local well-posedness in H 𝑠). Let 𝛼 > 0, 𝛾 ∈ (−1, 1) and ℎ ∈ 𝐿∞([0,+∞),R).
Assume 𝑠 ⩾ 1 and 𝑚0 ∈ H 𝑠 . Then there exist a maximal time 𝑇+ = 𝑇+(𝑚0) ∈ (0,+∞] and a
unique solution 𝑚 ∈ C ([0, 𝑇+),H 𝑠) to (LLG) with initial data 𝑚0.
Moreover,

(1) if 𝑇+ < +∞, then ‖𝑚(𝑡)‖H 1 → +∞ as 𝑡 ↑ 𝑇+;
(2) for𝑇 < 𝑇+ (with𝑇+ finite or infinite), the map �̃�0 ∈ H 𝑠 → �̃� ∈ C ([0, 𝑇],H 𝑠) is contin-

uous in a small H 𝑠 neighbourhood of 𝑚0 (for every initial data �̃�0 in that neighborhood,
the maximal time of the corresponding solution �̃� satisfies 𝑇+(�̃�0) > 𝑇);

(3) if 𝑠 ⩾ 2, one has the energy dissipation identity⁸: 𝑡 ↦→ 𝐸(𝑚(𝑡)) is a locally Lipschitz
function in [0, 𝑇+) (even C 1 provided ℎ is continuous) and for all 𝑡 ∈ [0, 𝑇+),
𝑑
𝑑𝑡
𝐸(𝑚) = −𝛼

ˆ
(|𝛿𝐸(𝑚)|2 − |𝑚 · 𝛿𝐸(𝑚)|2) 𝑑𝑥 + 𝛼ℎ(𝑡)

ˆ
(𝑚 ∧ 𝑒1) · (𝑚 ∧ 𝛿𝐸(𝑚)) 𝑑𝑥.(4.1)

Proof. We only give a sketch on how the proof should be conducted because a full proof
would be lengthy (but not too technical), and is not the primary purpose of this paper. As
we need a well-posedness result in the sense of Hadamard, we cannot resort to weak so-
lutions as in Alouges and Soyeur [1]. We instead follow the idea of Tsutsumi [31], which is
to perform a stereographic projection Π𝑝0 around a point 𝑝0 ∈ S2 from which 𝑚0 remains
away. Such point 𝑝0 exists because as𝑚0 admits limits at ±∞ (see Lemma B.2),𝑚0 remains
in a neighbourhood of the poles {±𝑒1} outside 𝑥 ∈ [−𝐴, 𝐴], while on the compact [−𝐴, 𝐴],
𝑚0 has finite 𝐻1 norm, so that its image 𝑚0([−𝐴, 𝐴]) cannot cover any two-dimensional
cap on S2 (see Lemma D.1 in the Appendix). S2 \ {𝑝0} is mapped into the plane R2 ∼ C
under the stereographic projection Π𝑝0 , and (LLG) is transformed into a quasilinear dis-
sipative Schrödinger equation for 𝑢 = Π𝑝0𝑚 of the type

𝑖𝜕𝑡𝑢 + (1 − 𝑖𝛼)𝜕𝑥𝑥𝑢 = 2(1 − 𝑖𝛼) �̄� |𝜕𝑥𝑢 |
2

1 + |𝑢 |2 + lower order terms,

with �̄� the complex conjugate of 𝑢 (see e.g. [26] for the exact computation). The dissipative
linear semigroup of this equation enjoys smoothing properties similar to those of the heat

⁸Observe that in the energy dissipation identity (4.1), all the terms are rightfully integrable because 𝑚(𝑡) ∈
H 𝑠 with 𝑠 ⩾ 2, so 𝐸(𝑚(𝑡)) < ∞, 𝑚(𝑡) ∧ 𝑒1 ∈ 𝐿2 and 𝛿𝐸(𝑚(𝑡)) ∈ 𝐿2 for all 𝑡 < 𝑇+.
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equation, so that the above formulation is amenable to a Banach fixed point argument in
𝐻1, or in 𝐻𝑠 for 𝑠 ⩾ 1. The first conclusions of Theorem 4.1 follow. We also refer to [14]
(for a the construction of mild solutions for data with small BMO norm) and the reference
therein for further details⁹.
Proof of the energy dissipation (4.1). Here, 𝑚 ∈ H 𝑠 , 𝑠 ⩾ 2, and so 𝛿𝐸(𝑚) = −𝜕𝑥𝑥𝑚 − 2𝛾𝑒1 ∧
𝜕𝑥𝑚 + 𝑚2𝑒2 + 𝑚3𝑒3 ∈ 𝐿2 (by Lemma B.1) and so, 𝜕𝑡𝑚 ∈ 𝐿2 (by (LLG)) yielding

𝑑
𝑑𝑡
𝐸(𝑚) =

ˆ
𝜕𝑡𝑚 · 𝛿𝐸(𝑚)𝑑𝑥

=
ˆ
(𝑚 ∧ 𝐻(𝑚)) · 𝛿𝐸(𝑚)𝑑𝑥 − 𝛼

ˆ
(𝑚 ∧ (𝑚 ∧ 𝐻(𝑚))) · 𝛿𝐸(𝑚)𝑑𝑥 = 𝐼 + 𝐼𝐼.

First we consider the precession term 𝐼. Using 𝐻(𝑚) = −𝛿𝐸(𝑚) + ℎ𝑒1 with ℎ = ℎ(𝑡), we
have

𝐼 = ℎ
ˆ
(𝑚 ∧ 𝑒1) · 𝛿𝐸(𝑚) 𝑑𝑥.

As 𝑚 ∈ H 𝑠 , 𝑠 ⩾ 2 (in particular, 𝑚(±∞) ∈ {±𝑒1}), integration by parts yieldsˆ
(𝑚 ∧ 𝑒1) · 𝜕𝑥𝑥𝑚 𝑑𝑥 = 0.

Also integration by parts and skew-symmetry of ∧ lead toˆ
(𝑚 ∧ 𝑒1) · (𝑒1 ∧ 𝜕𝑥𝑚)𝑑𝑥 = −

ˆ
(𝜕𝑥𝑚 ∧ 𝑒1) · (𝑒1 ∧ 𝑚) 𝑑𝑥 = 0.

Since (𝑚 ∧ 𝑒1) · (𝑚2𝑒2 + 𝑚3𝑒3) = (𝑚 ∧ 𝑒1) · (𝑚 − 𝑚1𝑒1) = 0, by the above computations, we
deduce that 𝐼 = 0: the precession term has no contribution.
We now consider the damping term 𝐼𝐼, and compute using Appendix A:

𝑚 ∧ (𝑚 ∧ 𝐻(𝑚)) · 𝛿𝐸(𝑚) = 𝑚 ∧ (𝑚 ∧ (−𝛿𝐸(𝑚)) · 𝛿𝐸(𝑚) + ℎ𝑚 ∧ (𝑚 ∧ 𝑒1) · 𝛿𝐸(𝑚)
= |𝑚 ∧ 𝛿𝐸(𝑚)|2 − ℎ(𝑚 ∧ 𝑒1) · (𝑚 ∧ 𝛿𝐸(𝑚))
= (|𝛿𝐸(𝑚)|2 − |𝑚 · 𝛿𝐸(𝑚)|2) − ℎ(𝑚 ∧ 𝑒1) · (𝑚 ∧ 𝛿𝐸(𝑚)).

Integrating in space yields (4.1). □

We will first prove Theorem 1.4 for initial data 𝑚0 ∈ H 2 which is close to 𝑤∗ in 𝐻1,
and then in Section 4.4, we use a limiting argument to relax the regularity 𝑚0 ∈ H 2 to
𝑚0 ∈ H 1. Hence, until Section 4.3 included (as recalled in the statement of the results),
we consider

𝑚0 ∈ H 2(4.2)

and denote 𝑚 ∈ C ([0, 𝑇),H 2) the solution to (LLG) with initial data 𝑚0.

4.1. Modulation and decomposition of the magnetisation. The first ingredient in prov-
ing Theorem 1.4 is a modulation result in Lemma 4.2 below, which is a vector-valued
version of the scalar context presented in [32] or [27]. This modulation is performed with
respect to the gauge group 𝐺, so that the orthogonality conditions (see (4.3) below) are
induced by the map 𝑔 ∈ 𝐺 ↦→ 𝑔.𝑤∗ with 𝑤∗ ∈ {𝑤±∗ } and describe the 𝐿2-orthogonality
conditions to the tangent plane¹⁰ (up to a gauge) Span{𝜕𝑥𝑤∗ , 𝑒1 ∧ 𝑤∗} of the target space
of the map 𝑔 ↦→ 𝑔.𝑤∗ (due to (3.14)). Lemma 4.2 is a result at the stationary level. Then, in
Proposition 4.11 below, we prove the dynamical properties of this modulation.

⁹We underline that the Cauchy theory for the Laudau-Lifshitz-Gilbert equation is not completely satisfac-
tory: the equation is ¤𝐻1/2 critical for its Schrödinger parts, so one could expect a result for such regularity.
Theorem 4.1 is not meant to be optimal as 𝑚0 ∈ H 𝑠 with 𝑠 ⩾ 1, but it is enough for our purposes. Much
sharper results exist in the slightly different (and harder) context of Schrödinger maps in critical spaces, see
[2, 3] (even though they are a priori estimates on smooth solutions).

¹⁰By Lemma 3.2, 𝜕𝑥𝑤∗ and 𝑒1 ∧ 𝑤∗ are 𝐿2 linearly independent. However, they are not orthogonal in 𝐿2.
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Lemma 4.2 (Modulation). Let 𝑤∗ ∈ {𝑤±∗ } and set the space

M = {𝑤 ∈ C (R, S2) : 𝑤 − 𝑤∗ ∈ 𝐻1(R,R3)}
endowed with the 𝐻1 distance. There exist 𝛿1 > 0 and 𝐶1 ⩾ 1 such that the following holds. For
all 𝑤 ∈ M such that

‖𝑤 − 𝑤∗‖𝐻1 ⩽ 𝛿1 ,

there exists a gauge 𝑔 = (𝑦, 𝜑) ∈ 𝐺 such that if we consider the map 𝜀 ∈ 𝐻1(R,R3) defined by

𝜀 = (−𝑔).𝑤 − 𝑤∗ , i.e., 𝑤 = 𝑔.(𝑤∗ + 𝜀),
then 2𝜀 · 𝑤∗ + |𝜀|2 = 0 for all 𝑥 ∈ R, and the orthogonality constraints holdˆ

𝜀 · 𝜕𝑥𝑤∗ 𝑑𝑥 = 0,
ˆ

𝜀 · (𝑒1 ∧ 𝑤∗) 𝑑𝑥 = 0;(4.3)

furthermore,

|𝑔 | + ‖𝜀‖𝐻1 ⩽ 𝐶1‖𝑤 − 𝑤∗‖𝐻1 ,(4.4)

𝑔 is the unique gauge with the above properties and the map 𝑤 ∈ M ↦→ 𝑔 ∈ 𝐺 is of class C∞ in a
neighbourhood of 𝑤∗.

Remark 4.3. Observe that 𝜀 = (−𝑔).𝑤−𝑤∗ is as smooth as 𝑤, and the result holds in 𝐻𝑠 for
any 𝑠 ⩾ 1, that is, if𝑤 is a small perturbation of𝑤∗ in M ∩ ¤𝐻𝑠 , then ‖𝜀‖𝐻𝑠 ⩽ 𝐶𝑠 ‖𝑤−𝑤∗‖𝐻𝑠 .

Remark 4.4. Observe that Span{𝜕𝑥𝑤∗ , 𝑒1 ∧ 𝑤∗} = Span{𝑛∗ , 𝑝∗}, where the orthonormal
frame (𝑤∗ , 𝑛∗ , 𝑝∗) is defined by (3.1) (and written explicitly below in (4.24)). Then, due to
(3.8) the orthogonality conditions (4.3) are equivalent toˆ

𝜀 · sin𝜃∗𝑛∗ 𝑑𝑥 =
ˆ

𝜀 · sin𝜃∗𝑝∗ 𝑑𝑥 = 0.

As sin𝜃∗ is smooth and exponentially localised, one can also perform the modulation with
respect to {sin𝜃∗𝑛∗ , sin𝜃∗𝑝∗} instead of {𝜕𝑥𝑤∗ , 𝑒1 ∧ 𝑤∗}.
Proof. Step 1. Existence of 𝑔. Observe that 𝐻1(R) endowed with its natural topology is a
Banach algebra. Then

𝐾 : 𝐻1(R,R3) → 𝐻1(R)
𝜀 ↦→ 2𝜀 · 𝑤∗ + |𝜀|2

is well defined and 𝐾 is a continuous polynomial in 𝜀, in particular, it is a C∞ map (see
Remark 1.3). Define

M̃ = 𝐾−1({0}) = {𝜀 ∈ 𝐻1(R,R3) : 2𝜀 · 𝑤∗ + |𝜀|2 = 0},
and let 𝜀0 ∈ M̃ . As ∇𝐾(𝜀0).𝜂 = 2𝜂 · (𝑤∗ + 𝜀0) and |𝑤∗ + 𝜀0 | = 1, we deduce that for any
𝑓 ∈ 𝐻1(R), ∇𝐾(𝜀0). ( 1

2 𝑓 (𝑤∗ + 𝜀0)) = 𝑓 so that ∇𝐾(𝜀0) is surjective. As a consequence, M̃ is
a C∞ Banach submanifold of𝐻1(R,R3), and so M = 𝑤∗+M̃ is a C∞ Banach submanifold
of the Banach affine space 𝑤∗ + 𝐻1(R,R3). We now claim that the function

𝐹 : M × 𝐺→ R2

(𝑤, 𝑔) ↦→ (𝐹1(𝑤, 𝑔), 𝐹2(𝑤, 𝑔)) :=
(ˆ

𝜀 · 𝜕𝑥𝑤∗𝑑𝑥,
ˆ

𝜀 · (𝑒1 ∧ 𝑤∗)𝑑𝑥
)
,

where 𝜀 := (−𝑔).𝑤 − 𝑤∗.

is C∞ between Banach manifolds. Indeed, the map M × 𝐺 → M̃ , (𝑤, 𝑔) ↦→ 𝜀 is well
defined and of class C∞ (the set 𝐺 = (R2 ,+) is always endowed with the standard topol-
ogy). Since 𝜕𝑥𝑤∗ , 𝑒1 ∧ 𝑤∗ ∈ 𝐿2 (in fact, these two maps are smooth and exponentially lo-
calised by (1.7)), by composition, 𝐹 is C∞. Writing 𝑔 = (𝑦, 𝜑), we compute 𝜕𝑦𝜀 = (−𝑔).𝜕𝑥𝑤,
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𝜕𝜑𝜀 = −𝑒1 ∧ (−𝑔).𝑤, so that

𝜕𝑔𝐹(𝑤∗ , (0, 0)) =
(
𝜕𝑦𝐹1 𝜕𝜑𝐹1
𝜕𝑦𝐹2 𝜕𝜑𝐹2

)
=

©«
‖𝜕𝑥𝑤∗‖2

𝐿2 −
ˆ
(𝑒1 ∧ 𝑤∗) · 𝜕𝑥𝑤∗𝑑𝑥ˆ

𝜕𝑥𝑤∗ · (𝑒1 ∧ 𝑤∗)𝑑𝑥 −‖𝑒1 ∧ 𝑤∗‖2
𝐿2

ª®®¬
= ‖ sin𝜃∗‖2

𝐿2

(
1 𝛾
−𝛾 −1

)
=

2√
1 − 𝛾2

(
1 +𝛾
−𝛾 −1

)
,(4.5)

where we used Lemma 3.2. As 𝛾2 < 1, it follows that 𝜕𝑔𝐹(𝑤∗ , (0, 0)) is invertible. Since
𝐹(𝑤∗ , (0, 0)) = (0, 0), the implicit function theorem (on Banach manifolds) applies and
yields a unique C∞ map Ψ : 𝑤 ↦→ 𝑔 defined on a neighbourhood of 𝑤∗ in M . The orthog-
onality conditions (4.3) are encoded in 𝐹 and the pointwise equality 2𝜀 · 𝑤∗ + |𝜀|2 = 0 is
encoded in M̃ . The regularity statement at the end of the Lemma is simply the regularity
of Ψ.
Step 2. Estimates on 𝑔 and 𝜀. Up to reducing the neighbourhood of𝑤∗, we can always assume
that Ψ is Lipschitz in that neighbourhood and |Ψ(𝑤)| ⩽ 1 for every 𝑤 in that neighbor-
hood. Then the bound on 𝑔 of (4.4) follows from Lipschitz continuity of Ψ and the fact
𝐹(𝑤∗ , (0, 0)) = (0, 0) (so that Ψ(𝑤∗) = (0, 0)). Finally, we have for some 𝐶 > 0:

‖𝜀‖𝐻1 ⩽ ‖(−𝑔).(𝑤 − 𝑤∗)‖𝐻1 + ‖(−𝑔).𝑤∗ − 𝑤∗‖𝐻1

⩽ ‖𝑤 − 𝑤∗‖𝐻1 + ‖𝑅−𝜙 .𝜏−𝑦𝑤∗ − 𝜏−𝑦𝑤∗‖𝐻1 + ‖𝜏−𝑦𝑤∗ − 𝑤∗‖𝐻1

⩽ ‖𝑤 − 𝑤∗‖𝐻1 + 𝐶 |𝜙 |‖𝑒1 ∧ 𝑤∗‖𝐻1 + 𝐶 |𝑦 |‖𝜕𝑥𝑤∗‖𝐻1 ,(4.6)
and from there and the estimate on 𝑔 = (𝑦, 𝜙), the bound on 𝜀 in (4.4) follows. If in addition
𝑤 ∈ ¤𝐻𝑠 for 𝑠 ⩾ 1, then a similar computation yields ‖𝜀‖𝐻𝑠 ⩽ ‖𝑤 − 𝑤∗‖𝐻𝑠 + 𝐶𝑠 |𝑔 | ⩽
�̃�𝑠 ‖𝑤 − 𝑤∗‖𝐻𝑠 as |𝑔 | ⩽ 𝐶‖𝑤 − 𝑤∗‖𝐻1 ⩽ 𝐶‖𝑤 − 𝑤∗‖𝐻𝑠 . □

Using the above modulation lemma at the stationary level, we can dynamically decom-
pose in Proposition 4.11 below a magnetisation𝑚 on a time interval where it remains close
to the domain wall family 𝐺.𝑤∗ = {𝑔.𝑤∗ : 𝑔 ∈ 𝐺} (where 𝑤∗ ∈ {𝑤±∗ }). Before we proceed,
let us introduce some notation which will be useful to perform those computations.
Definition 4.5. We denote 𝑊2,∞(R) the set of bounded Lipschitz functions in R whose
derivative is also Lipschitz.¹¹ If 𝑘 ⩾ 0 and ℓ ⩾ 1, for a given (possibly) vector-valued
function 𝑓 = ( 𝑓𝑗)1⩽𝑗⩽𝐽 , we use the notation

𝑢 = 𝑂ℓ
𝑘( 𝑓 )

for a (possibly vector valued) function 𝑢 if (each component of) 𝑢 is an homogenous poly-
nomial of total degree ℓ in (the components of) 𝑓 and their derivatives up to order 𝑘 such
that the total number of derivatives in each term is at most 𝑘, and the coefficients in this
polynomial are𝑊2,∞(R) functions. That is, 𝑢 is the sum of terms of the form

𝛽
𝐽∏
𝑗=1

𝜅 𝑗∏
𝜅=0

(𝜕𝜅𝑥 𝑓𝑗)ℓ 𝑗 ,𝜅 where ℓ 𝑗 ,𝜅 ⩾ 0,
𝐽∑
𝑗=1

𝜅 𝑗∑
𝜅=0

ℓ 𝑗 ,𝜅 = ℓ ,
𝐽∑
𝑗=1

𝜅 𝑗∑
𝜅=0

ℓ 𝑗,𝜅𝜅 ⩽ 𝑘 and 𝛽 ∈𝑊2,∞(R).

In practice, we will only use 1 ⩽ ℓ ⩽ 6 and 𝑘 ⩽ 4.

Example 4.6. If 𝑘 = 0, then 𝑢 =
∑

𝛽
∏

𝑗 𝑓
ℓ 𝑗
𝑗 with

∑
𝑗 ℓ 𝑗 = ℓ ⩾ 1 and coefficients 𝛽 ∈𝑊2,∞(R).

If 𝑘 = 1, then 𝑢 =
∑

𝛽(𝜕𝑥 𝑓𝑠)𝑙𝑠 ∏𝑗 𝑓
ℓ 𝑗
𝑗 with 𝑙𝑠 ∈ {0, 1}, ∑𝑗 ℓ 𝑗 = ℓ − 𝑙𝑠 and coefficients 𝛽 ∈

𝑊2,∞(R).
Here are a few direct consequences of Definition 4.5:

¹¹The𝑊2,∞(R) regularity of coefficients 𝛽 is needed in Claim 4.9 below, in order to perform two integrations
by parts and bound them in 𝐿∞.
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Claim 4.7. (i) 𝑂ℓ
𝑘( 𝑓 ) · 𝑂ℓ̃

𝑘
( 𝑓 ) = 𝑂ℓ+ℓ̃

𝑘+𝑘( 𝑓 , 𝑓 ).
(ii) If 𝑘 ⩾ 𝑘, then 𝑂ℓ

𝑘( 𝑓 ) = 𝑂ℓ
𝑘
( 𝑓 ).

iii) If 𝛽 ∈𝑊2,∞(R), then 𝛽𝑂ℓ
𝑘( 𝑓 ) = 𝑂ℓ

𝑘( 𝑓 ).
(iv) If 𝑢 = 𝑂ℓ

𝑘( 𝑓 ) and all the coefficients 𝛽 in the polynomial 𝑢 belong to 𝑊3,∞(R), then
𝜕𝑥𝑢 = 𝑂ℓ

𝑘+1( 𝑓 ).
Definition 4.5 is made to express pointwise bounds that will turn into Sobolev bounds
after integration with linear dependance in the highest term provided 𝑘 ⩾ 2, as follows:
Claim 4.8. Assume that 𝑢 = 𝑂ℓ

𝑘( 𝑓 ) with ℓ ⩾ 1. If 𝑘 ⩾ 2 and 𝑓 ∈ 𝐻 𝑘 , then there holds

‖𝑢‖𝐿2 ≲ ‖ 𝑓 ‖ℓ−1
𝐻𝑘−1 ‖ 𝑓 ‖𝐻𝑘 .(4.7)

If 𝑘 ∈ {0, 1} and 𝑓 ∈ 𝐻1, then
‖𝑢‖𝐿2 ≲ ‖ 𝑓 ‖ℓ𝐻1 .(4.8)

The implicit constants depend on the 𝐿∞ norm of the coefficients 𝛽 in the polynomial 𝑢.
Proof. In the case 𝑘 = 1, this is a direct application of the fact that𝐻1(R) ↩→ 𝐿∞(R). Indeed,
derivatives occurs at most once on one factor of each term: the derivative is estimated in
𝐿2, and the other ℓ − 1 factors are estimated in 𝐿∞ (which is controlled by the 𝐻1 norm).
For the terms without any derivative, one factor is estimated in 𝐿2 and the others in 𝐿∞.
Thus, (4.8) is proved for 𝑘 = 1.
If 𝑘 = 0, then we use 𝑂ℓ

0( 𝑓 ) = 𝑂ℓ
1( 𝑓 ) and the above result for 𝑘 = 1.

For 𝑘 ⩾ 2, the statement is slightly more subtle. First, consider the terms where a de-
rivative of order 𝑘 occurs. This term has the form 𝛽𝜕𝑘𝑥 𝑓1

∏
𝑗 𝑓

ℓ 𝑗
𝑗 with

∑
𝑗 ℓ 𝑗 = ℓ − 1 and

𝛽 ∈ 𝑊2,∞(R); the factor 𝜕𝑘𝑥 𝑓1 is estimated in 𝐿2, and all the other factors (appearing with-
out derivative) are estimated in 𝐿∞ that is controlled by the𝐻 𝑘−1-norm (as 𝑘 ⩾ 2), yielding
a final bound as in (4.7). Second, we treat the other terms as follows, in two categories.
For the terms where a derivative of order 𝑘 − 1 occurs, the 𝑘 − 1 derivative can appear
at most twice (because otherwise, having three times such derivatives, it would mean
3(𝑘 − 1) > 𝑘 as 𝑘 ⩾ 2 which contradicts the number of derivatives in Definition 4.5).
(1) For terms where two derivatives of order 𝑘 − 1 occur, we write them in the form 𝑣 =
𝛽𝜕𝑘−1

𝑥 𝑓1𝜕𝑘−1
𝑥 𝑓2 ·∏𝑗(𝜕𝜅 𝑗𝑥 𝑓𝑗(𝑥))ℓ 𝑗 with 𝜅 𝑗 ⩽ 𝑘−2 and

∑
𝑗 ℓ 𝑗 = ℓ −2 where we allow that 𝑓1 may

coincide with 𝑓2. Then, using the Gagliardo-Nirenberg inequality for some ℎ ∈ 𝐻1(R), we
have

‖ℎ‖2
𝐿4 ⩽ ‖ℎ‖𝐿2 ‖ℎ‖𝐿∞ ⩽

√
2‖ℎ‖3/2

𝐿2 ‖𝜕𝑥ℎ‖1/2
𝐿2 ,(4.9)

which combined with Cauchy-Schwarz, yields

‖𝑣‖2
𝐿2 ⩽ ‖𝛽‖2

𝐿∞ ‖𝜕𝑘−1
𝑥 𝑓1‖2

𝐿4 ‖𝜕𝑘−1
𝑥 𝑓2‖2

𝐿4

∏
𝑗

‖𝜕𝜅 𝑗𝑥 𝑓𝑗 ‖2ℓ 𝑗
𝐿∞

≲
∏
𝑠=1,2

‖ 𝑓𝑠 ‖1/2
𝐻𝑘 ‖ 𝑓𝑠 ‖3/2

𝐻𝑘−1 ·
∏
𝑗

‖ 𝑓𝑗 ‖2ℓ 𝑗
𝐻𝑘−1 ≲

∏
𝑠=1,2

‖ 𝑓𝑠 ‖𝐻𝑘 ‖ 𝑓𝑠 ‖𝐻𝑘−1 ·
∏
𝑗

‖ 𝑓𝑗 ‖2ℓ 𝑗
𝐻𝑘−1

where the implicit constant depends only on ‖𝛽‖𝐿∞ . This again gives the estimate (4.7).
(2) For the other terms, there is at most one derivative of order at 𝑘 − 1, the other are of
order at most 𝑘 − 2. Then for such terms, the factor with highest order of derivative is
estimated in 𝐿2 and all the others in 𝐿∞ which is controlled by the 𝐻 𝑘−1-norm, yielding
(4.7). □

Also, we need the following type of estimates; the choice of considering homogeneous
polynomials with coefficients in 𝑊2,∞ in Definition 4.5 is in particular motivated by the
possibility to perform twice the integration by parts in the following claim.
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Claim 4.9. If 𝑓 , 𝑣 ∈ 𝐻1(R), then¹² for ℓ ⩾ 2:����ˆ 𝑂ℓ
2( 𝑓 )𝑑𝑥

���� ≲ ‖ 𝑓 ‖ℓ𝐻1 ,

����ˆ 𝑂1
2( 𝑓 )𝑣𝑑𝑥

���� ≲ ‖ 𝑓 ‖𝐻1 ‖𝑣‖𝐻1 ,

where the implicit constants depend on the𝑊1,∞ norm of the coefficients in 𝑂ℓ
2.

If 𝑓 ∈ 𝐻2(R), then for ℓ ⩾ 2:����ˆ 𝑂ℓ
3( 𝑓 )𝑑𝑥

���� ≲ ‖ 𝑓 ‖ℓ−1
𝐻1 ‖ 𝑓 ‖𝐻2 ,

����ˆ 𝑂ℓ
4( 𝑓 )𝑑𝑥

���� ≲ ‖ 𝑓 ‖ℓ−2
𝐻1 ‖ 𝑓 ‖2

𝐻2 ,

where the implicit constants depend on the𝑊2,∞ norm of the coefficients in 𝑂ℓ
𝑘( 𝑓 ).

Remark 4.10. One should be aware that in 𝑂ℓ
2( 𝑓 ), terms of the type 𝜕2

𝑥 𝑓1 · 𝑓2 may occur, so
that the notation

´
𝑂ℓ

2( 𝑓 )𝑑𝑥 should be understood in the𝐻−1−𝐻1 duality. Similarly, some
terms in

´
𝑂ℓ

4( 𝑓 )𝑑𝑥 should be understood in the 𝐻−𝑘 − 𝐻 𝑘 duality for 𝑘 = 1 or 2.

Proof. We prove only the last estimate, all the other estimates follow by the same argument
(combined with Claim 4.8 or the arguments in its proof). Also, by a density argument,
we can furthermore assume without loss of generality 𝑓 ∈ C∞

𝑐 (R). After at most two

integrations by parts in the integral
ˆ
𝑂ℓ

4( 𝑓 )𝑑𝑥, the coefficients of the new polynomials
in 𝑓 and its derivatives can be estimated in 𝐿∞, and the worst terms appearing are of the
form:ˆ

𝜕𝑥𝑥 𝑓1𝜕𝑥𝑥 𝑓2𝑝ℓ−2𝑑𝑥,
ˆ

𝜕𝑥𝑥 𝑓1𝜕𝑥 𝑓2𝜕𝑥 𝑓3𝑝ℓ−3𝑑𝑥, or
ˆ

𝜕𝑥 𝑓1𝜕𝑥 𝑓2𝜕𝑥 𝑓3𝜕𝑥 𝑓4𝑝ℓ−4𝑑𝑥,

where 𝑝𝑙 is a product of the ( 𝑓𝑗)𝑗 of degree 𝑙 without derivatives in 𝑓𝑗 and 𝑓1 may coincide
with 𝑓2, 𝑓3 or 𝑓4 in the above terms etc.; the other terms have less derivatives and are
estimated by the same argument. Using the embedding 𝐻1(R) ↩→ 𝐿∞(R) and (4.9), we get����ˆ 𝜕𝑥𝑥 𝑓1𝜕𝑥𝑥 𝑓2𝑝ℓ−2𝑑𝑥

���� ≲ ‖ 𝑓 ‖ℓ−2
𝐿∞ ‖ 𝑓 ‖2

𝐻2 ⩽ ‖ 𝑓 ‖ℓ−2
𝐻1 ‖ 𝑓 ‖2

𝐻2 ,����ˆ 𝜕𝑥𝑥 𝑓1𝜕𝑥 𝑓2𝜕𝑥 𝑓3𝑝ℓ−3𝑑𝑥

���� ⩽ ‖ 𝑓 ‖𝐻2 ‖𝜕𝑥 𝑓 ‖2
𝐿4 ‖ 𝑓 ‖ℓ−3

𝐿∞ ≲ ‖ 𝑓 ‖ℓ−3/2
𝐻1 ‖ 𝑓 ‖3/2

𝐻2 ,����ˆ 𝜕𝑥 𝑓1𝜕𝑥 𝑓2𝜕𝑥 𝑓3𝜕𝑥 𝑓4𝑝ℓ−4𝑑𝑥

���� ≲ ‖𝜕𝑥 𝑓 ‖4
𝐿4 ‖ 𝑓 ‖ℓ−4

𝐿∞ ⩽ ‖ 𝑓 ‖ℓ−1
𝐻1 ‖ 𝑓 ‖𝐻2 . □

Now we state the modulation result for the time-dependent magnetisation:

Proposition 4.11 (Decomposition of the magnetisation). Let 𝑤∗ ∈ {𝑤±∗ }. There exist two
constants 𝐶2 > 0 and 𝛿0

2 > 0 such that the following holds. If 0 < 𝛿2 < 𝛿0
2, 𝑇 > 0, ℎ ∈ 𝐿∞([0, 𝑇])

and 𝑚 ∈ C ([0, 𝑇],H 2) is a solution to (LLG) such that
(4.10) ∀𝑡 ∈ [0, 𝑇], inf

𝜁∈𝐺 ‖𝑚(𝑡) − 𝜁.𝑤∗‖𝐻1 < 𝛿2 ,

then there exist a Lipschitz gauge 𝑔 = (𝑦, 𝜙) : [0, 𝑇] → 𝐺 and a continuous map 𝜀 : [0, 𝑇] → 𝐻2

such that
𝑚(𝑡 , 𝑥) = 𝑔(𝑡).(𝑤∗(𝑥) + 𝜀(𝑡 , 𝑥)) ∈ S2 ,(4.11)

with the orthogonality conditions, i.e., for all 𝑡 ∈ [0, 𝑇], 𝜀(𝑡) satisfies (4.3) and
∀𝑥 ∈ R, |𝜀(𝑡 , 𝑥)|2 + 2𝜀(𝑡 , 𝑥) · 𝑤∗(𝑥) = 0.(4.12)

Moreover, 𝜕𝑡𝜀 ∈ 𝐿∞([0, 𝑇], 𝐿2) and
∀𝑡 ∈ [0, 𝑇], | ¤𝑔(𝑡) − ¤𝑔∗(𝑡)| ⩽ 𝐶2(1 + |ℎ(𝑡)|)‖𝜀(𝑡)‖𝐻1 , ‖𝜀(𝑡)‖𝐻1 ⩽ 𝐶2𝛿2 ,(4.13)

¹²Since for 𝑘 ∈ {0, 1}, 𝑂ℓ𝑘( 𝑓 ) = 𝑂ℓ2( 𝑓 ), these estimates hold also for 𝑂ℓ0( 𝑓 ) and 𝑂ℓ1( 𝑓 ) for every ℓ ⩾ 1.
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where 𝑔∗ = (𝑦∗ , 𝜙∗) is given in (1.9). Moreover, the gauge map 𝑔 is unique up to a constant in
{0} × 2𝜋Z.

We emphasise that the bounds in (4.13) (in particular 𝐶2) do not depend on the length
𝑇 > 0 of the interval [0, 𝑇].
Proof. Let 𝛿0

2 > 0 be chosen later and 0 < 𝛿2 < 𝛿0
2.

Step 1. Construction of 𝑔 and 𝜀. First, observe that one can choose a smooth gauge for a
map 𝑚 satisfying (4.10), i.e., for some universal constant 𝐶′

2 (not depending on 𝑚, 𝑇 or
𝛿2), there exists a smooth gauge 𝑔0 : [0, 𝑇] → 𝐺 such that

∀𝑡 ∈ [0, 𝑇], ‖𝑚(𝑡) − 𝑔0(𝑡).𝑤∗‖𝐻1 ⩽ 𝐶′
2𝛿2.(4.14)

Indeed, as𝑚 : [0, 𝑇] → 𝑤∗+𝐻1 is continuous (by (4.10) and Remark 1.3), and so uniformly
continuous, there exists a finite number of times 0 = 𝑡0 < 𝑡1 < · · · < 𝑡𝑁 = 𝑇 such that for
𝑘 = 0, . . . , 𝑁 − 1,

∀𝑡 ∈ [𝑡𝑘 , 𝑡𝑘+1], ‖𝑚(𝑡) − 𝑚(𝑡𝑘)‖𝐻1 ⩽ 𝛿2.
Also, in view of (4.10), for all 𝑘 = 0, . . . , 𝑁 , there exists 𝜁𝑘 ∈ 𝐺 such that ‖𝑚(𝑡𝑘) −
𝜁𝑘 .𝑤∗‖𝐻1 ⩽ 𝛿2. In particular, ‖𝜁𝑘 .𝑤∗ − 𝜁𝑘+1.𝑤∗‖𝐻1 ⩽ 3𝛿2. To prove (4.14), we need the
following claim:

Claim 4.12. There exist 𝛿′ > 0 and 𝐶′ > 0 such that the following holds. If 𝑔, �̃� ∈ 𝐺 such
that ‖𝑔.𝑤∗ − �̃�.𝑤∗‖𝐻1 ⩽ 𝛿′, then there exists 𝑛 ∈ Z such that
(4.15) |𝑔 − (

�̃� + (0, 2𝜋𝑛)) | ⩽ 𝐶′‖𝑔.𝑤∗ − �̃�.𝑤∗‖𝐻1 .

Moreover, if 𝑔, �̃� : [0, 𝑇] → 𝐺 are continuous gauge functions such that ‖𝑔(𝑡).𝑤∗ −
�̃�(𝑡).𝑤∗‖𝐻1 ⩽ 𝛿′ for every 𝑡 ∈ [0, 𝑇] then (4.15) holds for every 𝑡 ∈ [0, 𝑇] for a constant
𝑛 ∈ Z independent of 𝑡.

Remark 4.13. By (4.6), ‖𝑔.𝑤∗− �̃�.𝑤∗‖𝐻1 ⩽ 𝐶 |𝑔− �̃� | for every 𝑔, �̃� ∈ 𝐺where 𝐶 = 𝐶(‖𝑤∗‖H 2).
Inequality (4.15) somehow provides an inverse inequality (up to an additive constant in
{0} × 2𝜋Z); note that

(
�̃� + (0, 2𝜋𝑛)) .𝑤∗ = �̃�.𝑤∗).

Proof of claim. Indeed, assume by contradiction that the claim fails. As ‖𝑔.𝑤∗ − �̃�.𝑤∗‖𝐻1 =
‖(𝑔 − �̃�).𝑤∗ −𝑤∗‖𝐻1 , there would exist a sequence (𝑔𝑗)𝑗 = (𝑦 𝑗 , 𝜙 𝑗)𝑗 in 𝐺 such that ‖𝑔𝑗 .𝑤∗ −
𝑤∗‖𝐻1 → 0 and for all 𝑗, 𝜙 𝑗 ∈ [−𝜋,𝜋] and
(4.16) |𝑔𝑗 | ⩾ 𝑗‖𝑔𝑗 .𝑤∗ − 𝑤∗‖𝐻1 .

Up to a subsequence, we can further assume that 𝜙 𝑗 → 𝜙∞ ∈ [−𝜋,𝜋] and 𝑦 𝑗 → 𝑦∞ ∈ R
(because otherwise, ‖𝜏𝑦𝑗𝑅𝜙∞𝑤∗ − 𝑤∗‖ ¤𝐻1 → 2‖𝑤∗‖ ¤𝐻1 > 0 as |𝑦 𝑗 | → +∞ which contra-
dicts the assumption ‖𝑔𝑗 .𝑤∗ − 𝑤∗‖ ¤𝐻1 → 0 as 𝑗 → +∞). As ‖𝑔𝑗 .𝑤∗ − 𝑤∗‖𝐻1 → 0 and
𝑔𝑗 → (𝑦∞ , 𝜙∞), it follows that (𝑦∞ , 𝜙∞).𝑤∗ = 𝑤∗; in particular, for the first component, we
have 𝜏𝑦∞ cos𝜃∗ = cos𝜃∗ yielding 𝑦∞ = 0 (as cos𝜃∗ is not periodic in R) and for the other
component, cos(𝜙∞ + 𝜑∗) = cos 𝜑∗ and sin(𝜙∞ + 𝜑∗) = sin 𝜑∗ in R yielding 𝜙∞ = 0 (as
𝜙∞ ∈ [−𝜋,𝜋]). Now as 𝑔 = (𝑦, 𝜙) → (0, 0), by Taylor’s expansion and (3.14),

𝑔.𝑤∗ − 𝑤∗ = −𝑦𝜕𝑥𝑤∗ + 𝜙𝑒1 ∧ 𝑤∗ + 𝑂(|𝑔 |2),
so that by Lemma 3.2,

‖𝑔.𝑤∗ − 𝑤∗‖𝐿2 ⩾ 𝑐𝛾 |𝑔 | + 𝑂(|𝑔 |2) ⩾ 𝑐𝛾 |𝑔 |/2 as 𝑔 → (0, 0).
This is a contradiction with (4.16) (as 𝑔𝑗 → (0, 0)).
It remains to consider the case of continuous gauge functions 𝑔, �̃� : [0, 𝑇] → 𝐺. From the
above, we dispose of a function 𝑛(𝑡) ∈ Z such that (4.15) holds at time 𝑡. By decreasing 𝛿′
if needed, we can assume that 𝛿′𝐶′ ⩽ 1

5 . By uniform continuity of 𝑔 and �̃�, there exists
𝜂 > 0 such that |𝑡 − 𝑡′ | < 𝜂 implies |𝑔(𝑡) − 𝑔(𝑡′)|, | �̃�(𝑡) − �̃�(𝑡′)| < 1

5 . Then for such 𝑡 , 𝑡′,

|𝑛(𝑡) − 𝑛(𝑡′)| ⩽ |𝑔(𝑡) − (
�̃�(𝑡) + (0, 2𝜋𝑛(𝑡))) | + |𝑔(𝑡′) − (

�̃�(𝑡′) + (0, 2𝜋𝑛(𝑡′))) |
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+ | �̃�(𝑡′) − �̃�(𝑡)| + |𝑔(𝑡′) − 𝑔(𝑡)| < 4
5
.

This shows that 𝑛 is locally constant, thus constant in [0, 𝑇]. □

Proof of (4.14). Using the above claim, provided that 3𝛿0
2 ⩽ 𝛿′ (this is a first choice of 𝛿0

2),
we can further change 𝜁𝑘 (by adding (0, 2𝜋𝑛𝑘) for some well chosen 𝑛𝑘 ∈ Z) so that for all
𝑘 = 0, . . . , 𝑁 − 1,

|𝜁𝑘 − 𝜁𝑘+1 | ⩽ 𝐶′‖𝜁𝑘 .𝑤∗ − 𝜁𝑘+1.𝑤∗‖𝐻1 ⩽ 3𝐶′𝛿2.
We now consider 𝑔1 : [0, 𝑇] → 𝐺 affine on each segment [𝑡𝑘 , 𝑡𝑘+1] such that 𝑔1(𝑡𝑘) =
𝜁𝑘 for 𝑘 = 0, . . . , 𝑁 ; then we choose some smooth function 𝑔0 : [0, 𝑇] → 𝐺 such that
‖𝑔1 − 𝑔0‖C ([0,𝑇]) ⩽ 𝛿2. For all 𝑡 ∈ [𝑡𝑘 , 𝑡𝑘+1], as 𝑔1 is affine on this interval,
‖𝑔1(𝑡𝑘).𝑤∗− 𝑔1(𝑡).𝑤∗‖𝐻1 ⩽ 𝐶‖𝑤∗‖H 2 |𝑔1(𝑡𝑘)− 𝑔1(𝑡)| ⩽ 𝐶‖𝑤∗‖H 2 |𝑔1(𝑡𝑘)− 𝑔1(𝑡𝑘+1)| ⩽ 𝐶′′

2 𝛿2.

Then for any 𝑡 ∈ [0, 𝑇], denoting 𝑘 such that 𝑡 ∈ [𝑡𝑘 , 𝑡𝑘+1], one has
‖𝑚(𝑡) − 𝑔0(𝑡).𝑤∗‖𝐻1 ⩽ ‖𝑚(𝑡) − 𝑚(𝑡𝑘)‖𝐻1 + ‖𝑚(𝑡𝑘) − 𝑔1(𝑡𝑘).𝑤∗‖𝐻1

+ ‖𝑔1(𝑡𝑘).𝑤∗ − 𝑔1(𝑡).𝑤∗‖𝐻1 + ‖𝑔1(𝑡).𝑤∗ − 𝑔0(𝑡).𝑤∗‖𝐻1

⩽ 𝛿2 + 𝛿2 + 𝐶′′
2 𝛿2 + 𝐶𝛿2 ⩽ 𝐶′

2𝛿2 ,

which proves (4.14).
We now go back to the construction of 𝑔 and 𝜀 in (4.11). We can assume that 𝐶′

2𝛿
0
2 ⩽ 𝛿1

with 𝛿1 given in Lemma 4.2 by possibly decreasing 𝛿0
2. As for all 𝑡 ∈ [0, 𝑇], ‖(−𝑔0(𝑡)).𝑚(𝑡)−

𝑤∗‖𝐻1 ⩽ 𝛿1, Lemma 4.2 ensures the existence of a constant 𝐶1 > 0 and of a gauge 𝑔2(𝑡) ∈ 𝐺
and a map 𝜀(𝑡) ∈ 𝐻1 such that (4.12) and (4.3) hold together with
(−𝑔0(𝑡)).𝑚(𝑡) = 𝑔2(𝑡).(𝑤∗+𝜀(𝑡)), |𝑔2(𝑡)|+‖𝜀(𝑡)‖𝐻1 ⩽ 𝐶1‖(−𝑔0(𝑡)).𝑚(𝑡)−𝑤∗‖𝐻1 ⩽ 𝐶1𝐶′

2𝛿2.

Then 𝑔 = 𝑔0 + 𝑔2 is the desired gauge modulation, in particular, 𝜀 satisfies the estimate in
(4.13) for 𝐶2 ⩾ 𝐶1𝐶′

2. Moreover, recalling the smooth implicit function Ψ constructed in
the proof of Lemma 4.2, we know that

𝑔2(𝑡) = Ψ
((−𝑔0(𝑡)).𝑚(𝑡))

is continuous in 𝑡 (as 𝑡 ↦→ (−𝑔0(𝑡)).𝑚(𝑡) belongs to C ([0, 𝑇],H 2)). Thus, 𝑔 is continuous
in 𝑡 and 𝜀 = (−𝑔).𝑚 − 𝑤∗ ∈ C ([0, 𝑇], 𝐻2(R,R3)) (as mentioned in Remark 4.3).
It remains to prove that 𝑔 and 𝜀 are Lipschitz in 𝑡 and 𝑔 satisfies the first bound in (4.13).
However, even if (LLG) yields 𝜕𝑡𝑚 ∈ 𝐿∞([0, 𝑇], 𝐿2), this is not enough a priori to infer that
¤𝑔 ∈ 𝐿∞ and 𝜕𝑡𝜀 ∈ 𝐿∞([0, 𝑇], 𝐿2) (because the implicit functionΨ in the proof of Lemma 4.2
is smooth for the𝐻1 topology, but smoothness in the 𝐿2 topology would require additional
arguments). This is nevertheless the case if one furthermore assume more regularity on
𝑚, i.e., 𝑚 ∈ C ([0, 𝑇],H 3) is a solution to (LLG) in which case one sees by inspection that
𝛿𝐸(𝑚) ∈ C ([0, 𝑇], 𝐻1) and so 𝜕𝑡𝑚 ∈ 𝐿∞([0, 𝑇], 𝐻1). This means that 𝑡 ↦→ 𝑚(𝑡) is Lipschitz
with values in M and from there, as Ψ is Lipschitz on M , 𝑔 is also a Lipschitz function:
¤𝑔 ∈ 𝐿∞([0, 𝑇]). It follows that 𝜕𝑡𝜀 ∈ 𝐿∞([0, 𝑇], 𝐻1). This allows to perform computations
of the equations for 𝑔 and 𝜀, and to obtain their Lipschitz regularity together with the
first estimate in (4.13) in Steps 2-3 below. As these bounds will not depend on the norm
of ‖𝑚‖C ([0,𝑇],H 3), a classical approximation argument in Step 4 will show that the bounds
(4.13) still hold under the assumption 𝑚 ∈ C ([0, 𝑇],H 2).
For the next steps 2 and 3, we therefore assume that 𝑚 ∈ C ([0, 𝑇],H 3).
Step 2. Preliminary equation on 𝜕𝑡𝜀. To prove the first statement of (4.13), we start by esti-
mating the terms in 𝜀 in (LLG). We emphasise that all the equalities below are between
functions in 𝐿∞([0, 𝑇], 𝐿2). With the notation 𝑔 = 𝑔(𝑡) = (𝑦(𝑡), 𝜙(𝑡)), we have by the for-
mulas in Appendix A, the linearity of 𝛿𝐸(·) and (3.9):

𝜕𝑡𝑚 = 𝜕𝑡(𝑔.(𝑤∗ + 𝜀)) = − ¤𝑦𝑔.(𝜕𝑥𝑤∗ + 𝜕𝑥𝜀) + ¤𝜙𝑒1 ∧ 𝑔.(𝑤∗ + 𝜀) + 𝑔.𝜕𝑡𝜀,(4.17)
24



𝐻(𝑚) = −𝛿𝐸(𝑔.𝑤∗) − 𝛿𝐸(𝑔.𝜀) + ℎ𝑒1 = −𝑔.𝛿𝐸(𝑤∗) − 𝑔.𝛿𝐸(𝜀) + ℎ𝑒1.
We now expand at order 0 in 𝜀 (that is, terms which are at least linear in 𝜀 are treated in
𝑂), tracking only the dependence in ℎ (so that the implicit polynomial in the 𝑂 notation
below do not depend on ℎ). Observe that 𝛿𝐸(𝜀) = 𝑂1

2(𝜀), so that as 𝑤∗ is smooth and
𝑤∗ ∧ 𝛿𝐸(𝑤∗) = 0, Claim 4.7 yields

𝑚 ∧ 𝐻(𝑚) = 𝑔.
((𝑤∗ + 𝜀) ∧ (−𝛿𝐸(𝑤∗) + 𝑂1

2(𝜀) + ℎ𝑒1)
)

= 𝑔.
(
ℎ(𝑤∗ + 𝜀) ∧ 𝑒1 + 𝑂1

0(𝜀) + 𝑂1
2(𝜀) + 𝑂1

0(𝜀)𝑂1
2(𝜀)

)
= 𝑔.

(
ℎ𝑤∗ ∧ 𝑒1 + ℎ𝑂1

0(𝜀) + 𝑂1
2(𝜀) + 𝑂2

2(𝜀)
)
,(4.18)

𝑚 ∧ (𝑚 ∧ 𝐻(𝑚)) = 𝑔.
((𝑤∗ + 𝜀) ∧ (ℎ𝑤∗ ∧ 𝑒1 + ℎ𝑂1

0(𝜀) + 𝑂1
2(𝜀) + 𝑂2

2(𝜀))
)

= 𝑔.
(
ℎ𝑤∗ ∧ (𝑤∗ ∧ 𝑒1) + ℎ(𝑂1

0(𝜀) + 𝑂2
0(𝜀)) + 𝑂1

2(𝜀) + 𝑂2
2(𝜀) + 𝑂3

2(𝜀)
)
.(4.19)

Therefore, by (4.17), (4.18) and (4.19), the equation of 𝜀 at order 0 is:
𝜕𝑡𝜀 = (−𝑔).𝜕𝑡𝑚 + ¤𝑦(𝜕𝑥𝑤∗ + 𝜕𝑥𝜀) − ¤𝜙𝑒1 ∧ (𝑤∗ + 𝜀)

= (−𝑔). (𝑚 ∧ 𝐻(𝑚) − 𝛼𝑚 ∧ (𝑚 ∧ 𝐻(𝑚))) + ¤𝑦(𝜕𝑥𝑤∗ + 𝜕𝑥𝜀) − ¤𝜙𝑒1 ∧ (𝑤∗ + 𝜀)
= ℎ𝑤∗ ∧ 𝑒1 − 𝛼ℎ𝑤∗ ∧ (𝑤∗ ∧ 𝑒1) + ¤𝑦𝜕𝑥𝑤∗ − ¤𝜙𝑒1 ∧ 𝑤∗

+ ¤𝑔 · 𝑂1
1(𝜀) + ℎ(𝑂1

0(𝜀) + 𝑂2
0(𝜀)) + 𝑂1

2(𝜀) + 𝑂2
2(𝜀) + 𝑂3

2(𝜀)
= ( ¤𝑦 − ¤𝑦∗)𝜕𝑥𝑤∗ − ( ¤𝜙 − ¤𝜙∗)𝑒1 ∧ 𝑤∗(4.20)

+ ¤𝑔 · 𝑂1
1(𝜀) + ℎ(𝑂1

0(𝜀) + 𝑂2
0(𝜀)) + 𝑂1

2(𝜀) + 𝑂2
2(𝜀) + 𝑂3

2(𝜀),
where we used (3.15).

Step 3. Equation on ¤𝑔. We use here the orthogonality conditions (4.3): differentiating them
with respect to time, as 𝜕𝑡𝜀 ∈ 𝐿∞([0, 𝑇], 𝐻1), we getˆ

𝜕𝑡𝜀 · 𝜕𝑥𝑤∗ 𝑑𝑥 = 0 and
ˆ

𝜕𝑡𝜀 · (𝑒1 ∧ 𝑤∗) 𝑑𝑥 = 0.(4.21)

Combined with Lemma 3.2, we obtain the following equalities between functions (of time)
in 𝐿∞([0, 𝑇]): using (4.20), the first relation in (4.21) gives

2√
1 − 𝛾2

( ¤𝑦 − ¤𝑦∗) + 2𝛾√
1 − 𝛾2

( ¤𝜙 − ¤𝜙∗) = 𝑂(| ¤𝑔 | + 1 + ‖𝜀‖2
𝐻1)‖𝜀‖𝐻1 + 𝑂(|ℎ |(‖𝜀‖𝐻1 + ‖𝜀‖2

𝐻1)),

where we used Claims 4.7, 4.8 and 4.9 (and that 𝜕𝑥𝑤∗ is smooth and localised, and so
belongs to 𝐻1). As ¤𝑔∗ = 𝑂(|ℎ |) by (1.9), this rewrites as

( ¤𝑦 − ¤𝑦∗) + 𝛾( ¤𝜙 − ¤𝜙∗) + 𝑂(‖𝜀‖𝐻1)| ¤𝑔 − ¤𝑔∗ | = 𝑂(1 + ‖𝜀‖2
𝐻1)‖𝜀‖𝐻1(1 + |ℎ |).

Similarly, the second relation in (4.21) together with (4.20) yields
2𝛾√

1 − 𝛾2
( ¤𝑦 − ¤𝑦∗) + 2√

1 − 𝛾2
( ¤𝜙 − ¤𝜙∗) = 𝑂(| ¤𝑔 | + 1 + ‖𝜀‖2

𝐻1)‖𝜀‖𝐻1 + 𝑂(|ℎ |(‖𝜀‖𝐻1 + ‖𝜀‖2
𝐻1));

furthermore,
𝛾( ¤𝑦 − ¤𝑦∗) + ( ¤𝜙 − ¤𝜙∗) + 𝑂(‖𝜀‖𝐻1)| ¤𝑔 − ¤𝑔∗ | = 𝑂(1 + ‖𝜀‖2

𝐻1)‖𝜀‖𝐻1(1 + |ℎ |).
As ‖𝜀‖𝐻1 ⩽ 𝐶𝛿2 ⩽ 1 (by possibly decreasing 𝛿0

2), we equivalently get
𝑀𝜀( ¤𝑔 − ¤𝑔∗) = 𝑂((1 + |ℎ |)‖𝜀‖𝐻1)

where 𝑀𝜀 =
(
1 𝛾
𝛾 1

)
+ 𝑂(‖𝜀‖𝐻1) is invertible as soon as ‖𝜀‖𝐻1 ⩽ 𝐶2𝛿2 is smaller than a

certain constant depending only on 𝛾, with inverse

𝑀−1
𝜀 =

1
1 − 𝛾2

(
1 −𝛾
−𝛾 1

)
+ 𝑂(‖𝜀‖𝐻1).
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We therefore get ¤𝑔 = ¤𝑔∗ +𝑂((1 + |ℎ |)‖𝜀‖𝐻1) which is the ¤𝑔 estimate in (4.13). The proof is
complete in the case when 𝑚 ∈ C ([0, 𝑇],H 3).
Step 4. Limiting argument. We treat now the general case 𝑚 ∈ C ([0, 𝑇],H 2) satisfying
(4.10). There exists a sequence (𝑚𝑛

0 )𝑛 in H 3 such that 𝑚𝑛
0 → 𝑚(0) in H 2. Denote 𝑚𝑛 the

solution to (LLG) given by Theorem 4.1 with initial data 𝑚𝑛(0) = 𝑚𝑛
0 . By the continuity of

the flow in Theorem 4.1, 𝑚𝑛 is defined on [0, 𝑇] at least for large 𝑛, and

(4.22) ‖𝑚𝑛 − 𝑚‖C ([0,𝑇],H 2) → 0 as 𝑛 → +∞.
In particular, for large enough 𝑛, 𝑚𝑛 also satisfies (4.10) (recall Proposition B.3: since the
first component 𝑚1(𝑡) is not constant by (4.10), then ‖𝑚𝑛(𝑡) − 𝑚(𝑡)‖𝐻1 is small provided
‖𝑚𝑛(𝑡) − 𝑚(𝑡)‖H 1 is small). We can hence apply Steps 1, 2 and 3 to 𝑚𝑛 : for large enough
𝑛, there exists a decomposition 𝑚𝑛 = 𝑔𝑛 .(𝑤∗ + 𝜀𝑛) with the Lipschitz gauge function
𝑔𝑛 = (𝑦𝑛 , 𝜙𝑛) : [0, 𝑇] → 𝐺 such that

(4.23) ∀𝑡 ∈ [0, 𝑇], | ¤𝑔𝑛(𝑡) − ¤𝑔∗(𝑡)| ⩽ 𝐶2(1 + |ℎ(𝑡)|)‖𝜀𝑛(𝑡)‖𝐻1 , ‖𝜀𝑛(𝑡)‖𝐻1 ⩽ 𝐶2𝛿2.

We can assume without loss of generality that for all 𝑛, 𝜙𝑛(0) ∈ [−𝜋,𝜋]. As 𝑚𝑛(0) → 𝑚(0)
in 𝐻1 and ‖𝜀𝑛(0)‖𝐻1 ⩽ 𝐶2𝛿2, we have for large enough 𝑁 and 𝑛 ⩾ 𝑁 , ‖𝑔𝑛(0).𝑤∗ −
𝑔𝑁 (0).𝑤∗‖𝐻1 ⩽ 4𝐶2𝛿2. Using Claim 4.12 (up to further decreasing 𝛿0

2), we infer |𝑔𝑛(0) −
𝑔𝑁 (0)| ⩽ 𝐶′′

2 𝛿2 (as 𝜙𝑛(0), 𝜙𝑁 (0) ∈ [−𝜋,𝜋]). In particular, (𝑔𝑛(0))𝑛 is bounded, and to-
gether with (4.23), we conclude that (𝑔𝑛)𝑛 is bounded in 𝑊1,∞([0, 𝑇]). Hence, up to a
subsequence, Ascoli’s theorem yields that 𝑔𝑛 → 𝑔 in C ([0, 𝑇]) and ¤𝑔𝑛 → ¤𝑔 weakly-∗
in 𝐿∞([0, 𝑇]) to a Lipschitz limit gauge function 𝑔 ∈ 𝑊1,∞([0, 𝑇], 𝐺). This leads by (4.22)
to

𝜀𝑛 = (−𝑔𝑛).𝑚𝑛 − 𝑤∗ → (−𝑔).𝑚 − 𝑤∗ =: 𝜀 in C ([0, 𝑇], 𝐻2).
Furthermore, as ¤𝑔𝑛− ¤𝑔∗ = 𝑂((1+ |ℎ |)‖𝜀𝑛 ‖𝐻1), we infer that ¤𝑔− ¤𝑔∗ = 𝑂((1+ |ℎ |)‖𝜀‖𝐻1); also,
the properties of 𝜀𝑛 in (4.12) and the orthogonality conditions (4.3) for every 𝑡 ∈ [0, 𝑇]
transfer to the limit 𝜀 as 𝑛 → ∞ as well as the estimate ‖𝜀(𝑡)‖𝐻1 ⩽ 𝐶2𝛿2. Finally, by
inspection of equation (LLG), we see that (4.22) yields 𝜕𝑡𝑚𝑛 → 𝜕𝑡𝑚 in 𝐿∞([0, 𝑇], 𝐿2), and
in the relation (4.17)

𝜕𝑡𝜀
𝑛 = (−𝑔𝑛).𝜕𝑡𝑚𝑛 + ¤𝑦𝑛(𝜕𝑥𝑤∗ + 𝜕𝑥𝜀

𝑛) − ¤𝜙𝑛𝑒1 ∧ (𝑤∗ + 𝜀𝑛),
all terms of the right hand side have strong or weak-∗ limits in 𝐿∞([0, 𝑇], 𝐿2), so that 𝜕𝑡𝜀𝑛
has a weak-∗ limit in in 𝐿∞([0, 𝑇], 𝐿2), as well, which is necessarily 𝜕𝑡𝜀 (by uniqueness of
limits in the distributional sense). Therefore, we conclude 𝜕𝑡𝜀 ∈ 𝐿∞([0, 𝑇], 𝐿2).

Step 5. Uniqueness. Let �̃� = (�̃� , �̃�) be another such gauge (associated with error �̃�) for 𝑚.
By (4.11), for all 𝑡 ∈ [0, 𝑇], ‖𝑔(𝑡).𝑤∗ − �̃�(𝑡).𝑤∗‖𝐻1 ⩽ ‖𝜀(𝑡)‖𝐻1 + ‖ �̃�(𝑡)‖𝐻1 ⩽ 2𝐶2𝛿2 ⩽ 𝛿′,
so that Claim 4.12 applies and there exists 𝑛 ∈ Z (independent of 𝑡) such that |𝑔(𝑡) −
�̃�(𝑡) + (0, 2𝜋𝑛)| ⩽ 2𝐶′𝐶2𝛿2. By lowering 𝛿0

2 further, (4.13) applied to 𝜀(𝑡) and �̃�(𝑡) yields
(−𝑔(𝑡)).𝑚(𝑡) and (−�̃�(𝑡)−(0, 2𝜋𝑛)).𝑚(𝑡) fit the hypothesis for 𝑤 in Lemma 4.2, and in view
of the orthogonality condition (4.3) satisfied by both 𝜀(𝑡) and �̃�(𝑡), the uniqueness of the
gauge in Lemma 4.2 yields for all 𝑡 ∈ [0, 𝑇], 𝑔(𝑡) = �̃�(𝑡) + (0, 2𝜋𝑛) and so 𝜀(𝑡) = �̃�(𝑡). □

4.2. Coercivity of the energy. The second ingredient in the proof of Theorem 1.4 is a
coercivity property of the energy and estimates on the energy dissipation (4.1). For the
coercivity property, we expand the energy around 𝑤∗ ∈ {𝑤±∗ }. To express it more conve-
niently, we work in the (𝑤∗ , 𝑛∗ , 𝑝∗) basis related to 𝑤∗ given in (3.1). We can actually give
the coordinates explicitly:

(4.24) 𝑤∗ =
©«

cos𝜃∗
sin𝜃∗ cos 𝜑∗
sin𝜃∗ sin 𝜑∗

ª®¬ , 𝑛∗ =
©«

− sin𝜃∗
cos𝜃∗ cos 𝜑∗
cos𝜃∗ sin 𝜑∗

ª®¬ , 𝑝∗ =
©«

0
− sin 𝜑∗
cos 𝜑∗

ª®¬ ,
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with 𝜃∗ and 𝜑∗ given in (1.7). Observe that (𝑤∗ , 𝑛∗ , 𝑝∗) is a direct orthonormal frame, and
we compute their differentials:

𝑑𝑤∗ = 𝑛∗𝑑𝜃∗ + sin𝜃∗𝑝∗𝑑𝜑∗ ,
𝑑𝑛∗ = −𝑤∗𝑑𝜃∗ + cos𝜃∗𝑝∗𝑑𝜑∗ ,
𝑑𝑝∗ = −(sin𝜃∗𝑤∗ + cos𝜃∗𝑛∗)𝑑𝜑∗.

Also, by (1.7),

(4.25)



𝑒1 = cos𝜃∗𝑤∗ − sin𝜃∗𝑛∗ ,
𝑒1 ∧ 𝑤∗ = sin𝜃∗𝑝∗ , 𝑒1 ∧ 𝑛∗ = cos𝜃∗𝑝∗ , 𝑒1 ∧ 𝑝∗ = −(sin𝜃∗𝑤∗ + cos𝜃∗𝑛∗),
𝜕𝑥𝑤∗ = 𝜕𝑥𝜃∗𝑛∗ + sin𝜃∗𝜕𝑥𝜑∗𝑝∗ = 𝜕𝑥𝜃∗

(
𝑛∗ + 𝛾√

1−𝛾2
𝑝∗

)
,

𝜕𝑥𝑛∗ = −𝜕𝑥𝜃∗𝑤∗ + cos𝜃∗𝜕𝑥𝜑∗𝑝∗ = −𝜕𝑥𝜃∗𝑤∗ − 𝛾 cos𝜃∗𝑝∗ ,
𝜕𝑥𝑝∗ = −𝜕𝑥𝜑∗(sin𝜃∗𝑤∗ + cos𝜃∗𝑛∗) = 𝛾(sin𝜃∗𝑤∗ + cos𝜃∗𝑛∗).

We also use the notation (see (3.11)):

(4.26)

{
𝛽∗ := 𝜌∗0 = 𝑤∗ · 𝛿𝐸(𝑤∗) = (𝜕𝑥𝜃∗)2 + (1 − 𝛾2) sin2 𝜃∗ = 2(1 − 𝛾2) sin2 𝜃∗ > 0,
𝛿𝐸(𝑤∗) = 𝛽∗𝑤∗ ,

by Theorem 1.1.
We will need the following operator

𝐿𝛾 = −𝜕𝑥𝑥 + (1 − 𝛾2)(cos2 𝜃∗ − sin2 𝜃∗).(4.27)

Actually, 𝐿𝛾 is a Schrödinger operator with classical potential (𝑉(𝑥) = (1 − 𝛾2)(cos2 𝜃∗ −
sin2 𝜃∗)), and so its spectrum is well known. We summarise below the properties which
will be relevant for the subsequent analysis following ideas in [32, Proposition 2.10] (with
𝜎 = 1, 𝑁 = 1), we also refer to [9, Lemma 2.2] and Lemma C.1 in Appendix C.
Lemma 4.14. For 𝛾 ∈ (−1, 1), 𝐿𝛾 is a self-adjoint operator on 𝐿2(R) with dense domain 𝐻2(R)
and has 0 as first (simple) eigenvalue with an eigenfunction sin(𝜃∗) > 0:

𝐿𝛾(sin𝜃∗) = 0,
As a consequence, there exists 𝜆0 > 0 (small) such that for all 𝑣 ∈ 𝐻1(R,R),

0 ⩽ (𝐿𝛾𝑣, 𝑣) ⩽ 1
𝜆0

‖𝑣‖2
𝐻1 and (𝐿𝛾𝑣, 𝑣) ⩾ 4𝜆0‖𝑣‖2

𝐻1 − 1
𝜆0

(ˆ
𝑣 sin(𝜃∗)𝑑𝑥

)2

,(4.28)

and for all 𝑣 ∈ 𝐻2(R,R),

‖𝐿𝛾𝑣‖2
𝐿2 ⩾ 4𝜆0‖𝑣‖2

𝐻2 − 1
𝜆0

(ˆ
𝑣 sin(𝜃∗)𝑑𝑥

)2

.(4.29)

Proof. We provide a short explanation of the results. By direct computations,

𝜕𝑥𝑥𝜃∗ = −√
1 − 𝛾2 cos𝜃∗𝜕𝑥𝜃∗ = (1 − 𝛾2) sin(2𝜃∗)/2,

so that
𝜕𝑥𝑥(𝜕𝑥𝜃∗) = (1 − 𝛾2) cos(2𝜃∗)𝜕𝑥𝜃∗ = (1 − 𝛾2)(cos2 𝜃∗ − sin2 𝜃∗)𝜕𝑥𝜃∗

Hence 𝜕𝑥𝜃∗ ∈ ker 𝐿𝛾 and so does sin𝜃∗ which is collinear to 𝜕𝑥𝜃∗ by (1.7). Now, note that
sin𝜃∗ > 0, thus, Sturm-Liouville theory ensures that 𝐿𝛾 is a nonnegative operator and the
first eigenvalue, which is 0, is simple, ie, ker 𝐿𝛾 = R sin𝜃∗, see details in Lemma C.1 in
Appendix C where also (4.28) and (4.29) are proved. □

Remark 4.15. Notice that 𝐿𝛾 has continuum spectrum [1 − 𝛾2 ,+∞): indeed, the resolvent
of 𝐿𝛾 = −𝜕𝑥𝑥 + (1 − 𝛾2)(1 − 2 sin2 𝜃∗) is a compact perturbation of that of −𝜕𝑥𝑥 + (1 − 𝛾2),
so they share the same continuous spectrum. We refer for further details to [15, Chapters
13 and 14], for example.
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The heart of the stability result is the following statement, which gives (at leading order)
the relative size of the terms appearing in the energy dissipation identity (4.1). It is an
expansion at the stationary level.

Proposition 4.16 (Expansion of the energy). Let 𝑤∗ ∈ {𝑤±∗ }. There exist 𝛿3 > 0 and 𝐶3 > 0
such that the following holds. Let 𝑚 := 𝑤∗ + 𝜂 : R→ S2 be such that

‖𝜂‖H 1 ⩽ 𝛿3.

We decompose 𝜂 in the (𝑤∗ , 𝑛∗ , 𝑝∗) basis (pointwise in 𝑥):
𝜂 = 𝜇𝑤∗ + 𝜈𝑛∗ + 𝜌𝑝∗ where 𝜇 := 𝜂 · 𝑤∗ , 𝜈 := 𝜂 · 𝑛∗ , 𝜌 := 𝜂 · 𝑝∗.

Then 𝜇, 𝜈, 𝜌 ∈ 𝐻1 with

‖𝜇‖𝐻1 ⩽ 𝐶3‖(𝜈, 𝜌)‖2
𝐻1 ,

1
𝐶3

‖𝜂‖𝐻1 ⩽ ‖(𝜈, 𝜌)‖𝐻1 ⩽ 𝐶3‖𝜂‖𝐻1 ,���𝐸(𝑚) − [
𝐸(𝑤∗) + 1

2
((𝐿𝛾𝜈, 𝜈) + (𝐿𝛾𝜌, 𝜌)) ] ��� ⩽ 𝐶3‖(𝜌, 𝜈)‖3

𝐻1 ,(4.30) ����ˆ (𝑚 ∧ 𝑒1) · (𝑚 ∧ 𝛿𝐸(𝑚))𝑑𝑥
���� ⩽ 𝐶3‖(𝜈, 𝜌)‖2

𝐻1 .(4.31)

with 𝐿𝛾 defined in (4.27).
If furthermore 𝜂 ∈ H 2 (not necessarily small in H 2), then 𝜂, 𝜇, 𝜈, 𝜌 ∈ 𝐻2,

‖(𝜈, 𝜌)‖𝐻2 ⩽ 𝐶3‖𝜂‖𝐻2 ,����ˆ (|𝛿𝐸(𝑚)|2 − |𝑚 · 𝛿𝐸(𝑚)|2) 𝑑𝑥 − [‖𝐿𝛾𝜈‖2
𝐿2 + ‖𝐿𝛾𝜌‖2

𝐿2

] ���� ⩽ 𝐶3‖(𝜈, 𝜌)‖2
𝐻2 ‖(𝜈, 𝜌)‖𝐻1 ,

(4.32)

Proof. We will use the notation 𝑔 = 𝑂ℓ
𝑘( 𝑓 ) introduced in Definition 4.5. In view of the

expansion of the energy, we will expand to cubic order in 𝜂 (and so the computations are
substantially more involved than in Proposition 4.11). Recall that 𝑤∗, 𝑛∗, 𝑝∗ are smooth
functions of 𝜃∗ and 𝜑∗ and together with their derivatives at any order, they belong to
𝑊2,∞(R), so they are admissible as coefficient functions in the polynomials𝑂ℓ

𝑘 . This allows
to differentiate the symbol 𝑂ℓ

𝑘 as in Claim 4.7 (iv).
By Lemma B.7 in Appendix B, we denote 𝛿∗ and 𝐶∗ the constants given there for𝑤∗ (which
satisfies the nondegeneracy condition). Taking 𝛿3 ∈ (0, 𝛿∗) small enough, we can assume
that ‖𝜂‖𝐻1 ⩽ 𝐶∗𝛿3 is as small as needed. Moreover, by a density argument, we can assume
that 𝜂 is smooth. Indeed, by convolution, there is a sequence of smooth maps �̃�𝑛 : R→ R3

such that �̃�𝑛 → 𝜂 in𝐻1. By the embedding𝐻1 ⊂ 𝐿∞, we deduce that |𝑤∗+�̃�𝑛 | → |𝑤∗+𝜂| =
1 uniformly inR. Therefore, for 𝑛 large, the smooth maps 𝜂𝑛 = 𝑤∗+�̃�𝑛

|𝑤∗+�̃�𝑛 | −𝑤∗ converge to 𝜂 in
𝐻1 and |𝑤∗ + 𝜂𝑛 | = 1 in R. Throughout the proof below, we will assume that 𝜂 is smooth,
and the general case will follow using the above density argument.

Step 1: 𝜇 is quadratic in (𝜈, 𝜌). The relations 𝜇 = 𝜂 · 𝑤∗, 𝜈 = 𝜂 · 𝑛∗, 𝜌 = 𝜂 · 𝑝∗ yield that

𝜇, 𝜈, 𝜌 = 𝑂1
0(𝜂).

Differentiating repetitively (and using Claim 4.7 (iv)), we get that for any 𝑘 ∈ N,

𝜕𝑘𝑥𝜇, 𝜕
𝑘
𝑥𝜈, 𝜕

𝑘
𝑥𝜌 = 𝑂1

𝑘(𝜂).
Using Claim 4.8, if 𝜂 ∈ 𝐻 𝑘 for some 𝑘 ⩾ 1, then

‖𝜇‖𝐻𝑘 + ‖𝜈‖𝐻𝑘 + ‖𝜌‖𝐻𝑘 ≲ ‖𝜂‖𝐻𝑘 .(4.33)
In particular, for 𝑘 = 1,

‖𝜇‖𝐻1 + ‖𝜈‖𝐻1 + ‖𝜌‖𝐻1 ≲ ‖𝜂‖𝐻1 ,
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so that these quantities are small if ‖𝜂‖𝐻1 is small. On the other side, as 𝜂 = 𝜇𝑤∗ + 𝜈𝑛∗ +
𝜌𝑝∗ = 𝑂1

0(𝜇, 𝜈, 𝜌), we have similarly that for all 𝑘 ∈ N,

𝜕𝑘𝑥𝜂 = 𝑂1
𝑘(𝜇, 𝜈, 𝜌).

As a consequence, by Claim 4.8, there holds for 𝑘 ⩾ 1:
‖𝜂‖𝐻𝑘 ≲ ‖𝜇‖𝐻𝑘 + ‖𝜈‖𝐻𝑘 + ‖𝜌‖𝐻𝑘 .(4.34)

Let us now observe that 𝜇 is quadratic in 𝜂, implying that all terms containing 𝜇 are of
order at least 2 in 𝜂. Indeed, the constraint |𝑤∗ + 𝜂|2 = 1 writes

𝜇 = −|𝜂|2/2 = 𝑂2
0(𝜂).

Thus,

𝜇 = −1
2
(𝜇2 + 𝜈2 + 𝜌2) = −1

2
(𝜈2 + 𝜌2) + 𝑂4

0(𝜂).(4.35)

Hence, using again Claim 4.7 (iv), for all 𝑘 ∈ N,

𝜕𝑘𝑥𝜇 = 𝑂2
𝑘(𝜂),

and so, Claim 4.8 (with 𝑘 = 1 or 2) yields
‖𝜇‖𝐻1 ≲ ‖𝜂‖2

𝐻1 , ‖𝜇‖𝐻2 ≲ ‖𝜂‖𝐻1 ‖𝜂‖𝐻2 .

As ‖𝜂‖𝐻1 is small, we infer from (4.33) and (4.34) that for 𝑘 = 1 or 2,
‖(𝜈, 𝜌)‖𝐻𝑘 ≲ ‖𝜂‖𝐻𝑘 ≲ ‖(𝜈, 𝜌)‖𝐻𝑘 .(4.36)

In particular, we also have
‖𝜇‖𝐻1 ≲ ‖(𝜈, 𝜌)‖2

𝐻1 , ‖𝜇‖𝐻2 ≲ ‖(𝜈, 𝜌)‖𝐻1 ‖(𝜈, 𝜌)‖𝐻2 .

Step 2. Expansion of 𝛿𝐸(𝜂) and related linear terms in 𝜂. This is a preliminary step where we
develop 𝛿𝐸(𝜂) and other linear terms which appear in the integrals when expanding 𝐸(𝑚).
By Claim 4.7 combined with (1.7) and (4.25), we compute:

𝜕𝑥𝜂 = (𝜕𝑥𝜇 − 𝜕𝑥𝜃∗𝜈 + 𝛾 sin𝜃∗𝜌)𝑤∗ + (𝜕𝑥𝜃∗𝜇 + 𝜕𝑥𝜈 + 𝛾 cos𝜃∗𝜌)𝑛∗

+
(

𝛾√
1 − 𝛾2

𝜕𝑥𝜃∗𝜇 − 𝛾 cos𝜃∗𝜈 + 𝜕𝑥𝜌

)
𝑝∗

= 𝑂2
1(𝜂) + (−𝜕𝑥𝜃∗𝜈 + 𝛾 sin𝜃∗𝜌)𝑤∗ + (𝜕𝑥𝜈 + 𝛾 cos𝜃∗𝜌)𝑛∗ + (−𝛾 cos𝜃∗𝜈 + 𝜕𝑥𝜌) 𝑝∗ ,

𝑒1 ∧ 𝜂 = (sin𝜃∗𝜇 + cos𝜃∗𝜈)𝑝∗ − sin𝜃∗𝜌𝑤∗ − cos𝜃∗𝜌𝑛∗
= 𝑂2

0(𝜂) − sin𝜃∗𝜌𝑤∗ − cos𝜃∗𝜌𝑛∗ + cos𝜃∗𝜈𝑝∗ ,
𝜂1 = cos𝜃∗𝜇 − sin𝜃∗𝜈 = 𝑂2

0(𝜂) − sin𝜃∗𝜈,
𝜂1𝑒1 = 𝑂2

0(𝜂) − sin𝜃∗ cos𝜃∗𝜈𝑤∗ + sin2 𝜃∗𝜈𝑛∗ ,
𝜂 − 𝜂1𝑒1 = 𝑂2

0(𝜂) + sin𝜃∗ cos𝜃∗𝜈𝑤∗ + cos2 𝜃∗𝜈𝑛∗ + 𝜌𝑝∗ ,
𝑒1 ∧ 𝜕𝑥𝜂 = 𝑂2

1(𝜂) + (−𝜕𝑥𝜃∗𝜈 + 𝛾 sin𝜃∗𝜌) sin𝜃∗𝑝∗ + (𝜕𝑥𝜈 + 𝛾 cos𝜃∗𝜌) cos𝜃∗𝑝∗
− (−𝛾 cos𝜃∗𝜈 + 𝜕𝑥𝜌) (sin𝜃∗𝑤∗ + cos𝜃∗𝑛∗)

= 𝑂2
1(𝜂) + (𝛾 cos𝜃∗ sin𝜃∗𝜈 − sin𝜃∗𝜕𝑥𝜌)𝑤∗

+ (𝛾 cos2 𝜃∗𝜈 − cos𝜃∗𝜕𝑥𝜌)𝑛∗ + (𝜕𝑥(cos𝜃∗𝜈) + 𝛾𝜌)𝑝∗ ,
𝜕𝑥𝑥𝜂 = 𝑂2

2(𝜂) + (−𝜕𝑥𝑥𝜃∗𝜈 − 𝜕𝑥𝜃∗𝜕𝑥𝜈 + 𝛾 cos𝜃∗𝜕𝑥𝜃∗𝜌 + 𝛾 sin𝜃∗𝜕𝑥𝜌)𝑤∗

+ 𝜕𝑥𝜃∗(−𝜕𝑥𝜃∗𝜈 + 𝛾 sin𝜃∗𝜌)
(
𝑛∗ + 𝛾√

1 − 𝛾2
𝑝∗

)
+ (𝜕𝑥𝑥𝜈 − 𝛾 sin𝜃∗𝜕𝑥𝜃∗𝜌 + 𝛾 cos𝜃∗𝜕𝑥𝜌)𝑛∗
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− (𝜕𝑥𝜈 + 𝛾 cos𝜃∗𝜌)(𝜕𝑥𝜃∗𝑤∗ + 𝛾 cos𝜃∗𝑝∗)
+ (𝛾 sin𝜃∗𝜕𝑥𝜃∗𝜈 − 𝛾 cos𝜃∗𝜕𝑥𝜈 + 𝜕𝑥𝑥𝜌)𝑝∗
+ 𝛾 (−𝛾 cos𝜃∗𝜈 + 𝜕𝑥𝜌) (sin𝜃∗𝑤∗ + cos𝜃∗𝑛∗)

= 𝑂2
2(𝜂) + 𝑤∗

(−𝜕𝑥𝑥𝜃∗𝜈 − 2𝜕𝑥𝜃∗𝜕𝑥𝜈 − 𝛾2 sin𝜃∗ cos𝜃∗𝜈 + 2𝛾 sin𝜃∗𝜕𝑥𝜌
)

+ (
𝜕𝑥𝑥𝜈 − [(𝜕𝑥𝜃∗)2 + 𝛾2 cos2 𝜃∗]𝜈 + 2𝛾 cos𝜃∗𝜕𝑥𝜌

)
𝑛∗

+ ( − 2𝛾𝜕𝑥(cos𝜃∗𝜈) − 𝛾2𝜌 + 𝜕𝑥𝑥𝜌
)
𝑝∗.

We obviously have

(4.37) 𝛿𝐸(𝜂) = −𝜕𝑥𝑥𝜂 − 2𝛾𝑒1 ∧ 𝜕𝑥𝜂 + 𝜂 − 𝜂1𝑒1 = 𝑂1
2(𝜂).

Using (3.7) and (1.7), we have an expansion at order 2 for this quantity

𝛿𝐸(𝜂) = 𝑂2
2(𝜂) + 2(𝜕𝑥𝑥𝜃∗𝜈 + 𝜕𝑥𝜃∗𝜕𝑥𝜈)𝑤∗ + (−𝜕𝑥𝑥𝜈 + (1 − 𝛾2)𝜈) 𝑛∗ + (−𝜕𝑥𝑥𝜌 + (1 − 𝛾2)𝜌)𝑝∗.

(4.38)

Hence, we have the following expansions for scalar and wedge products linear in 𝜂:

𝑤∗ · 𝜂 = 𝜇 = −1
2
(𝜈2 + 𝜌2) + 𝑂4

0(𝜂),
𝑤∗ · 𝛿𝐸(𝜂) = 2𝜕𝑥𝑥𝜃∗𝜈 + 2𝜕𝑥𝜃∗𝜕𝑥𝜈 + 𝑂2

2(𝜂) = 𝑂1
1(𝜂) + 𝑂2

2(𝜂),
𝑤∗ ∧ 𝛿𝐸(𝜂) = 𝑂2

2(𝜂) − (−𝜕𝑥𝑥𝜌 + (1 − 𝛾2)𝜌)𝑛∗ + (−𝜕𝑥𝑥𝜈 + (1 − 𝛾2)𝜈) 𝑝∗ ,
𝜂 · 𝛿𝐸(𝑤∗) = 𝛽∗𝜂 · 𝑤∗ = −1

2
𝛽∗ |𝜂|2 ,

where 𝛽∗ is given in (4.26).

Step 3. Expansion of quadratic terms in 𝜂. Using Claim 4.7 together with (4.35) and (4.38), we
derive the following expansions for the quadratic terms in 𝜂:

|𝜂|2 = 𝑂4
0(𝜂) + 𝜈2 + 𝜌2 ,

(𝑤∗ · 𝛿𝐸(𝜂))2 = 𝑂3
3(𝜂) + 𝑂4

4(𝜂) + (2𝜕𝑥𝑥𝜃∗𝜈 + 2𝜕𝑥𝜃∗𝜕𝑥𝜈)2
Using (4.37), we have

𝜂 · 𝛿𝐸(𝜂) = 𝑂2
2(𝜂).

With the help of (4.38), we also have

𝜂 · 𝛿𝐸(𝜂) = 𝑂3
2(𝜂) − 𝜈𝜕𝑥𝑥𝜈 + (1 − 𝛾2)𝜈2 − 𝜌𝜕𝑥𝑥𝜌 + (1 − 𝛾2)𝜌2 ,

|𝛿𝐸(𝜂)|2 = 𝑂3
4(𝜂) + 𝑂4

4(𝜂) + (2𝜕𝑥𝑥𝜃∗𝜈 + 2𝜕𝑥𝜃∗𝜕𝑥𝜈)2 + (−𝜕𝑥𝑥𝜈 + (1 − 𝛾2)𝜈)2

+ (−𝜕𝑥𝑥𝜌 + (1 − 𝛾2)𝜌)2.

Step 4. Expansion of 𝐸(𝑚). Proof of (4.30). The energy 𝐸 consists only in quadratic terms:
therefore, 𝐸(𝜂) = 1

2
´
𝜂𝛿𝐸(𝜂)𝑑𝑥 and we compute using Claim 4.9:

𝐸(𝑤∗ + 𝜂) − 𝐸(𝑤∗) = 𝑑
𝑑𝑠

��
𝑠=0𝐸(𝑤∗ + 𝑠𝜂) + 1

2
𝑑2

𝑑𝑠2

��
𝑠=0𝐸(𝑤∗ + 𝑠𝜂)

=
ˆ

𝜂 · 𝛿𝐸(𝑤∗)𝑑𝑥 + 1
2

ˆ
𝜂 · 𝛿𝐸(𝜂)𝑑𝑥

= 𝑂(‖𝜂‖3
𝐻1) − 1

2

ˆ
𝛽∗ |𝜂|2𝑑𝑥 + 1

2

ˆ {(−𝜕𝑥𝑥𝜈 + (1 − 𝛾2)𝜈)𝜈 + (−𝜕𝑥𝑥𝜌 + (1 − 𝛾2)𝜌)𝜌} 𝑑𝑥
= 𝑂(‖𝜂‖3

𝐻1) + 1
2

ˆ {(𝜕𝑥𝜈)2 + (1 − 𝛾2 − 𝛽∗)𝜈2 + (𝜕𝑥𝜌)2 + (1 − 𝛾2 − 𝛽∗)𝜌2} 𝑑𝑥,
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where we integrated by parts and used 𝜈(±∞) = 𝜌(±∞) = 0 (as 𝜈, 𝜌 ∈ 𝐻1) andˆ
𝛽∗ |𝜇|2𝑑𝑥 =

ˆ
𝑂4

0(𝜂) 𝑑𝑥 = 𝑂(‖𝜂‖4
𝐻1) = 𝑂(‖𝜂‖3

𝐻1),
as ‖𝜂‖𝐻1 is small. Now

1 − (𝛾2 + 𝛽∗) = 1 − 𝛾2 − 2(1 − 𝛾2) sin2 𝜃∗ = (1 − 𝛾2)(cos2 𝜃∗ − sin2 𝜃∗),(4.39)

and finally, by (4.27),

𝐸(𝑤∗ + 𝜂) − 𝐸(𝑤∗) = 1
2
((𝐿𝛾𝜈, 𝜈) + (𝐿𝛾𝜌, 𝜌)) + 𝑂(‖𝜂‖3

𝐻1),
yielding (4.30).

Step 5. Expansion of the dissipation term. Proof of (4.32). As 𝑚 = 𝑤∗ + 𝜂,ˆ
|𝛿𝐸(𝑚)|2𝑑𝑥 −

ˆ
|𝑚 · 𝛿𝐸(𝑚)|2𝑑𝑥 =

ˆ (|𝛿𝐸(𝑤∗ + 𝜂)|2 − |𝛿𝐸(𝑤∗)|2) 𝑑𝑥
−
ˆ (|(𝑤∗ + 𝜂) · 𝛿𝐸(𝑤∗ + 𝜂)|2 − |𝑤∗ · 𝛿𝐸(𝑤∗)|2) 𝑑𝑥

because |𝛿𝐸(𝑤∗)| = 𝛽∗ = |𝑤∗ · 𝛿𝐸(𝑤∗)| by (4.26). As 𝛿𝐸(𝑣) is linear in 𝑣, the integrand in the
first integral is

|𝛿𝐸(𝑤∗ + 𝜂)|2 − |𝛿𝐸(𝑤∗)|2 = 2𝛿𝐸(𝑤∗) · 𝛿𝐸(𝜂) + |𝛿𝐸(𝜂)|2 = 2𝛽∗𝑤∗ · 𝛿𝐸(𝜂) + |𝛿𝐸(𝜂)|2.(4.40)

The integrand in the second integral is of fourth order in 𝜂: we expand it up to order 2.
First,

(𝑤∗ + 𝜂) · 𝛿𝐸(𝑤∗ + 𝜂) = 𝑤∗ · 𝛿𝐸(𝑤∗) + 𝜂 · 𝛿𝐸(𝑤∗) + 𝑤∗ · 𝛿𝐸(𝜂) + 𝜂 · 𝛿𝐸(𝜂).
Therefore, as 𝜂 · 𝑤∗ = 𝜇 = 𝑂2

0(𝜂), by (4.26) and Step 3,

|(𝑤∗ + 𝜂) · 𝛿𝐸(𝑤∗ + 𝜂)|2 − |𝑤∗ · 𝛿𝐸(𝑤∗)|2
= 2 (𝜂 · 𝛿𝐸(𝑤∗) + 𝑤∗ · 𝛿𝐸(𝜂) + 𝜂 · 𝛿𝐸(𝜂)) (𝑤∗ · 𝛿𝐸(𝑤∗))

+ (𝜂 · 𝛿𝐸(𝑤∗) + 𝑤∗ · 𝛿𝐸(𝜂) + 𝜂 · 𝛿𝐸(𝜂))2
= 2𝛽∗ (𝛽∗𝜇 + 𝑤∗ · 𝛿𝐸(𝜂) + 𝜂 · 𝛿𝐸(𝜂)) + (

𝛽∗𝜇 + 𝑤∗ · 𝛿𝐸(𝜂) + 𝑂2
2(𝜂)

)2

= 2𝛽2∗𝜇 + 2𝛽∗𝑤∗ · 𝛿𝐸(𝜂) + 2𝛽∗𝜂 · 𝛿𝐸(𝜂) + |𝑤∗ · 𝛿𝐸(𝜂)|2 + 𝑂3
3(𝜂) + 𝑂4

4(𝜂).(4.41)

Summing up (4.40) and (4.41), we see a cancellation of the linear term 2𝛽∗𝑤∗ · 𝛿𝐸(𝜂). We
integrate, use Claim 4.9 (and that ‖𝜂‖𝐻1 ⩽ 1) to bound the terms of order at least 3 in 𝜂:ˆ

|𝛿𝐸(𝑚)|2𝑑𝑥 −
ˆ

|𝑚 · 𝛿𝐸(𝑚)|2𝑑𝑥 =
ˆ

|𝛿𝐸(𝜂)|2𝑑𝑥

− 2
ˆ

𝛽2∗𝜇𝑑𝑥 − 2
ˆ

𝛽∗𝜂 · 𝛿𝐸(𝜂)𝑑𝑥 −
ˆ

|𝑤∗ · 𝛿𝐸(𝜂)|2𝑑𝑥 + 𝑂(‖𝜂‖𝐻1 ‖𝜂‖2
𝐻2).

We now use the expansions obtained in Step 3 and (4.35): observe a partial cancellation
in the first and last integral of the above right hand side, so that we haveˆ

|𝛿𝐸(𝑚)|2𝑑𝑥 −
ˆ

|𝑚 · 𝛿𝐸(𝑚)|2𝑑𝑥

=
ˆ
(−𝜕𝑥𝑥𝜈 + (1 − 𝛾2)𝜈)2𝑑𝑥 + (−𝜕𝑥𝑥𝜌 + (1 − 𝛾2)𝜌)2𝑑𝑥 +

ˆ
𝛽2∗ (𝜈2 + 𝜌2)𝑑𝑥

− 2
ˆ

𝛽∗
(−𝜈𝜕𝑥𝑥𝜈 + (1 − 𝛾2)𝜈2 − 𝜌𝜕𝑥𝑥𝜌 + (1 − 𝛾2)𝜌2) 𝑑𝑥 + 𝑂(‖𝜂‖𝐻1 ‖𝜂‖2

𝐻2)

=
ˆ
(−𝜕𝑥𝑥𝜈 + (1 − 𝛾2)𝜈 − 𝛽∗𝜈)2𝑑𝑥 + (−𝜕𝑥𝑥𝜌 + (1 − 𝛾2)𝜌 − 𝛽∗𝜌)2𝑑𝑥 + 𝑂(‖𝜂‖𝐻1 ‖𝜂‖2

𝐻2).
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In view of (4.39) and (4.27), we conclude thatˆ
|𝛿𝐸(𝑚)|2𝑑𝑥 −

ˆ
|𝑚 · 𝛿𝐸(𝑚)|2𝑑𝑥 = ‖𝐿𝛾𝜈‖2

𝐿2 + ‖𝐿𝛾𝜌‖2
𝐿2 + 𝑂(‖𝜂‖𝐻1 ‖𝜂‖2

𝐻2).
Using finally (4.36), this establishes (4.32).

Step 6. Bound on the forcing term. Proof of (4.31). Expanding 𝑚 = 𝑤∗ + 𝜂 in the forcing term
(𝑚 ∧ 𝑒1) · (𝑚 ∧ 𝛿𝐸(𝑚)),(4.42)

we show that the terms of order 0 and 1 in 𝜂 vanish when integrating. Indeed, the term of
order 0 in 𝜂 is (𝑤∗∧ 𝑒1) · (𝑤∗∧ 𝛿𝐸(𝑤∗)) = 0 pointwise, so does not contribute to the integral.
The term of order 1 in 𝜂 is

(𝜂 ∧ 𝑒1) · (𝑤∗ ∧ 𝛿𝐸(𝑤∗)) + (𝑤∗ ∧ 𝑒1) · (𝜂 ∧ 𝛿𝐸(𝑤∗) + 𝑤∗ ∧ 𝛿𝐸(𝜂))
= 0 − sin𝜃∗𝑝∗ · [(𝜂 ∧ 𝛽∗𝑤∗) + (𝑤∗ ∧ 𝛿𝐸(𝜂))]
= 𝛽∗ sin𝜃∗𝜈 − sin𝜃∗

(−𝜕𝑥𝑥𝜈 + (1 − 𝛾2)𝜈) + 𝑂2
2(𝜂)

= − sin𝜃∗𝐿𝛾𝜈 + 𝑂2
2(𝜂),

where we used 𝑤∗ ∧ 𝑒1 = − sin(𝜃∗)𝑝∗, the expansion of 𝑤∗ ∧ 𝛿𝐸(𝜂) in Step 2 and (4.39).
Recalling Lemma 4.14, there hold ˆ

sin𝜃∗𝐿𝛾𝜈𝑑𝑥 = 0.

Therefore, the contribution of the terms of order 1 in 𝜂 isˆ
𝑂2

2(𝜂)𝑑𝑥 = 𝑂(‖𝜂‖2
𝐻1).

The quadratic term in 𝜂 of (4.42) is
(𝜂 ∧ 𝑒1) · [𝜂 ∧ 𝛿𝐸(𝑤∗) + 𝑤∗ ∧ 𝛿𝐸(𝜂)] + (𝑤∗ ∧ 𝑒1) · (𝜂 ∧ 𝛿𝐸(𝜂)).

As 𝛿𝐸(𝜂) = 𝑂1
2(𝜂), the quadratic term in 𝜂 is clearly 𝑂2

2(𝜂), and so, using Claim 4.9, its
contribution after integration is 𝑂(‖𝜂‖2

𝐻1).
Finally, the cubic term in 𝜂 is (𝜂 ∧ 𝑒1) · (𝜂 ∧ 𝛿𝐸(𝜂)) = 𝑂3

2(𝜂) and again, due to Claim 4.9, its
contribution after integration is 𝑂(‖𝜂‖3

𝐻1). As ‖𝜂‖𝐻1 is small, we proved thatˆ
(𝑚 ∧ 𝑒1) · (𝑚 ∧ 𝛿𝐸(𝑚))𝑑𝑥 = 𝑂(‖𝜂‖2

𝐻1),
which proves (4.31). □

4.3. Proof of Theorem 1.4 when 𝑚0 ∈ H 2. Our goal is to define 𝛿0 > 0 of the statement
of Theorem 1.4.

Denote 𝛿∗ > 0 and 𝐶∗ > 0 the constants given by Lemma B.7 in Appendix B for the
magnetisation 𝑤∗: we can assume that 𝛿0 ⩽ 𝛿∗ so that

‖𝑚0 − 𝑤∗‖𝐻1 ⩽ 𝐶∗‖𝑚0 − 𝑤∗‖H 1 ⩽ 𝐶∗𝛿0.(4.43)

By Theorem 4.1, there exists a unique solution 𝑚 ∈ C ([0, 𝑇+),H 2) to (LLG) with initial
data 𝑚0. In order to prove Theorem 1.4, we introduce a bootstrap argument, and for this,
we need an extra large parameter 𝑀 ⩾ 2𝐶∗ (to be fixed later). Define

𝑇0 = 𝑇0(𝑚0) := sup
{
𝑇 ∈ (0, 𝑇+(𝑚0)) : ∀𝑡 ∈ [0, 𝑇], inf

𝜁∈𝐺 ‖𝑚(𝑡) − 𝜁.𝑤∗‖𝐻1 < 𝑀𝛿0

}
,

where 𝑇+(𝑚0) is defined in Theorem 4.1. By continuity of the (LLG) flow in Theorem 4.1,
in view of (4.43), 𝑇0 is well defined, i.e., 𝑇0 > 0. Also, reducing further 𝛿0 if needed, we
can assume that 𝑀𝛿0 < 𝛿2 with 𝛿2 defined in Proposition 4.11.
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Our goal is to prove that 𝑇0 = 𝑇+(𝑚0) = +∞. For that, let 𝑇 < 𝑇0. We work on the interval
[0, 𝑇].

Step 1. Main bootstrap estimates. Due to the definition of 𝑇0 and 𝑀𝛿0 ⩽ 𝛿2, the decom-
position in Proposition 4.11 applies to 𝑚 on [0, 𝑇], and there exist 𝑔 : [0, 𝑇] → 𝐺 Lip-
schitz continuous and 𝜀 ∈ C ([0, 𝑇], 𝐻2) with 𝜕𝑡𝜀 ∈ 𝐿∞([0, 𝑇], 𝐿2), such that there hold
𝑚 = 𝑔.(𝑤∗ + 𝜀),

∀𝑡 ∈ [0, 𝑇], | ¤𝑔(𝑡) − ¤𝑔∗(𝑡)| ⩽ 𝐶2(1 + |ℎ(𝑡)|)‖𝜀(𝑡)‖𝐻1 , ‖𝜀(𝑡)‖𝐻1 ⩽ 𝐶2𝑀𝛿0 ,

and

∀𝑡 ∈ [0, 𝑇],
ˆ

𝜀(𝑡) · 𝜕𝑥𝑤∗(𝑡)𝑑𝑥 =
ˆ

𝜀(𝑡) · (𝑒1 ∧ 𝑤∗(𝑡))𝑑𝑥 = 0.(4.44)

Also note that ( due to Lemma 4.2)

‖𝜀(0)‖𝐻1 ⩽ 𝐶1‖𝑚0 − 𝑤∗‖𝐻1 ⩽ 𝐶∗𝐶1𝛿0.(4.45)

We decompose 𝜀 on the basis (𝑤∗ , 𝑛∗ , 𝑝∗)
𝜀 = 𝜇𝑤∗ + 𝜈𝑛∗ + 𝜌𝑝∗ ,

and provided that𝐶2𝑀𝛿0 ⩽ 𝛿3, we are in a position to apply Proposition 4.16 to (−𝑔(𝑡)).𝑚:
we get on [0, 𝑇],

‖𝜀‖𝐻1 ⩽ 𝐶3‖(𝜈, 𝜌)‖𝐻1 ⩽ 𝐶2
3 ‖𝜀‖𝐻1 ⩽ 𝐶2

3𝐶2𝑀𝛿0 ,(4.46)

|𝐸(𝑚) − 𝐸(𝑤∗) − 1
2

((𝐿𝛾𝜈, 𝜈) + (𝐿𝛾𝜌, 𝜌)) | ⩽ 𝐶3‖(𝜈, 𝜌)‖3
𝐻1 ,���� 𝑑𝑑𝑡 𝐸(𝑚) + 𝛼(‖𝐿𝛾𝜈‖2

𝐿2 + ‖𝐿𝛾𝜌‖2
𝐿2)

���� ⩽ 𝐶3𝛼‖(𝜈, 𝜌)‖2
𝐻2 ‖(𝜈, 𝜌)‖𝐻1 + 𝐶3𝛼 |ℎ |‖(𝜈, 𝜌)‖2

𝐻1 ,

where we used (4.1) for the last line. Now, the orthogonality conditions (4.44) (together
with (4.25)) write

0 =
ˆ

𝜀 · 𝜕𝑥𝑤∗𝑑𝑥 =
√

1 − 𝛾2
ˆ

𝜀 ·
(
− sin𝜃∗𝑛∗ − 𝛾√

1 − 𝛾2
sin𝜃∗𝑝∗

)
𝑑𝑥 yielding

0 =
ˆ (

𝜈 sin𝜃∗ + 𝛾√
1 − 𝛾2

𝜌 sin𝜃∗

)
𝑑𝑥, and

0 =
ˆ

𝜀 · (𝑒1 ∧ 𝑤∗)𝑑𝑥 =
ˆ

sin𝜃∗𝜀 · 𝑝∗𝑑𝑥 =
ˆ

𝜌 sin𝜃∗𝑑𝑥.

We deduce ˆ
𝜈 sin𝜃∗𝑑𝑥 =

ˆ
𝜌 sin𝜃∗𝑑𝑥 = 0.

As a consequence, using Lemma 4.14, (4.46) yields

2𝜆0‖(𝜈, 𝜌)‖2
𝐻1 ⩽ 𝐸(𝑚) − 𝐸(𝑤∗) + 𝐶3‖(𝜈, 𝜌)‖3

𝐻1 ,

𝐸(𝑚) − 𝐸(𝑤∗) ⩽ 1
2𝜆0

‖(𝜈, 𝜌)‖2
𝐻1 + 𝐶3‖(𝜈, 𝜌)‖3

𝐻1 ,

𝑑
𝑑𝑡

(𝐸(𝑚) − 𝐸(𝑤∗)) + 4𝜆0𝛼‖(𝜈, 𝜌)‖2
𝐻2 ⩽ 𝐶3𝛼‖(𝜈, 𝜌)‖2

𝐻2 ‖(𝜈, 𝜌)‖𝐻1 + 𝐶3𝛼 |ℎ |‖(𝜈, 𝜌)‖2
𝐻1 .

Step 2. 𝑇0 = 𝑇+(𝑚0). Recall that ‖ℎ‖𝐿∞ ⩽ 𝛿0. Given 𝑀, choose 𝛿0 > 0 such that
(1) 𝐶3𝛿0 ⩽ 𝜆0, so that by (4.46), 𝐶3 |ℎ |‖(𝜈, 𝜌)‖2

𝐻1 ⩽ 𝜆0‖(𝜈, 𝜌)‖2
𝐻1 on [0, 𝑇],

(2) 𝐶2𝐶2
3𝑀𝛿0 ⩽ 𝜆0 so that 𝐶3‖(𝜈, 𝜌)‖𝐻1 ⩽ 𝜆0 on [0, 𝑇].
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This justifies all the expansions and bounds above (up to choosing 𝑀), and (letting 𝜆1 > 0
such that 1

𝜆1
= 1

2𝜆2
0
+ 1), we obtain that for all 𝑡 ∈ [0, 𝑇]:

‖(𝜈, 𝜌)‖2
𝐻1 ⩽ 1

𝜆0
(𝐸(𝑚) − 𝐸(𝑤∗)) ⩽ 1

𝜆1
‖(𝜈, 𝜌)‖2

𝐻1 ,(4.47)

𝑑
𝑑𝑡

(𝐸(𝑚) − 𝐸(𝑤∗)) ⩽ −2𝜆0𝛼‖(𝜈, 𝜌)‖2
𝐻2 ⩽ −2𝜆0𝛼‖(𝜈, 𝜌)‖2

𝐻1 .(4.48)

We use the following Gronwall type bound: if two functions 𝑝, 𝑞 : [0, 𝑇] → R satisfy

0 ⩽ 𝑝 ⩽ 1
𝜆0
𝑞 ⩽ 1

𝜆1
𝑝 and ¤𝑞 ⩽ −𝜆2𝑝 on [0, 𝑇],

for some constants 𝜆0 ,𝜆1 ,𝜆2 > 0, then

∀𝑡 ∈ [0, 𝑇], 𝑞(𝑡) ⩽ 𝜆0𝑝(0)
𝜆1

exp(−𝜆1𝜆2
𝜆0

𝑡) and 𝑝(𝑡) ⩽ 𝑝(0)
𝜆1

exp(−𝜆1𝜆2
𝜆0

𝑡).(4.49)

We use the above fact for 𝑝 := ‖(𝜈, 𝜌)‖2
𝐻1 , 𝑞 := 𝐸(𝑚) − 𝐸(𝑤∗) and 𝜆2 = 2𝜆0𝛼. By Lemma

4.2 and (4.46), we know that

𝑝(0) ⩽ 𝐶2
3 ‖𝜀(0)‖2

𝐻1 ⩽ 𝐶2
3𝐶

2
1 ‖𝑚0 − 𝑤∗‖2

𝐻1 ⩽ 𝐶2
3𝐶

2
1𝐶

2∗ 𝛿2
0.

Thus, (4.49) together with (4.46) yield

(4.50) ‖𝜀(𝑡)‖𝐻1 ⩽ 𝐶3‖(𝜈, 𝜌)(𝑡)‖𝐻1 ⩽
𝐶∗𝐶1𝐶2

3√
𝜆1

𝛿0 exp(−𝜎𝑡), ∀𝑡 ∈ [0, 𝑇]

where 𝜎 := 𝜆1𝛼. We now choose 𝑀 = 2 max
(
𝐶∗ ,

𝐶∗𝐶1𝐶2
3√

𝜆1

)
. Hence ‖𝜀(𝑡)‖𝐻1 ⩽ 𝑀𝛿0/2

for all 𝑡 ∈ [0, 𝑇], and this bound is independent of 𝑇 < 𝑇0. Thus, 𝑀𝛿0/2 ⩾ ‖𝜀(𝑡)‖𝐻1 =
‖𝑔(𝑡).𝜀(𝑡)‖𝐻1 ⩾ inf𝜁∈𝐺 ‖𝑚(𝑡) − 𝜁.𝑤∗‖𝐻1 , a continuity argument implies that 𝑇0 = 𝑇+(𝑚0).

Step 3. 𝑇+(𝑚0) = +∞. For that, we have the uniform bound on 𝑚 in H 1:

∀𝑡 ∈ [0, 𝑇+(𝑚0)), ‖𝑚(𝑡)‖H 1 = ‖(−𝑔(𝑡)).𝑚(𝑡)‖H 1 ⩽ ‖𝑤∗‖H 1 + ‖𝜀(𝑡)‖𝐻1 ⩽ ‖𝑤∗‖H 1 +𝑀𝛿0

The blow up criterion of Theorem 4.1 gives that 𝑚 is globally defined for positive times:
𝑇+(𝑚0) = +∞. In a nutshell,

∀𝑡 ⩾ 0, ‖𝜀(𝑡)‖𝐻1 ⩽ 𝑀𝛿0 and | ¤𝑔(𝑡) − ¤𝑔∗(𝑡)| ⩽ 𝐶2(1 + |ℎ |)‖𝜀(𝑡)‖𝐻1 .(4.51)

Step 4. Exponential convergence of 𝑔 and 𝑚 in 𝐻1. By (4.50), we have that

∀𝑡 ⩾ 0, ‖𝑚(𝑡) − 𝑔(𝑡).𝑤∗‖𝐻1 = ‖𝜀(𝑡)‖𝐻1 ⩽ 𝐶 exp(−𝜎𝑡)‖𝑚0 − 𝑤∗‖H 1 ,

where 𝜎 = 𝛼𝜆1 > 0 and 𝐶 > 0 is a large constant. The ¤𝑔 part of (1.14) is then straightfor-
ward from (4.51).
To prove (1.15), note that (1.14) implies that the function 𝑔 − 𝑔∗ has a limit 𝑔∞ ∈ 𝐺 at +∞
(as its derivative is integrable on R+) and therefore, for every 𝑡 ⩾ 0,

|𝑔(𝑡) − 𝑔∗(𝑡) − 𝑔∞ | ⩽
ˆ ∞

𝑡
| ¤𝑔(𝑠) − ¤𝑔∗(𝑠)| 𝑑𝑠 ⩽ �̃� exp(−𝜎𝑡)‖𝑚0 − 𝑤∗‖H 1 .

By Lemma 4.2, we know that |𝑔(0)| ⩽ 𝐶1‖𝑚0−𝑤∗‖H 1 yielding |𝑔∞ | ⩽ (�̃�+𝐶1)‖𝑚0−𝑤∗‖H 1 .
Combined with (1.14) and (4.6), we conclude for every 𝑡 ⩾ 0:

‖𝑚(𝑡) − (𝑔∞ + 𝑔∗(𝑡)).𝑤∗‖𝐻1 ⩽ ‖𝑚(𝑡) − 𝑔(𝑡).𝑤∗‖𝐻1 + ‖(𝑔(𝑡) − 𝑔∗(𝑡) − 𝑔∞).𝑤∗ − 𝑤∗‖𝐻1

⩽ �̂� exp(−𝜎𝑡)‖𝑚0 − 𝑤∗‖H 1 .
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4.4. Proof of Theorem 1.4 when 𝑚0 ∈ H 1. We use a limiting argument. As 𝑤∗ ∈ H 2

(the case treated above), we may assume 𝑚0 ≠ 𝑤∗. By (1.13), the density argument at page
28 yields a (smooth) sequence 𝑚𝑛

0 ∈ H 2 such that 𝑚𝑛
0 → 𝑚0 in H 1. Up to dropping the

first terms, we can assume that for all 𝑛 ∈ N, ‖𝑚𝑛
0 −𝑤∗‖𝐻1 ⩽ 2‖𝑚(0)−𝑤∗‖𝐻1 ⩽ 𝛿2. Denote

𝑚𝑛(𝑡) ∈ C ([0, 𝑇+),H 2) the solution to (LLG) with initial data𝑚𝑛
0 : due to the previous case

of initial data 𝑚𝑛
0 ∈ H 2 satisfying (1.13), we know that 𝑚𝑛 admits the decomposition

𝑚𝑛 = 𝑔𝑛 .(𝑤∗ + 𝜀𝑛),(4.52)

and for some 𝑔𝑛∞ ∈ 𝐺 uniformly bounded and some universal constants 𝐶, 𝜎 > 0, we have
for all 𝑡 ⩾ 0:

‖𝜀𝑛(𝑡)‖𝐻1 ⩽ 𝐶𝑒−𝜎𝑡 ‖𝑚𝑛
0 − 𝑤∗‖𝐻1 , | ¤𝑔𝑛 − ¤𝑔∗ | ⩽ 𝐶‖𝜀𝑛(𝑡)‖𝐻1 , |𝑔𝑛∞ | ⩽ 𝐶‖𝑚0 − 𝑤∗‖H 1 ,

(4.53)

|𝑔𝑛(𝑡) − (𝑔𝑛∞ + 𝑔∗(𝑡))| ⩽ 2𝐶𝑒−𝜎𝑡 ‖𝑚0 − 𝑤∗‖𝐻1 .(4.54)

As the flow of (LLG) is continuous in H 1, we see that 𝑚𝑛(𝑡) → 𝑚(𝑡) in H 1 for all 𝑡 ∈
[0, 𝑇+(𝑚0)); by (4.52) and (4.53), 𝑚𝑛 is uniformly bounded in H 1 (in 𝑛 and 𝑡), so 𝑚 is
too, and Theorem 4.1 yields 𝑇+(𝑚0) = +∞. Then, from the bounds (4.53), (𝑔𝑛 − 𝑔∗)𝑛 is
bounded in𝑊1,∞. Using Ascoli’s theorem and the uniform decay (4.54), we infer that up
to a subsequence, 𝑔𝑛 − 𝑔 → 0 in C𝑏([0,+∞)), ¤𝑔𝑛 − ¤𝑔 → 0 weakly-∗ in 𝐿∞([0,+∞)) and
𝑔𝑛∞ → 𝑔∞ in 𝐺 with |𝑔∞ | ⩽ 𝐶‖𝑚0 − 𝑤∗‖H 1 .
As a consequence, 𝜀𝑛(𝑡) = (−𝑔𝑛(𝑡)).𝑚𝑛(𝑡) − 𝑤∗ converges in C𝑏([0,+∞), 𝐻1): denote 𝜀 its
limit, by letting 𝑛 → +∞ in the decomposition (4.52), there holds 𝑚(𝑡) = 𝑔(𝑡).(𝑤∗ + 𝜀(𝑡))
for every 𝑡 ⩾ 0. Finally, taking limits in (4.53) and (4.54), we deduce (1.14) and (1.15): the
proof of Theorem 1.4 is complete.

APPENDIX A. TOOLBOX

We compute for 𝑎, 𝑏, 𝑐 ∈ R3, 𝑔 = (𝑦, 𝜙) ∈ 𝐺, 𝑚, �̃� : R→ S2, 𝑚 = (𝑚1 , 𝑚2 , 𝑚3):
𝑎 ∧ (𝑏 ∧ 𝑐) = (𝑎 · 𝑐)𝑏 − (𝑎 · 𝑏)𝑐, 𝑒1 ∧ 𝑎 = (𝑎 · 𝑒2)𝑒3 − (𝑎 · 𝑒3)𝑒2 ,
𝑅𝜙𝑎 ∧ 𝑅𝜙𝑏 = 𝑅𝜙(𝑎 ∧ 𝑏), 𝜕𝜙(𝑅𝜙𝑎) = 𝑒1 ∧ (𝑅𝜙𝑎) = 𝑅𝜙(𝑒1 ∧ 𝑎),

𝑔.𝑚 ∧ 𝑔.�̃� = 𝑔.(𝑚 ∧ �̃�), 𝜕𝑦(𝑔.𝑚) = −𝑔.𝜕𝑥𝑚, 𝜕𝜙(𝑔.𝑚) = 𝑒1 ∧ 𝑔.𝑚 = 𝑔.(𝑒1 ∧ 𝑚),
𝜕𝑥𝑚 · (𝑒1 ∧ 𝑚) = 𝑚2𝜕𝑥𝑚3 − 𝑚3𝜕𝑥𝑚2 , |𝑒1 ∧ 𝑚 |2 = 1 − 𝑚2

1 .

APPENDIX B. SOME PROPERTIES OF THE SETS H 1 AND 𝐻1(R, S2)
We recall that for 𝑚 = (𝑚1 , 𝑚2 , 𝑚3) ∈ R3, we denote 𝑚′ = (𝑚2 , 𝑚3) ∈ R2 the last two
coordinates.
For 𝑠 ⩾ 1, we defined for every 𝑚 : R→ R3,

‖𝑚‖H 𝑠 := ‖𝑚2‖𝐿2 + ‖𝑚3‖𝐿2 + ‖𝑚‖ ¤𝐻𝑠 ,

where ¤𝐻𝑠 was defined in (1.11). We start by proving the following interpolation inequal-
ity¹³ H 𝑠(R, S2) ⊂ ¤𝐻1(R, S2) for 𝑠 ∈ [1, 2]. We also prove the behaviour at ±∞ of maps in
H 𝑠(R, S2).
Lemma B.1. Let 𝑠 ∈ [1, 2]. There exists𝐶 > 0 such that for any𝑚 : R→ S2 with ‖𝑚‖H 𝑠 < +∞,
then 𝜕𝑥𝑚 ∈ 𝐿2 and

(B.1) ‖𝜕𝑥𝑚‖𝐿2 ⩽ 𝐶‖𝑚‖H 𝑠 (1 + ‖𝑚‖2
H 𝑠 );

in particular, 𝐸(𝑚) < ∞, and 𝑚 admits limits belonging to {(±1, 0, 0)} as 𝑥 → ±∞.

¹³One can prove that H 𝑠 (R, S2) ⊂ ¤𝐻1(R, S2) for every 𝑠 ⩾ 1, but for our purposes, in the following, we
restrict to the case 𝑠 ∈ [1, 2].
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Proof. We divide the proof in two steps:

Step 1: 𝑠 = 1. In this case, the desired inequality follows by the definition of H 1. Note that

|𝜕𝑥𝑚 · (𝑒1 ∧ 𝑚)| ⩽ |𝜕𝑥𝑚′ | · |𝑚′ | ⩽ 1
2
(|𝜕𝑥𝑚′ |2 + |𝑚′ |2).

We infer that 𝐸(𝑚) ⩽ 𝐶‖𝑚‖2
H 1 .

Step 2: 𝑠 ∈ (1, 2]. First observe that 𝑚2 ∈ 𝐻𝑠 = 𝐿2 ∩ ¤𝐻𝑠 and by interpolation, we have

‖𝜕𝑥𝑚2‖𝐿2 ≲ ‖𝑚2‖𝐿2 + ‖𝑚2‖ ¤𝐻𝑠 ≲ ‖𝑚‖H 𝑠 ,

and similarly 𝑚3 ∈ 𝐻𝑠 and ‖𝜕𝑥𝑚3‖𝐿2 ≲ ‖𝑚‖H 𝑠 . In particular, |𝑚2 |, |𝑚3 | ∈ 𝐻1; as 𝑚 takes
its values in S2, this means that

√
1 − 𝑚2

1 = |(𝑚2 , 𝑚3)| ∈ 𝐻1 and

(B.2) ‖
√

1 − 𝑚2
1 ‖𝐻1 ≲ ‖(𝑚2 , 𝑚3)‖𝐻1 ≲ ‖𝑚‖H 𝑠 .

In particular, the functions 𝑚2 , 𝑚3 , |𝑚1 | are continuous and have the following limits

𝑚2(±∞) = 𝑚3(±∞) = 0 and |𝑚1 |(±∞) = 1.

We now consider
𝐴 := {𝑥 ∈ R : |𝑚1(𝑥)| < 1

2
}

which is an open bounded set. First, we estimate the length |𝐴| of 𝐴:

(B.3) ‖𝑚‖2
H 𝑠 ⩾

ˆ
R
(1 − 𝑚2

1) 𝑑𝑥 ⩾
ˆ
𝐴

3
4
𝑑𝑥 ⩾ 3

4
|𝐴|.

Next, we estimate the 𝐿2 norm of 𝜕𝑥𝑚1. On the set 𝐴𝑐 = R \ 𝐴, one has

|𝜕𝑥𝑚1 | ⩽ 2 |𝑚1𝜕𝑥𝑚1 |√
1 − 𝑚2

1

= 2
��𝜕𝑥√1 − 𝑚2

1
�� a.e. in 𝐴𝑐 .

Therefore, by (B.2), ˆ
𝐴𝑐

|𝜕𝑥𝑚1 |2 𝑑𝑥 ⩽ 4‖𝜕𝑥
√

1 − 𝑚2
1 ‖2

𝐿2 ≲ ‖𝑚‖2
H 𝑠 .

It remains to estimate the 𝐿2 norm of 𝜕𝑥𝑚1 on 𝐴. As 𝐴 is open and bounded, we write

𝐴 =
⋃
𝑘∈K

𝐼𝑘 , 𝐼𝑘 = (𝑎−𝑘 , 𝑎+𝑘 ), |𝑚1(𝑎±𝑘 )| =
1
2
,

where {𝐼𝑘}𝑘∈K is a (at most) countable family of disjoint open bounded intervals. We haveˆ
𝐴
|𝜕𝑥𝑚1 |2 𝑑𝑥 =

∑
𝑘∈K

ˆ
𝐼𝑘
|𝜕𝑥𝑚1 |2 𝑑𝑥

⩽ 2
∑
𝑘∈K

(ˆ
𝐼𝑘

��𝜕𝑥𝑚1 −
 
𝐼𝑘
𝜕𝑥𝑚1

��2 𝑑𝑥 + |𝐼𝑘 | (  
𝐼𝑘
𝜕𝑥𝑚1

)2
)
= 2(𝐽1 + 𝐽2),

where
ffl
𝐼𝑘

denotes the average on the bounded interval 𝐼𝑘 .
Estimating 𝐽2. Let J =

{
𝑘 ∈ K : 𝑚1(𝑎−𝑘 ) ≠ 𝑚1(𝑎+𝑘 )

}
. Then |𝑚1(𝑎−𝑘 ) −𝑚1(𝑎+𝑘 )| = 1 if 𝑘 ∈ J

and 𝑚1(𝑎−𝑘 ) − 𝑚1(𝑎+𝑘 ) = 0 if 𝑘 ∉ J . Thus,

𝐽2 =
∑
𝑘∈K

��𝐼𝑘 �� ( 
𝐼𝑘
𝜕𝑥𝑚1

)2

=
∑
𝑘∈J

1
|𝐼𝑘 | .
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To estimate the length |𝐼𝑘 | of 𝐼𝑘 for 𝑘 ∈ J , as 𝑚1(𝑎−𝑘 ) and 𝑚1(𝑎+𝑘 ) have different sign, the
continuity of 𝑚1 implies the existence of 𝑏𝑘 ∈ (𝑎−𝑘 , 𝑎+𝑘 ) such that 𝑚1(𝑏𝑘) = 0. Denoting by

𝑓 =
√

1 − 𝑚2
1 ∈ 𝐻1 (by (B.2)), the Cauchy-Schwarz inequality implies

1 −
√

3
2

= | 𝑓 (𝑎−𝑘 ) − 𝑓 (𝑏𝑘)| ⩽
ˆ 𝑏𝑘

𝑎−𝑘
|𝜕𝑥 𝑓 | 𝑑𝑥 ⩽ |𝑏𝑘 − 𝑎−𝑘 |1/2

(ˆ 𝑏𝑘

𝑎−𝑘
|𝜕𝑥 𝑓 |2 𝑑𝑥

)1/2

.

Arguing similarly on [𝑏𝑘 , 𝑎+𝑘 ], we get after squaring, for 𝑐 = 7/2 − 2
√

3 > 0:

𝑐 ⩽ (|𝑏𝑘 − 𝑎−𝑘 | + |𝑏𝑘 − 𝑎+𝑘 |)
ˆ
𝐼𝑘
|𝜕𝑥 𝑓 |2 𝑑𝑥 = |𝐼𝑘 |

ˆ
𝐼𝑘
|𝜕𝑥 𝑓 |2 𝑑𝑥.

Therefore, by (B.2),

𝐽2 =
∑
𝑘∈J

1
|𝐼𝑘 | ⩽

1
𝑐

∑
𝑘∈J

ˆ
𝐼𝑘
|𝜕𝑥 𝑓 |2 𝑑𝑥 ≲

ˆ
R
|𝜕𝑥 𝑓 |2 𝑑𝑥 ≲ ‖𝑚‖2

H 𝑠 .

Estimating 𝐽1. We consider separately the cases 𝑠 ∈ (1, 2) and 𝑠 = 2.
Case 1. Assume that 𝑠 ∈ (1, 2). We have by Jensen’s inequality:

𝐽1 =
∑
𝑘∈K

ˆ
𝐼𝑘

����𝜕𝑥𝑚1 −
 
𝐼𝑘
𝜕𝑥𝑚1

����2 𝑑𝑥
⩽

∑
𝑘∈K

ˆ
𝐼𝑘

ˆ
𝐼𝑘

|𝜕𝑥𝑚1(𝑥) − 𝜕𝑥𝑚1(𝑦)|2
|𝐼𝑘 | 𝑑𝑦𝑑𝑥

⩽
∑
𝑘∈K

ˆ
𝐼𝑘

ˆ
𝐼𝑘

|𝜕𝑥𝑚1(𝑥) − 𝜕𝑥𝑚1(𝑦)|2
|𝑥 − 𝑦 |1+2(𝑠−1) |𝐼𝑘 |2(𝑠−1)𝑑𝑦𝑑𝑥

⩽ |𝐴|2(𝑠−1)
¨
R2

|𝜕𝑥𝑚1(𝑥) − 𝜕𝑥𝑚1(𝑦)|2
|𝑥 − 𝑦 |1+2(𝑠−1) 𝑑𝑥𝑑𝑦

≲ |𝐴|2(𝑠−1)‖𝜕𝑥𝑚1‖2
¤𝐻𝑠−1 ≲ |𝐴|2(𝑠−1)‖𝑚‖2

H 𝑠 ≲ ‖𝑚‖2+4(𝑠−1)
H 𝑠 ,

where we used (B.3). As 2 + 4(𝑠 − 1) ⩽ 6, this completes the case when 𝑠 < 2.
Case 2. Assume that 𝑠 = 2. As before, we have by Jensen’s inequality

𝐽1 =
∑
𝑘∈K

ˆ
𝐼𝑘

���� 
𝐼𝑘

(
𝜕𝑥𝑚1(𝑥) − 𝜕𝑥𝑚1(𝑦))𝑑𝑦����2 𝑑𝑥

⩽
∑
𝑘∈K

ˆ
𝐼𝑘

 
𝐼𝑘

����ˆ 𝑦

𝑥
𝜕𝑥𝑥𝑚1(𝑧)𝑑𝑧

����2 𝑑𝑦𝑑𝑥
⩽

∑
𝑘∈K

ˆ
𝐼𝑘

 
𝐼𝑘
|𝑥 − 𝑦 |

(ˆ 𝑦

𝑥
|𝜕𝑥𝑥𝑚1(𝑧)|2𝑑𝑧

)
𝑑𝑦𝑑𝑥

⩽
∑
𝑘∈K

|𝐼𝑘 |2
ˆ
𝐼𝑘
|𝜕𝑥𝑥𝑚1(𝑧)|2 𝑑𝑧 ⩽ |𝐴|2

ˆ
𝐴
|𝜕𝑥𝑥𝑚1 |2 𝑑𝑧 ≲ ‖𝑚‖6

H 𝑠 ,

where we used (B.3). The bound (B.1) follows.
Finally, 𝑚1 is continuous (as 𝜕𝑥𝑚1 ∈ 𝐿2) and we saw that |𝑚1 | → 1 as 𝑥 → +∞. As {±1}
is discrete, we infer that 𝑚1 → 𝑎+ as 𝑥 → +∞ with 𝑎+ ∈ {±1}. The same argument shows
that 𝑚1 → 𝑎− as 𝑥 → −∞ with 𝑎− ∈ {±1}. □

In the next lemma, we prove the reverse inequality with respect to Lemma B.1 relating
𝐸(𝑚) and ‖𝑚‖H 1 . In other words, the seminorm ‖ · ‖H 1 fully characterises the set of finite
energy configurations 𝐸(𝑚) < ∞.
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Lemma B.2. If 𝛾2 < 1 then there exists a constant 𝐶𝛾 > 0 such that

𝐸(𝑚) ⩾ 𝐶𝛾‖𝑚‖2
H 1 for every 𝑚 : R→ S2.

Proof. Let 𝑚 = (𝑚1 , 𝑚2 , 𝑚3) : R → S2 and 𝑚′ = (𝑚2 , 𝑚3). As |𝛾 | < 1, we can choose
𝑎, 𝑏 ∈ (−1, 1) such that 𝑎𝑏 = 𝛾. Then

𝑎2 |𝜕𝑥𝑚′ |2 + 2𝛾𝜕𝑥𝑚 · (𝑒1 ∧ 𝑚) + 𝑏2 |𝑚′ |2 = (𝑎𝜕𝑥𝑚2 − 𝑏𝑚3)2 + (𝑎𝜕𝑥𝑚3 + 𝑏𝑚2)2.
Therefore,

𝐸(𝑚) ⩾ 1
2

ˆ
R
(𝜕𝑥𝑚1)2 + (1 − 𝑎2)|𝜕𝑥𝑚′ |2 + (1 − 𝑏2)|𝑚′ |2 𝑑𝑥 ⩾ 𝐶𝛾‖𝑚‖2

H 1 .

(If one chooses 𝑎2 = 𝑏2 = |𝛾 |, then 𝐶𝛾 can be taken equal to 1−|𝛾 |
2 ). □

In the following, we study more closely the norms ‖ · ‖H 1 and ‖ · ‖𝐻1 for maps with target
S2. First, note that Lemma B.2 implies that two maps𝑚, �̃� ∈ H 1(R, S2)may have different
limits at ±∞, so 𝑚 − �̃� might not belong to 𝐿2 (e.g., �̃� = −𝑚). However, if 𝑚 and �̃� have
the same limits at±∞, then we show that𝑚−�̃� ∈ 𝐿2. Next we prove an important stability
property for non-constant maps: if 𝑚 and �̃� are close to each other in H 1 and they are
not constant, then they have the same limits at ±∞ and 𝑚 − �̃� is small in 𝐿2.

Proposition B.3. 1) Let 𝑚, �̃� ∈ H 1(R, S2) with the same limits at infinity, i.e., 𝑚(±∞) =
�̃�(±∞). Then 𝑚 − �̃� ∈ 𝐻1.
2) Let 𝑚 ∈ H 1(R, S2) such that 𝑚1 is not a constant function. Then for all 𝜀 > 0, there exists
𝛿 = 𝛿(𝑚) > 0 such that if �̃� ∈ H 1(R, S2) satisfies ‖𝑚 − �̃�‖H 1 ⩽ 𝛿, then
(B.4) ‖𝑚 − �̃�‖𝐻1 ⩽ 𝜀;
in particular, 𝑚(±∞) = �̃�(±∞).
Remark B.4. The case of a constant component 𝑚1 is different. For example, observe that
if 𝑚 = 𝑒1, then �̃� = −𝑒1 has the property that ‖𝑚 − �̃�‖H 1 = 0, but 𝑚 − �̃� ∉ 𝐿2.

Proof. We divide the proof in several steps:
Step 1. We prove 1). Consider 𝑢 = 𝑚 − �̃�. Since 𝑚, �̃� ∈ H 1(R, S2), then ‖𝑢‖H 1 < +∞, so
that 𝑢2 , 𝑢3 ∈ 𝐻1 and 𝜕𝑥𝑢1 ∈ 𝐿2. It remains to prove that 𝑢1 ∈ 𝐿2. As 𝑚(±∞) = �̃�(±∞),
we deduce that 𝑢1 = 𝑚1 − �̃�1 (which is continuous) tends to 0 at ±∞. By Lemma B.1, we
have (𝑚2 , 𝑚3), (�̃�2 , �̃�3) → 0 as 𝑥 → ±∞; combined with 𝑚(±∞) = �̃�(±∞), we deduce
lim𝑥→±∞ |𝑚1 + �̃�1 | = 2|𝑚(±∞)| = 2. Thus, there exists 𝑅 > 0 such that
(B.5) |𝑚1(𝑥) − �̃�1(𝑥)| ⩽ 1/2 and |𝑚1(𝑥) + �̃�1(𝑥)| ⩾ 1 if |𝑥 | ⩾ 𝑅.

We estimate the 𝐿2 norm of 𝑢1 in the set
{|𝑥 | ⩾ 𝑅

}
and then in the set

{|𝑥 | ⩽ 𝑅
}
. (B.5)

implies

∀|𝑥 | ⩾ 𝑅, 𝑢1(𝑥)2 ⩽ 1
2
|𝑚1(𝑥) − �̃�1(𝑥)| ⩽ 1

2
|𝑚1(𝑥)2 − �̃�1(𝑥)2 |,

yieldingˆ
R\[−𝑅,𝑅]

𝑢1(𝑥)2𝑑𝑥 ⩽ 1
2

ˆ
R\[−𝑅,𝑅]

|𝑚1(𝑥)2 − �̃�1(𝑥)2 |𝑑𝑥 ⩽ 1
2

ˆ
R
|𝑚2

2 + 𝑚2
3 − �̃�2

2 − �̃�2
3 | 𝑑𝑥 < ∞

because𝑚, �̃� are S2-valued maps and (𝑚2 , 𝑚3), (�̃�2 , �̃�3) ∈ 𝐿2. The estimate of the 𝐿2 norm
of 𝑢1 in the set {|𝑥 | ⩽ 𝑅} is easy: as |𝑢1 | ⩽ |𝑚1 | + |�̃�1 | ⩽ 2, it followsˆ 𝑅

−𝑅
𝑢1(𝑥)2𝑑𝑥 ⩽ 8𝑅 < +∞.

Hence 𝑢1 ∈ 𝐿2(R).
Step 2. We prove 2). First in the following claim, we prove smallness of the 𝐿∞ norm of
𝑢 = 𝑚 − �̃� provided that ‖𝑚 − �̃�‖H 1 is small.
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Claim B.5. Let 𝑚 ∈ H 1(R, S2) with 𝑚1 non-constant and let 𝑢𝑛 be a sequence such that
𝑚 + 𝑢𝑛 : R→ S2 and ‖𝑢𝑛 ‖H 1 → 0 as 𝑛 → ∞. Then ‖𝑢𝑛 ‖𝐿∞ → 0 as 𝑛 → ∞.

Proof of Claim. The assumption ‖𝑢𝑛 ‖H 1 → 0 as 𝑛 → ∞ implies ‖𝑢𝑛2 ‖𝐻1 , ‖𝑢𝑛3 ‖𝐻1 → 0;
thus, the embedding 𝐻1 ↩→ 𝐿∞ yields 𝑢𝑛2 , 𝑢𝑛3 → 0 in 𝐿∞ as 𝑛 → ∞. It remains to show
that 𝑢𝑛1 → 0 in 𝐿∞. For this, observe that the constraints 𝑚, 𝑚 + 𝑢𝑛 ∈ S2 yield

2𝑚 · 𝑢𝑛 + |𝑢𝑛 |2 = 0 in R.

Combined with 𝑢𝑛2 , 𝑢
𝑛
3 → 0 in 𝐿∞ as 𝑛 → ∞, since |𝑚 | = 1 in R, we deduce

(B.6) 2𝑚1𝑢𝑛1 + (𝑢𝑛1 )2 → 0 in 𝐿∞ as 𝑛 → ∞.
Recall that ‖𝑢𝑛1 ‖𝐿∞ ⩽ ‖𝑢𝑛 ‖𝐿∞ ⩽ 2. Up to a subsequence, we can assume that 𝑢𝑛1 (0) → 𝑐 for
some limit 𝑐 ∈ [−2, 2].
Step 1. We claim that 𝑐 = 0 and for any 𝑅 > 0, 𝑢𝑛1 → 0 in 𝐿∞([−𝑅, 𝑅]). Indeed, it suffices to
consider large 𝑅, and as 𝑚1 is not constant in R, we can assume that 𝑚1 is not constant in
[−𝑅, 𝑅]. For such 𝑅 and any 𝑥 ∈ [−𝑅, 𝑅],

|𝑢𝑛1 (𝑥) − 𝑐 | ⩽ |𝑢𝑛1 (0) − 𝑐 | +
√
𝑅‖𝜕𝑥𝑢𝑛1 ‖𝐿2(−𝑅,𝑅).

As 𝜕𝑥𝑢𝑛1 → 0 in 𝐿2, we deduce that 𝑢𝑛1 → 𝑐 in 𝐿∞([−𝑅, 𝑅]). Passing to the limit in (B.6),
it yields 2𝑚1𝑐 + 𝑐2 = 0 in [−𝑅, 𝑅]. If 𝑐 ≠ 0, then we would obtain 𝑚1 = −𝑐/2 is constant
in [−𝑅, 𝑅] which contradicts our assumption. Thus, 𝑐 = 0, i.e., 𝑢𝑛1 → 0 in 𝐿∞([−𝑅, 𝑅]) as
𝑛 → ∞.
Step 2. Convergence on all R of 𝑢𝑛1 → 0 in 𝐿∞.
Assume for the sake of contradiction that there is 𝛿 ∈ (0, 1

2 ), a sequence of points 𝑥𝑛 ∈ R
and a subsequence still denoted 𝑢𝑛 for simplicity of notations, such that |𝑢𝑛1 (𝑥𝑛)| ⩾ 𝛿 for
every 𝑛.
Up to choosing a further subsequence, we can also assume 𝑥𝑛 → 𝑥∞ with 𝑥∞ ∈ [−∞,∞].
First observe that 𝑥∞ ∈ {±∞}. Indeed, if 𝑥∞ ∈ R, then choosing 𝑅 > 0 sufficiently large, we
would have that 𝑥∞ ∈ (−𝑅, 𝑅) and 𝑢𝑛1 → 0 in 𝐿∞([−𝑅, 𝑅]) which contradicts the fact that
|𝑢𝑛1 (𝑥𝑛)| ⩾ 𝛿 > 0 and 𝑥𝑛 → 𝑥∞ ∈ (−𝑅, 𝑅). Therefore, 𝑥0 = ±∞: we will assume 𝑥0 = +∞
(the other case follows similarly).
By Lemma B.2, we know that 𝑚1 has limits belonging to {±1} as 𝑥 → ±∞; fix a large 𝑅,
such that |𝑚1 | ⩾ 1

2 outside (−𝑅, 𝑅). As 𝑥𝑛 → +∞ and 𝑢𝑛1 → 0 in 𝐿∞([−𝑅, 𝑅]), there exists
𝑁 > 0 such that for every 𝑛 ⩾ 𝑁 , 𝑥𝑛 ⩾ 2𝑅 and |𝑢𝑛1 | ⩽ 𝛿

2 in [−𝑅, 𝑅]. As |𝑢𝑛1 (𝑥𝑛)| ⩾ 𝛿 and
𝑥𝑛 ⩾ 2𝑅, by continuity of 𝑢𝑛1 , there exists 𝑦𝑛 > 𝑅 such that |𝑢𝑛1 (𝑦𝑛)| = 𝛿 for every 𝑛 ⩾ 𝑁 .
Using |𝑚1(𝑦𝑛)| ⩾ 1

2 (because 𝑦𝑛 ∉ [−𝑅, 𝑅]), we deduce that for 𝑛 ⩾ 𝑁 :

|2𝑚1(𝑦𝑛)𝑢𝑛1 (𝑦𝑛) + (𝑢𝑛1 )2(𝑦𝑛)| ⩾ 2|𝑚1(𝑦𝑛)|𝛿 − 𝛿2 ⩾ 𝛿(1 − 𝛿) ⩾ 𝛿
2
.

This contradicts (B.6).
This argument shows that every subsequence of 𝑢𝑛1 has a further subsequence converging
to the unique limit 0 in 𝐿∞; as 𝐿∞ is a Hausdorff space, we conclude that 𝑢𝑛1 → 0 in 𝐿∞. □

End of proof of point 2). We now prove smallness of the 𝐻1 norm of 𝑢 as stated in (B.4).
By Lemma B.2, there exists 𝑅 ⩾ 1 such that |𝑚1 | ⩾ 1/2 for every |𝑥 | ⩾ 𝑅. Let 𝜀 ∈ (0, 1).
The above claim implies the existence of 𝛿 = 𝛿(𝑚) > 0 such that if 𝑚 + 𝑢 : R → S2 and
‖𝑢‖H 1 ⩽ 𝛿, then ‖𝑢‖𝐿∞ ⩽ 𝜀

2
√
𝑅
< 1

2 . As 𝑚 + 𝑢 and 𝑚 are S2-valued maps, we have

2𝑚1𝑢1 = −𝑢2
1 + 𝑣, 𝑣 := −2(𝑚2𝑢2 + 𝑚3𝑢3) − 𝑢2

2 − 𝑢2
3 .

Squaring the above equality, as |𝑚1 | ⩾ 1/2 outside (−𝑅, 𝑅) and |𝑢1 | ⩽ |𝑢 | ⩽ 1
2 , we get

𝑢2
1 ⩽ (2𝑚1𝑢1)2 ⩽ 2(𝑢4

1 + 𝑣2) ⩽ 1
2
𝑢2

1 + 2𝑣2 , for |𝑥 | ⩾ 𝑅
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and so 𝑢2
1 ⩽ 4𝑣2 outside (−𝑅, 𝑅). We now integrate on |𝑥 | ⩾ 𝑅; as |𝑚 | = 1 and |𝑢 |2 ⩽ |𝑢 | ⩽

1
2 in R yielding |𝑣 | ⩽ 3(|𝑢2 | + |𝑢3 |) in R, we obtain for some universal constant 𝐶 > 1:ˆ

|𝑥 |⩾𝑅
𝑢2

1 ⩽ 4‖𝑣‖2
𝐿2 ≲ ‖(𝑢2 , 𝑢3)‖2

𝐿2 ⩽ (𝐶 − 1)‖𝑢‖2
H 1 .

Combined with ˆ 𝑅

−𝑅
𝑢2

1 𝑑𝑥 ⩽ 2𝑅‖𝑢1‖2
𝐿∞ ⩽ 𝜀2

2
,

we get

‖𝑢‖2
𝐻1 = ‖𝑢1‖2

𝐿2 + ‖𝑢‖2
¤𝐻1 ⩽ 𝜀2

2
+ 𝐶‖𝑢‖2

H 1 ⩽ 𝜀2

2
+ 𝐶𝛿2.

Up to lowering 𝛿 > 0 further, we can also assume that 𝐶𝛿2 ⩽ 𝜀2/2, and so ‖𝑢‖𝐻1 ⩽ 𝜀. □

As mentioned in Remark B.4, the case of a constant first coordinate should be considered
separately, and for this, we have to take into account the following (mirror) symmetry in
the first component

(B.7) 𝑚𝑐 := (−𝑚1 , 𝑚2 , 𝑚3).
The following result holds for continuous maps 𝑚 not necessarily belonging to H 1.

Lemma B.6. Let 𝑚 = (𝑚1 , 𝑚2 , 𝑚3) : R→ S2 be a continuous map with 𝑚1 = 𝑐 constant in R.
1) If 𝑐 ≠ 0, then there exist 𝛿, 𝐶 > 0 (depending on¹⁴ 𝑐) such that if �̃� : R → S2 satisfies
‖𝑚 − �̃�‖H 1 ⩽ 𝛿, then

min(‖𝑚 − �̃�‖𝐻1 , ‖𝑚𝑐 − �̃�‖𝐻1) ⩽ 𝐶‖𝑚 − �̃�‖H 1 .

2) If 𝑐 = 0, then there exists a universal 𝐶 > 0 such that for every �̃� : R→ S2,

‖𝑚 − �̃�‖𝐻1 ⩽ 𝐶(‖𝑚 − �̃�‖H 1 + ‖(𝑚 − �̃�)′‖1/2
𝐿1 ),

where we recall the notation (𝑚 − �̃�)′ = (𝑚2 − �̃�2 , 𝑚3 − �̃�3).
Proof. Denote 𝑢 := �̃�−𝑚. As in the proof of Proposition B.3, since𝑚 and �̃� are S2-valued,
we get

−𝑐2 ⩽ 2𝑐𝑢1 + 𝑢2
1 = 𝑣, 𝑣 := −2(𝑚2𝑢2 + 𝑚3𝑢3) − 𝑢2

2 − 𝑢2
3 , in R

so that

𝑢1 ∈
{
− 𝑐 ±

√
𝑐2 + 𝑣

}
in R.

Case 1. 𝑐 = 0. In this case, |(𝑚2 , 𝑚3)| = 1 (note that 𝑚 ∉ H 1) and |𝑢1 | = √
𝑣; then there is a

constant 𝐶 > 0 (independent of 𝑚) such that

‖𝑢1‖2
𝐿2 = ‖𝑣‖𝐿1 ⩽ 𝐶(‖(𝑢2 , 𝑢3)‖2

𝐿2 + ‖(𝑢2 , 𝑢3)‖𝐿1),
which leads to conclusion 2).

Case 2. 𝑐 ≠ 0. As |𝑚 | = 1 and |𝑢 |2 ⩽ 2|𝑢 | ⩽ 4 in R, we obtain that

(B.8) ‖𝑣‖𝐿2 ≲ ‖(𝑢2 , 𝑢3)‖𝐿2 ⩽ 𝑀‖𝑢‖H 1

for some universal constant 𝑀 > 0 (not depending on𝑚). Also, as 𝜕𝑥𝑣 = 2𝑐𝜕𝑥𝑢1+2𝑢1𝜕𝑥𝑢1
and |𝑢1 | ⩽ 2, we deduce that ‖𝑣‖ ¤𝐻1 ≲ ‖𝑢‖H 1 . By the Sobolev embedding 𝐻1 ↩→ 𝐿∞, up
to possibly increase the above constant 𝑀, it follows

‖𝑣‖𝐿∞ ⩽ 𝑀‖𝑢‖H 1 .

¹⁴One can choose 𝛿 = 𝑂(𝑐2) and 𝐶 = 𝑂(1/𝑐) as 𝑐 → 0.
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Choosing 𝛿 ⩽ 𝑐2/(2𝑀), if ‖𝑢‖H 1 ⩽ 𝛿, then the above estimate yields ‖𝑣‖𝐿∞ ⩽ 𝑐2/2,
and in particular, 𝑣 + 𝑐2 ⩾ 𝑐2/2 > 0 in R. As 𝑢1 is a continuous function belonging to{
− 𝑐 ± √

𝑐2 + 𝑣
}
, then there exists a sign 𝜎 ∈ {±1} such that

𝑢1 = −𝑐 + 𝜎
√
𝑐2 + 𝑣 = |𝑐 |(𝜎 − sgn(𝑐)) − 𝜎 |𝑐 |

(
1 −

√
1 + 𝑣

𝑐2

)
in R.

Note that �����1 −
√

1 + 𝑣
𝑐2

����� ⩽ |𝑣 |
𝑐2 in R.

Subcase i). 𝜎 = sgn(𝑐). In this case, |𝑢1 | ⩽
�� 𝑣
𝑐

�� in R and we get by (B.8):

‖𝑢1‖𝐿2 ⩽ 𝑀
𝑐
‖𝑢‖H 1 ,

and so

‖𝑚 − �̃�‖𝐻1 = ‖𝑢‖𝐻1 ⩽
(
1 + 𝑀

𝑐

)
‖𝑢‖H 1 .

Subcase ii). 𝜎 = − sgn(𝑐). In this case,

|𝑢1 + 2𝑐 | ⩽
���𝑣
𝑐

��� ,
and similarly, we conclude

‖𝑚𝑐 − �̃�‖𝐻1 = ‖(2𝑐 + 𝑢1 , 𝑢2 , 𝑢3)‖𝐻1 ⩽
(
1 + 𝑀

𝑐

)
‖𝑢‖H 1 . □

We go back to magnetisations 𝑚 with non constant first component. Actually, the small-
ness (B.4) in Proposition B.3 can be quantified to a linear bound under an additional non-
degeneracy assumption on 𝑚

Lemma B.7. Let𝑚 ∈ H 1(R, S2) be such that𝑚1 is non-constant and satisfies the nondegeneracy
condition for some 𝑐 > 0:

|𝑚1 | + |𝜕𝑥𝑚1 | ⩾ 𝑐, a.e. in R.
Then there exist 𝛿, 𝐶 > 0 (depending on 𝑚¹⁵) such that if �̃� : R→ S2 satisfies ‖𝑚 − �̃�‖H 1 ⩽ 𝛿,
then

‖𝑚 − �̃�‖𝐻1 ⩽ 𝐶‖𝑚 − �̃�‖H 1 .

We emphasise that the nondegeneracy assumption is verified for 𝑤∗¹⁶, and this is our pur-
pose in Theorem 1.4.

Proof. Denote 𝑢 = �̃� − 𝑚 as before. If 𝑢1 = 0, then we are done. Otherwise, we may
assume that ‖𝑢1‖𝐿2 > 0. In the following, 𝑀 > 0 is a universal constant that can change
from line to line. We fix 𝜀 > 0 that is given later (it will be defined below on (B.9)). By
Proposition B.3, there exists 𝛿 ∈ (0, 1) so that ‖𝑢‖H 1 ⩽ 𝛿 implies ‖𝑢‖𝐻1 ⩽ 𝜀. By the
constraint |𝑚 | = |�̃� | = 1, it follows

−𝑚1𝑢1 =
1
2
|𝑢 |2 + 𝑚2𝑢2 + 𝑚3𝑢3 in R

yielding

‖𝑚1𝑢1‖𝐿2 ⩽ 1
2
(‖𝑢1‖2

𝐿4 + ‖𝑢2‖2
𝐿4 + ‖𝑢3‖2

𝐿4) + ‖𝑚2𝑢2‖𝐿2 + ‖𝑚3𝑢3‖𝐿2 .

¹⁵Tracking the constants in the proof shows that one can choose 𝛿 = 𝛿(𝑐) given by Proposition B.3 and
𝐶 = 𝑂(1 + ‖𝑚‖H 1/𝑐).

¹⁶By (1.7), we have |(𝑤∗)1 | + |𝜕𝑥(𝑤∗)1 | ⩾ cos2 𝜃∗ +
√

1 − 𝛾2 sin2 𝜃∗ ⩾
√

1 − 𝛾2 > 0 in R.
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Using the Gagliardo-Nirenberg inequality ‖ 𝑓 ‖𝐿4 ≲ ‖𝜕𝑥 𝑓 ‖1/4
𝐿2 ‖ 𝑓 ‖3/4

𝐿2 and the Hölder in-
equality ‖𝑚 𝑗𝑢𝑗 ‖𝐿2 ⩽ ‖𝑢𝑗 ‖𝐿4 ‖𝑚 𝑗 ‖𝐿4 for 𝑗 = 2, 3, we deduce that

‖𝑚1𝑢1‖𝐿2 ⩽ 1
2
‖𝑢1‖𝐿∞ ‖𝑢1‖𝐿2 +𝑀(‖𝑚‖H 1 ‖𝑢‖H 1 + ‖𝑢‖2

H 1)
⩽ 1

2
𝜀‖𝑢1‖𝐿2 +𝑀(‖𝑚‖H 1 + 1)‖𝑢‖H 1 .

(We used ‖𝑢‖2
H 1 ⩽ ‖𝑢‖H 1 ⩽ 𝛿 < 1 and the Sobolev embedding ‖𝑢1‖𝐿∞ ⩽ ‖𝑢‖𝐻1 ⩽ 𝜀).

Combined with the non-degeneracy condition and using again the Gagliardo-Nirenberg
and Hölder inequality, we obtain

𝑐
ˆ
R
𝑢2

1 𝑑𝑥 ⩽
ˆ
R
(|𝑚1 | + |𝜕𝑥𝑚1 |)𝑢2

1 𝑑𝑥 ⩽ ‖𝑚1𝑢1‖𝐿2 ‖𝑢1‖𝐿2 + ‖𝜕𝑥𝑚1‖𝐿2 ‖𝑢1‖2
𝐿4

⩽ 1
2
𝜀‖𝑢1‖2

𝐿2 +𝑀(‖𝑚‖H 1 + 1)‖𝑢‖H 1 ‖𝑢1‖𝐿2 +𝑀‖𝑚‖H 1 ‖𝑢‖1/2
H 1 ‖𝑢1‖3/2

𝐿2 .

We choose
(B.9) 𝜀 := 𝑐.

Taking 𝑠 > 0 given¹⁷ by 𝑠2 = ‖𝑢1‖𝐿2(⩽ ‖𝑢1‖𝐻1 ⩽ 𝜀 < ∞) and denoting 𝑎 := 𝑀(‖𝑚‖H 1 +
1) > 0, after dividing by 𝑠2, we obtain

𝑐
2
𝑠2 − 𝑎‖𝑢‖1/2

H 1 𝑠 − 𝑎‖𝑢‖H 1 ⩽ 0.

The discriminant of the above quadratic form in 𝑠 is positive of order 𝑂(‖𝑢‖H 1(‖𝑚‖2
H 1 +

𝑐2)), so both roots are real numbers of order ‖𝑢‖1/2
H 1 , and in particular 𝑠 = ‖𝑢1‖1/2

𝐿2 is of
order ‖𝑢‖1/2

H 1 which yields the conclusion. □

Remark B.8. If �̃� and 𝑚 are not close in H 1, then one can not expect any bound of the
form

‖𝑚 − �̃�‖𝐻1 ⩽ 𝐹(‖𝑚 − �̃�‖H 1)
for any function 𝐹 : R+ → R+ which takes finite values. To see this, let us give an example
of a family of magnetisations𝑚, �̃�, such that ‖𝑚−�̃�‖H 1 remains bounded, but ‖𝑚−�̃�‖𝐻1

is unbounded. For this, let 𝜃 be a smooth function in R such that 𝜃(𝑥) = 0 for 𝑥 < −1,
𝜃(𝑥) = 𝜋 for 𝑥 > 1 and 𝜃 is increasing on [−1, 1]. Consider �̃� = (1, 0, 0) constant and 𝑚
such that 𝑚1 has two transitions from −1 to 1 (given by cos𝜃) separated at a distance of
order 𝑅 > 2: for example, we can choose such 𝑚1 to be

𝑚1(𝑥) =
{

cos𝜃(𝑥 + 𝑅) for 𝑥 ⩽ 0,
cos𝜃(−𝑥 + 𝑅) for 𝑥 ⩾ 0.

Let 𝑚2 =
√

1 − 𝑚2
1 ∈ 𝐻1 and 𝑚3 = 0. Then 𝑚 ∈ H 1 and one sees that ‖𝑚 − �̃�‖H 1 is

constant for large 𝑅, but of course ‖𝑚 − �̃�‖𝐿2 = 𝑂(√𝑅) → +∞ as 𝑅 → +∞.

APPENDIX C. COERCIVITY OF A SCHRÖDINGER OPERATOR

Lemma C.1. Let 𝐿 = −Δ + 𝑉 where 𝑉 ∈ 𝐿∞(R𝑁 ) has the property that there exist 𝑅 > 0
and 𝑐 > 0 such that 𝑉(𝑥) ⩾ 𝑐 for every |𝑥 | ⩾ 𝑅. Assume that there exists 𝜙 ∈ 𝐻1(R𝑁 ) such
that𝐿𝜙 = 0 in the sense of distributions and 𝜙 > 0 in R𝑁 . Then ker 𝐿 = R𝜙 and there exists
𝜆 > 0 (small) such that for every 𝑣 ∈ 𝐻1(R𝑁 ), 0 ⩽ (𝐿𝑣, 𝑣)𝐻−1 ,𝐻1 ⩽ 1

𝜆 ‖𝑣‖2
𝐻1 ,

(C.1) (𝐿𝑣, 𝑣)𝐻−1 ,𝐻1 ⩾ 4𝜆‖𝑣‖2
𝐻1 − 1

𝜆
(𝑣, 𝜙)2𝐿2

¹⁷Recall that ‖𝑢1‖𝐿2 > 0.
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and for every 𝑣 ∈ 𝐻2(R𝑁 ),
(C.2) ‖𝐿𝑣‖2

𝐿2 ⩾ 4𝜆‖𝑣‖2
𝐻2 − 1

𝜆
(𝑣, 𝜙)2𝐿2 .

Proof. Note that if 𝜙 ∈ 𝐻1(R𝑁 ) is a solution of 𝐿𝜙 = 0, as 𝑉 ∈ 𝐿∞(R𝑁 ), then 𝜙 ∈ 𝐻2(R𝑁 ).
Moreover, standard elliptic regularity implies that 𝜙 ∈ 𝑊2,𝑝

𝑙𝑜𝑐 (R𝑁 ) for every 𝑝 < ∞, in
particular, 𝜙 ∈ 𝐶1(R𝑁 ). Therefore, the condition 𝜙 > 0 in R𝑁 makes sense pointwise in
R𝑁 . Also, we will assume without loss of generality that ‖𝜙‖𝐿2 = 1.

Step 1. For every 𝑣 ∈ 𝐶∞
𝑐 (R𝑁 ), set 𝑤 := 𝑣

𝜙 ∈ 𝐶1
𝑐 (R𝑁 ) with compact support. Integrating by

parts, we obtain:ˆ
R𝑁
𝐿𝑣 · 𝑣 𝑑𝑥 =

ˆ
R𝑁

(
|∇𝑣 |2 +𝑉(𝑥)𝑣2

)
𝑑𝑥 =

ˆ
R𝑁

(
|∇(𝜙𝑤)|2 +𝑉(𝑥)𝜙2𝑤2

)
𝑑𝑥

=
ˆ
R𝑁

(
𝜙2 |∇𝑤 |2 + 𝑤2 |∇𝜙 |2 + 1

2
∇(𝜙2) · ∇(𝑤2) +𝑉(𝑥)𝜙2𝑤2

)
𝑑𝑥

=
ˆ
R𝑁

(
𝜙2 |∇𝑤 |2 + 𝑤2 |∇𝜙 |2 +𝑉(𝑥)𝜙2𝑤2

)
𝑑𝑥 − 1

2
(Δ(𝜙2), 𝑤2)

=
ˆ
R𝑁

𝜙2 |∇𝑤 |2 𝑑𝑥 + (𝐿𝜙, 𝑤2𝜙) =
ˆ
R𝑁

𝜙2 |∇𝑤 |2 𝑑𝑥 ⩾ 0,

because 𝐿𝜙 = 0 and Δ(𝜙2) = 2𝜙Δ𝜙 + 2|∇𝜙 |2 ∈ 𝐻−1 on any open bounded set. By density,
for every 𝑣 ∈ 𝐻1(R𝑁 ), there exists a sequence 𝑣𝑛 ∈ 𝐶∞

𝑐 (R𝑁 ) such that 𝑣𝑛 → 𝑣 and ∇𝑣𝑛 →
∇𝑣 in 𝐿2 and a.e. in R𝑁 . In particular, ∇ ( 𝑣𝑛

𝜙

) → ∇ ( 𝑣
𝜙

)
a.e. in R𝑁 . Since 𝑉 ∈ 𝐿∞(R𝑁 ), it

follows by Fatou’s lemma:

(𝐿𝑣, 𝑣) = lim
𝑛
(𝐿𝑣𝑛 , 𝑣𝑛) = lim inf

𝑛

ˆ
R𝑁

𝜙2��∇ (𝑣𝑛
𝜙

) ��2 𝑑𝑥 ⩾
ˆ
R𝑁

𝜙2��∇ ( 𝑣
𝜙

) ��2 𝑑𝑥 ⩾ 0.

As a consequence, if 𝑣 ∈ 𝐻1 belongs to ker 𝐿, since 𝜙 > 0 in R𝑁 , then 𝑣 ∈ R𝜙. Also, as
𝑉 ∈ 𝐿∞, we conclude that 0 ⩽ (𝐿𝑣, 𝑣) ⩽ max

(
1, ‖𝑉 ‖𝐿∞ ) ‖𝑣‖2

𝐻1 for every 𝑣 ∈ 𝐻1.

Step 2. Let
𝑎 = inf{(𝐿𝑣, 𝑣) : 𝑣 ∈ 𝐻1 , ‖𝑣‖𝐿2 = 1, (𝑣, 𝜙)𝐿2 = 0}.

By Step 1, we know that 𝑎 ⩾ 0. The aim is to prove that 𝑎 > 0. For that, we consider a
minimising sequence (𝑣𝑛)𝑛 in 𝐻1. As for 𝑣 ∈ 𝐻1,

(𝐿|𝑣 |, |𝑣 |) =
ˆ
R𝑁

(
|∇𝑣 |2 +𝑉(𝑥)𝑣2

)
𝑑𝑥 = (𝐿𝑣, 𝑣),

we can furthermore assume that 𝑣𝑛 ⩾ 0 for all 𝑛. As for some 𝐶 > 0, 𝑉 ⩾ −𝐶 in R𝑁 , we
infer that for any 𝑣 ∈ 𝐻1,

‖𝑣‖2
𝐻1 ⩽ (𝐿𝑣, 𝑣) + (𝐶 + 1)‖𝑣‖2

𝐿2 ,

so that (𝑣𝑛)𝑛 is bounded in 𝐻1. Up to extracting a subsequence, we can assume that for
some 𝑣 ∈ 𝐻1, 𝑣𝑛 ⇀ 𝑣 in 𝐻1, 𝑣𝑛 → 𝑣 in 𝐿2 locally on compact sets and a.e. in R𝑁 and
(𝐿𝑣𝑛 , 𝑣𝑛) → 𝑎 as 𝑛 → ∞. In particular, 𝑣 ⩾ 0. Now as (𝑣𝑛 , 𝜙)𝐿2 = 0, since 𝑣𝑛 ⇀ 𝑣 in 𝐿2

and 𝜙 ∈ 𝐿2, we deduce (𝑣, 𝜙)𝐿2 = 0, and as 𝜙 > 0 and 𝑣 ⩾ 0, we conclude 𝑣 = 0 a.e. in R𝑁 .
Now we argue by contradiction and assume that 𝑎 = 0, that is (𝐿𝑣𝑛 , 𝑣𝑛) → 0. As 𝑉 + (𝐶 +
𝑐)1|𝑥 |⩽𝑅 ⩾ 𝑐, we get from strong 𝐿2 convergence in 𝐵(0, 𝑅) of 𝑣𝑛 to 𝑣, we see that

0 ⩽
ˆ
𝑚𝑅

(|∇𝑣𝑛 |2 + 𝑐 |𝑣𝑛 |2) 𝑑𝑥 ⩽
ˆ
R
|∇𝑣𝑛 |2 + (𝑉 + (𝐶 + 𝑐)1|𝑥 |⩽𝑅)|𝑣𝑛 |2𝑑𝑥

⩽ (𝐿𝑣𝑛 , 𝑣𝑛) + (𝐶 + 𝑐)
ˆ
|𝑥 |⩽𝑅

|𝑣𝑛 |2𝑑𝑥 → 0.
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This implies that ‖𝑣𝑛 ‖𝐻1 → 0, and the convergence 𝑣𝑛 → 𝑣 = 0 is strong in 𝐻1. But
‖𝑣𝑛 ‖𝐿2 = 1, so this strong convergence also implies ‖𝑣‖𝐿2 = 1, a contradiction. Hence
𝑎 > 0.

Step 3. We now prove inequality (C.1). By Step 2 and homogeneity, we get that if 𝑣 ∈ 𝐻1

and (𝑣, 𝜙)𝐿2 = 0, then

(𝐿𝑣, 𝑣) ⩾ 𝑎‖𝑣‖2
𝐿2 .

Then, still assuming that (𝑣, 𝜙) = 0, since𝑉 ⩾ −𝐶 inR𝑁 , there holds for 𝑏 := 𝑎
𝑎+𝐶+1 ∈ (0, 1):

(𝐿𝑣, 𝑣) = 𝑏
ˆ
R𝑁

|∇𝑣 |2 + (1 − 𝑏)(𝐿𝑣, 𝑣) + 𝑏
ˆ
R𝑁
𝑉𝑣2

⩾ 𝑏
ˆ
R𝑁

|∇𝑣 |2 +
ˆ
R𝑁
𝑣2(𝑎(1 − 𝑏) + 𝑏𝑉) ⩾ 𝑏‖𝑣‖2

𝐻1 ,(C.3)

because 𝑎(1 − 𝑏) + 𝑏𝑉 ⩾ 𝑎(1 − 𝑏) − 𝑏𝐶 = 𝑏.

Let 𝑣 ∈ 𝐻1 (no longer assuming the orthogonality condition). We define the 𝐿2 orthogonal
decomposition 𝑤 := 𝑣 − (𝑣, 𝜙)𝐿2𝜙, so that (𝑤, 𝜙)𝐿2 = 0. As 𝐿𝜙 = 0 and 𝐿 is self-adjoint,
we compute using (C.3):

(𝐿𝑣, 𝑣) = (𝐿𝑤, 𝑤) + 2(𝑣, 𝜙)(𝐿𝜙, 𝑤) + (𝑣, 𝜙)2(𝐿𝜙, 𝜙)
= (𝐿𝑤, 𝑤) ⩾ 𝑏‖𝑤‖2

𝐻1 = 𝑏‖𝑣 − (𝑣, 𝜙)𝜙‖2
𝐻1

⩾ 𝑏(‖𝑣‖𝐻1 − |(𝑣, 𝜙)|‖𝜙‖𝐻1)2 ⩾ 𝑏
(1
2
‖𝑣‖2

𝐻1 − |(𝑣, 𝜙)|2‖𝜙‖2
𝐻1

)
.

where we used (𝑥−𝑦)2 ⩾ 1
2𝑥

2−𝑦2. The desired inequality follows for 𝜆 := min
( 1
𝑏‖𝜙‖2

𝐻1
, 𝑏8

)
.

Step 4. We finally prove estimate (C.2), with a similar strategy as (C.1). By Step 2, we know
that for every 𝑣 ∈ 𝐻2(R𝑁 ) with (𝑣, 𝜙)𝐿2 = 0,

‖𝐿𝑣‖𝐿2 ‖𝑣‖𝐿2 ⩾ (𝐿𝑣, 𝑣) ⩾ 𝑎‖𝑣‖2
𝐿2

yielding ‖𝐿𝑣‖𝐿2 ⩾ 𝑎‖𝑣‖𝐿2 with 𝑎 > 0.
Let 𝑏 = 𝑎

1+2𝑎+2‖𝑉 ‖𝐿∞ > 0, then, as in Step 3, we compute for 𝑣 ∈ 𝐻2(R𝑁 ) such that (𝑣, 𝜙)𝐿2 =
0:

‖𝐿𝑣‖2
𝐿2 = 2𝑏‖Δ𝑣‖2

𝐿2 + (1 − 2𝑏)‖𝐿𝑣‖2
𝐿2 + 4𝑏(Δ𝑣, 𝑉𝑣) + 2𝑏‖𝑉𝑣‖2

𝐿2

⩾ 𝑏‖Δ𝑣‖2
𝐿2 + 𝑎(1 − 2𝑏)‖𝑣‖2

𝐿2 − 2𝑏‖𝑉𝑣‖2
𝐿2

⩾ 𝑏‖Δ𝑣‖2
𝐿2 + (𝑎(1 − 2𝑏) − 2‖𝑉 ‖𝐿∞𝑏)‖𝑣‖2

𝐿2

⩾ 𝑏(‖Δ𝑣‖2
𝐿2 + ‖𝑣‖2

𝐿2).

because (𝑎(1 − 2𝑏) − 2‖𝑉 ‖𝐿∞𝑏) = 𝑏. As ‖Δ𝑣‖𝐿2 + ‖𝑣‖𝐿2 controls the ‖𝑣‖𝐻2 norm, we can
conclude that for some 𝑏′ > 0,

‖𝐿𝑣‖𝐿2 ⩾ 𝑏′‖𝑣‖𝐻2 .

For general 𝑣 ∈ 𝐻2 (without assuming that (𝑣, 𝜙)𝐿2 = 0), we set 𝑤 := 𝑣 − (𝑣, 𝜙)𝜙. Then
𝑤 ∈ 𝐻2 (as 𝜙 ∈ 𝐻2) with (𝑤, 𝜙)𝐿2 = 0 and since 𝐿𝑣 = 𝐿𝑤, the desired inequality (C.2)
follows as in Step 3. □
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APPENDIX D. BV CURVES TO S2

We claimed in the sketch of proof of Theorem 4.1 that any S2 valued map in 𝐻1([−𝐴, 𝐴])
can not have an image which is dense in any cap. Performing a change a chart, it suffices
prove that a map in 𝐻1([0, 1], [0, 1]2) does not have a dense image (in [0, 1]2). We actually
provide a short quantitative proof in the slightly more general setting of 𝐵𝑉 maps.

Lemma D.1. Let 𝑚 ∈ 𝐵𝑉([0, 1], [0, 1]2). Then 𝑚([0, 1]) is not dense in [0, 1]2.
More precisely, there exists a square 𝑄 of length 1

5(‖𝑚‖𝐵𝑉+1) such that 𝑄 ∩ 𝑚([0, 1]) = ∅.

Proof. Let 𝑛 ⩾ 2 be an integer to be fixed later, and consider a partition of [0, 1[2 into 𝑛2

squares (𝑄 𝑗)1⩽𝑗⩽𝑛2 of length 1/𝑛, of the form [𝛼/𝑛, (𝛼 + 1)/𝑛[×[𝛽/𝑛, (𝛽 + 1)/𝑛[ for 0 ⩽
𝛼, 𝛽 ⩽ 𝑛 − 1.
For all 1 ⩽ 𝑗 ⩽ 𝑛2, denote𝑄′

𝑗 the smaller square of length 1/(3𝑛)which has the same center
as 𝑄 𝑗 : if 𝑄 𝑗 = [𝛼/𝑛, (𝛼 + 1)/𝑛[×[𝛽/𝑛, (𝛽 + 1)/𝑛[ then 𝑄′

𝑗 = [(𝛼 + 1/3)/𝑛, (𝛼 + 2/3)/𝑛[×[(𝛽 +
1/3)/𝑛, (𝛽 + 2/3)/𝑛[.
Assume that for all 1 ⩽ 𝑗 ⩽ 𝑛2, 𝑄′

𝑗 ∩ 𝑚([0, 1]) ≠ ∅, and consider 𝑦 𝑗 ∈ [0, 1] such that
𝑚(𝑦 𝑗) ∈ 𝑄′

𝑗 ∩ 𝑚([0, 1]), and (𝑥 𝑗)𝑗 is the reordering of the (𝑦 𝑗)𝑗 that is 0 ⩽ 𝑥1 < 𝑥2 < · · · <
𝑥𝑛2 ⩽ 1.
By construction, for any 1 ⩽ 𝑗 < 𝑘 ⩽ 𝑛2, the distance between 𝑄′

𝑗 and 𝑄′
𝑘 is at least 2/(3𝑛)

so that 𝑑(𝑚(𝑥 𝑗), 𝑚(𝑥 𝑗+1)) ⩾ 2/(3𝑛). Therefore, by definition of the 𝐵𝑉 norm,

‖𝑚‖𝐵𝑉 ⩾
𝑛2−1∑
𝑗=1

𝑑(𝑚(𝑥 𝑗), 𝑚(𝑥 𝑗+1)) ⩾
𝑛2−1∑
𝑗=1

2
3𝑛

⩾ 2
3

(
𝑛 − 1

𝑛

)
⩾ 2𝑛 − 1

3
.

(Recall 𝑛 ⩾ 2). As a consequence, ‖𝑚‖𝐵𝑉 ⩾ 1, and for any integer 𝑛 > (3‖𝑚‖𝐵𝑉+1)/2, there
exists 𝑗 such that the 𝑄′

𝑗 such that 𝑄′
𝑗 ∩𝑚([0, 1]) = ∅. The conclusion follows by choosing

the integer 𝑛0 in the interval ((3‖𝑚‖𝐵𝑉 + 1)/2, 3(‖𝑚‖𝐵𝑉 + 1)/2] (notice that 𝑛0 ⩾ 3). Then
𝑄′
𝑗 has length

1
3𝑛0

⩾ 2
9(‖𝑚‖𝐵𝑉 + 1) ⩾

1
5(‖𝑚‖𝐵𝑉 + 1) . □
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