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Learning tasks play an increasingly prominent role in quantum information and
computation. They range from fundamental problems such as state discrimination
and metrology over the framework of quantum probably approximately correct (PAC)
learning, to the recently proposed shadow variants of state tomography. However, the
many directions of quantum learning theory have so far evolved separately. We propose
a general mathematical formalism for describing quantum learning by training on
classical-quantum data and then testing how well the learned hypothesis generalizes to
new data. In this framework, we prove bounds on the expected generalization error of
a quantum learner in terms of classical and quantum information-theoretic quantities
measuring how strongly the learner’s hypothesis depends on the specific data seen
during training. To achieve this, we use tools from quantum optimal transport
and quantum concentration inequalities to establish non-commutative versions of
decoupling lemmas that underlie recent information-theoretic generalization bounds
for classical machine learning.

Our framework encompasses and gives intuitively accessible generalization bounds
for a variety of quantum learning scenarios such as quantum state discrimination,
PAC learning quantum states, quantum parameter estimation, and quantumly PAC
learning classical functions. Thereby, our work lays a foundation for a unifying
quantum information-theoretic perspective on quantum learning.
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1. Introduction

The intersection of machine learning and quantum physics has developed into a vibrant area
of research. On the one hand, along the lines of using (at least partially) quantum learners
for classical data, there are proposals for machine learning models based on quantum circuits
[BWPT17; DB18; HCT*19], such as the so-called variational quantum machine learning models
and quantum kernel methods. On the other hand, there has been significant progress in learning
from quantum data. Inspired by “pretty good tomography” [Aar07], viewing quantum experiments
through the lens of learning from quantum data has given rise to ‘shadow’ protocols [Aarl9;
HKP20] that use few copies of an unknown quantum state to predict many of its properties.
The learning perspective has also led to insights into the potential for quantum advantage of
fully quantum over conventional experiments [HKP21; ACQ22; CCH'22; CZS*22; HBC22a;
Car22a; CWL'23; CHL"23]. Moreover, from the viewpoint of computer science, quantum theory
allows for new kinds of oracular access to an unknown object that is to be learned [BJ98], and
thus potentially (though not always) for more efficient learning algorithms [AdW17]. Even
fundamental problems of quantum information theory, such as state or process tomography
[HHJT16; OW16; HKO123; ZLK 23] or state discrimination [Hel69; Hol74; YKL75], can be
interpreted as tasks of learning from quantum data [GK10; SMM™19].

As quantum machine learning and quantum learning theory have grown, so has the number of
different quantum learning scenarios and mathematical descriptions thereof. This is reminiscent
of the plethora of approaches to generalization and sample complexity bounds in classical
machine learning theory [VCT71; Pol84; LW86; KS94; Dud99; McA99; BE02; BM02; DMNT06].
Recently, information-theoretic generalization bounds [HDG 23], going back to [XR17; RZ19],
have emerged as a promising approach towards unifying these varied results. Furthermore, they
may help overcome the limitations of uniform generalization bounds [ZBH"17; ZBH'21], which
have recently also been pointed out for quantum machine learning models [GEB23]. However, a
similarly unifying perspective on quantum learning has so far been lacking.

In the spirit of unification, we propose a general mathematical framework for quantum learning
procedures that train on data composed of classical samples as well as (copies of) quantum data
states, and then produce a classical and/or quantum hypothesis to be used for prediction on new
classical-quantum data. We prove that the generalization behavior of such quantum learners —
that is, how well they generalize from available training data to previously unseen data — can be
controlled through classical and quantum information-theoretic quantities, which quantify how
much information the learner’s hypothesis contains about the data, combined with concentration
properties of the loss observables used for the training. We demonstrate several applications of
this quantum version of the central insight from [XR17; RZ19]. To mention a few, it allows us to
provide a new perspective on quantum state classification tasks [GK10], and recover the seminal
result of [Aar07] on probably approximately correctly learning quantum states as well as the
results of [CL21; Car21; FQR23] on learning state preparation procedures.

1.1. Main results

Our first contribution is a unifying framework capable of capturing a wide variety of quantum
learning problems. Having formulated the framework, we then use it to prove information-
theoretic generalization error bounds for quantum learners and demonstrate applications of our
bounds to learning quantum states, learning classical functions from entangled quantum data,
and quantum state classification.



1.1.1. Unified information-theoretic framework

To give an impression of the varied landscape of quantum learning, let us briefly examine three
influential learning tasks that deal with quantum information. The learner in [Aar07] takes
as input classical data associated with an n-qubit mixed quantum state p obtained through
measurements. In particular, it receives a classical description of observables Fj ..., E,, drawn
i.i.d. according to an unknown distribution P over effect operators, and the corresponding
expectation values Tr[E;p|. It addresses the task of Probably Approximately Correctly (PAC)
learning a classical representation p of the unknown state, where the figure of merit is the quality
of the hypothesis p in approximating the expectation values Tr[Op] of new observables O ~ P
drawn from the same distribution P.

[BJ98] proposed a quantum input model for learning classical functions: The quantum algorithm
takes copies of the superposition example >, /P (z) |z, f(x)). This can be viewed as a quantum
version of classical access to pairs (z;, f(x;)) where the input points z; ~ P are drawn i.i.d. from
the unknown data distribution P. The learner is tasked with producing a classical hypothesis h
that, with high probability, agrees with f on a set of inputs that has large probability under P.

Quantum parameter estimation is a fundamental task in quantum metrology [GLMO06] and
quantum sensing applications [DRC17]. Here, given access to copies of a parameter-dependent
quantum state p(#) with an unknown parameter vector €, one aims to perform a measurement
and observe an outcome  that serves as an accurate estimate for 6. (The mapping 0 — p(0)
may be known beforehand.) We can interpret the task of identifying such a measurement as one
of learning a (probabilistic) mapping from quantum data to a classical parameter vector that
approximates the true underlying parameter-state connection.

At first sight, the three tasks described above differ in important aspects: The learners handle
different kinds of inputs — classical data, pure states, or mixed states — and produce different kinds
of outputs — a classically described quantum state, a classical function, or a parameter estimate.
Indeed, the approaches and techniques employed in solving these problems vary widely. This
raises the following question: Can we define and analyze quantum learners in a framework that
simultaneously captures these (and more) different quantum learning tasks? Taking inspiration
from recent developments at the intersection of classical learning theory and information theory,
we now propose such a framework.

Learners as maps. It is well established that classical randomized (supervised) learning algo-
rithms can be modeled as channels. They take as input a random variable called the training
data, which is a set S = (Z1,...,Zy) of |S| = m ii.d. data points drawn from a probability
distribution P over an instance space Z. The output of a learner is a random variable called
the hypothesis taking values in a hypothesis space W. We often think of the input domain Z as
being a Cartesian product Z = X x Y, and the hypothesis space W as a subset of YX, so that a
hypothesis is in fact a (randomized) function w : X — Y. The learner can then be identified with
a conditional probability distribution P(W|S) for the hypothesis given the data.

In analogy, we propose to think of quantum learning algorithms A as quantum procedures that
take as input data represented by a quantum state p coming from a quantum instance space Z.
The output of a quantum learner is a hypothesis state taking values in a space W. In particular,
without loss of generality, we can take Z to be a space of classical-quantum “CQ states”, that is,
states of the form

p= B [Is)S|® ()] (L.1)
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where p(S) is a quantum state on the Hilbert space Hipain. Typically, we consider Hirain
y C?, where d is the local dimension, and assume the quantum training data to factorize as
p(S) = Qi p(Z;) for d-dimensional states p(Z;). Similarly W consists of states of the form

A A
= E S, WYXS, W|® S, W 1.2
o (8, W)PA [‘ ) >< ) | g ( ) )] ’ ( )

where P4 is a joint distribution over data and hypothesis induced by the learner, and (S, W)
is a quantum state on the Hilbert space Hyyp. The learning procedure consists of two steps that
can be iterated: measurement and post-processing. The measurements may be implemented by
positive operator-valued measures (POVMs), and the associated instruments. Here, a POVM
maps states to classical probability distributions over outcomes, and the instruments give the
corresponding mappings to post-measurement states. Post-processing can include randomized
classical post-processing of the measurement outcomes as well as quantum post-processing of the
post-measurement states. Learners that use only a single iteration are non-adaptive.

Risk for classical learners. In classical learning theory, the performance of a hypothesis on
a data point is evaluated by a loss function ¢ : W x Z — R>. Accordingly, the true risk of a
hypothesis w € W relative to the distribution P is

Rp(w) = ZIEP[E(w, 7Z)]. (1.3)
The goal of a learner is to output a randomized hypothesis W that has small true risk Rp(W),
either in expectation or with high success probability. However, the data distribution P is
typically unknown, so the learner cannot directly evaluate Rp(w) for a candidate hypothesis w.
Instead, the average loss of a hypothesis on available training data serves as a proxy for the true
risk. For training data S = (Z1, ..., Zy) and hypothesis w € W, the empirical risk is defined by

1 m
Rg(w) = — Zf(w, Zi). (1.4)
mi
In contrast to Rp(w), a classical learner with access to S can in principle evaluate Rg(w) for
any w € W. When the focus is on the average performance of a learner, the quality of Rg(WW) as

a proxy for Rp(W) may be quantified by the exzpected generalization error

gonp(d) = B [Rp(W) = Rs(W)] . (1.5)

In this work, we refer to bounds on gen p(.A) simply as generalization bounds'. Such generalization
bounds then give rise to guarantees on when successful training, as quantified by small empirical
risk, also leads to small true risk.

Risk for quantum learners. In translating the above classical recipe for evaluating the
performance of a learner to the quantum scenario, we encounter a fundamental obstacle: In
general, quantum data cannot be reused. Quantum training data that has been used for training
may be irreversibly modified by measurements and post-processing, and cannot simply be reused
for evaluating the empirical risk of a hypothesis obtained at the end of the training process.

Therefore, we extend our quantum framework by introducing an additional quantum system to
capture test data. That is, we now allow p(S) in the quantum data state of Eq. (1.1) to be states
on a composite Hilbert space Haata = Hiest @ Hirain- Note that p(S) can be correlated or even

! Concentration bounds for the generalization error are also often of interest, but we primarily consider bounds in
expectation in this article.



entangled across the test-train bipartition of the data Hilbert space. As before, the action of the
learner on the training data subsystem then leads to a hypothesis state as in Eq. (1.2), with the
difference that o*4(S, W) is now a quantum state on the Hilbert space Hiest ® Hhyp-

Lifting the notion of loss function to the stature of a quantum observable, we work with a family
of (nonnegative) loss observables {L(S, W)} C B(Hiest ® Huyp). We then define the expected
empirical risk of the quantum learner A as the expectation value of the observable L(S, W) on
the hypothesis state o(S, W), further averaged over PA. That is,

(= B [TH[L(S, W) (S, W) - (1.6)

In contrast, we define the expected true risk of A as

B )= o By o [T [L(S, W) (prest(S) @ o7, (S, W) | ] (1.7)

where we have “decoupled” the quantum test and training data systems before letting the learner
act, and we have also decoupled the classical training data and hypothesis random variables.
As in the classical case, we define the expected generalization error as the difference between
expected true and empirical risks,

gen, (A) = Ry(A) — By(A). (18)

Our main goal is to bound genp(.A) in terms of properties of the CQ data p, the loss observables
L(S,W), and the learner A. We visualize our framework for quantum learners in Fig. 1.

In theory, we can consider alternative notions of decoupling, and indeed, alternative definitions
for the quantum risks. These notions may also be tailored differently in order to capture the
essence of what is important in the learning task at hand. In Section 2.1, we motivate our
decoupling approach to the definition of true risk and generalization error by a comparison
to the classical framework, and demonstrate how it extends established notions from classical
learning theory. In addition to reducing to the expected empirical and true risk in the classical
case, these choices give rise to natural notions of risks and generalization error for a variety of
quantum learning tasks (see Section 5). Moreover, our definitions account for the desiderata
that ]:Ep(A) should incorporate all aspects in which the learner’s actions “contaminate” the
test data, whereas the test data in R,(.A), both classical and quantum, must be completely
untarnished by the learner. This justifies Egs. (1.7) and (1.8) as the quantum extension of
[XR17]’s change-of-measure/decoupling perspective on classical generalization analysis.

1.1.2. Generalization error bounds

Assumptions. The framework and formalism described above can capture a variety of learning
scenarios. In order to prove bounds on the generalization error, we will assume mild properties to
be satisfied by the learner, the data, and the loss observables. To avoid clutter, in the following
we suppress dependencies on S, W in the notation where it is clear from the context. That is, we
write o instead of o(S, W) and L instead of L(S,W). Additionally, we will frequently denote
A = 74, W) = prest(s) @ afyp(s, W) = Prest @ nyp. (See Table 1 for an overview of notation.)

As in many classical works on this subject, bounds on the moment generating function (MGF)
allow for characterizing the concentration properties of the value of the loss observable around
its expectation value. However, due to the noncommutative setting at hand, we consider the
following two generalizations:
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Figure 1: Framework for learning from classical-quantum data: The quantum learner A
acts on the classical data and on the training subsystem of the quantum data via a
measurement followed by classical and quantum post-processing. The performance of
the resulting classical and quantum hypotheses are then evaluated via a loss measure-
ment that also takes the testing subsystem of the quantum data into account. The
training and testing subsystems may initially be correlated or even entangled.

(aver) Quantum MGF /tail bound: For every (s,w) € Z™ x W, let the logarithmic quantum
moment generating function of the loss observable L with respect to the product state 7%
be bounded by convex functions 4, 1_ : R — R which satisfy ¢4 (0) = ¢/, (0) =0, i.e.

A NL-Tr[LrA]1) (N ifA>0
g Tr e J< {¢_(A) FA<0 (QUGF)

(cmer) Classical MGF /tail bound: For every w € W, let the logarithmic moment generating
function of the expectation value Tr[L7] of the loss observable L in the product state
74, viewed as a random variable, be bounded by convex functions ¢, ¢_ : R — R which

satisty ¢4 (0) = ¢/, (0) =0, i.e.,

i >
IOg E I:e/\(Tr[LT‘A]_ESNPm [Tr[LTA]])] S ¢+(>\) lf )\ jl 0 ] (CMGF)
S~pr 6_(A) ifA<0

If the convex functions ¥+ and ¢4 are of the form A — # and A — %, respectively, then
we speak of an a-sub-gaussian QMGF and a §-sub-gaussian CMGF. We describe some scenarios
of interest in which these assumptions are satisfied in Section 1.1.3.

Generalization bounds. Can the generalization error of the quantum learner A on the data p
be controlled in terms of quantities that we can interpret, giving us a handle on how one can
produce a hypothesis that attains a balance between fitting the training data and performing well
on unseen data? We answer this question in the affirmative, and show that assuming classical
and quantum MGF bounds allows us to control the generalization error via quantities measuring
the classical and quantum information shared between data and hypothesis.

Our first main result is the following generalization bound for quantum learners.



Object Notation

Input data CQ state 0
Learner output oA
Decoupled learner output A= Prest @ nyp
Loss observable L
Probability density of classical data P
Quantum mutual information I(-;")e
Holevo information x({,})
Quantum log-MGF bound (s
Classical log-MGF bound o+

Table 1: Notation for the various mathematical objects appearing in this section.

Theorem 1 (Classical and quantum information-theoretic generalization bound. Informally
stated; see Theorem 4.12). If the classical-quantum data state p and the loss observable satisfy
(QMGF) and (CMGF), then the expected generalization error of A satisfies

E
(8,W)~pP4A

+ gen ,(A) < 1/}}—1 < [I(test; hyp)ga] + SNF;DM [x ({Pv“éls(w), prd (S, w)}q,,ﬂ) + quF—l(I(S; w)),
(1.9)

where wa_l and gﬁfF_l denote the inverses of the Legendre transforms of ¥+ and ¢=.

In Eq. (1.9), the following quantities from classical and quantum information theory appear:
I(S;W) is the classical mutual information (MI) between the training data and hypothesis
random variables S and W. I(test; hyp),a = I(test; hyp)UA( s,w) denotes the quantum mutual
information (QMI) between test and hypothesis systems in the output state o*4(S, W) produced
by the learner. Finally, x denotes the Holevo information of an ensemble of quantum states. We
formally define these quantities in Section 3.

Theorem 1 provides a theoretical guideline for designing a learner A. Namely, we expect better
generalization performance for learners whose measurements and post-processing do not induce
strong correlations between the available data set and the output hypothesis. Naturally, we
inherit a caveat from classical learning theory: Learning typically requires both good performance
on the training data and good generalization. Thus, our bounds provide an information-theoretic
perspective on the bias-variance trade-off in quantum learning. On the one hand, for good
training performance, a learner has to extract information about the underlying concept from
the available classical-quantum data. On the other hand, for good generalization, the amount of
extracted /accessible classical and quantum information should be limited.

In the sub-gaussian case, the inverse Legendre transforms can be computed explicitly and
the generalization error bound takes an appealingly simple form.

Corollary 2 (Informally stated; see Corollary 4.20). If the classical-quantum data and the loss
observable satisfy an a-sub-gaussian (QUGF) and a B-sub-gaussian (CMGF) condition, then

lgen, (A)] < \/2042 <<S,WI>ENPA [I(test; hyp)oa] + E [X ({PV“\‘}ls(w), pgst(s,w)}w)D + 2RI W) .
(1.10)



Next, we specialize this guarantee to the important case of independent data. We have
already assumed that S = (Z;); consists of i.i.d. examples. Now, we additionally assume that
p(S) = Q% pi(Z;) is a tensor product of quantum data states, and that the measurements and
channels performed by the learner A also factorize. (In fact, if A produces only a classical but no
quantum hypothesis, we can drop this factorization requirement on A.) Then, our states after
the action of the learner also factorize as o4 = @7, 0! and 74 = Q| 74, with o = o (2;, w)
and 7';4 = T{‘l(zi, w). Finally, we assume that the loss observable is an average of local losses,
L= % S™ . L, with L; = L;(2;, w) acting non-trivially only on the i*" tensor factor. The natural
analogues of (QMGF) and (CMGF) become:

(cquar) Local QMGF: For every i € [m], for every (z;,w), each local L; satisfies (QMGF) w.r.t. 774
with bound 94 ;.

(comar) Local CMGF: For every i € [m], for every w, each local Tr[L;77] satisfies (CMGF) w.r.t. P
with bound ¢4 ;.

As before, we speak of a;-sub-gaussian (locQMGF) and f;-sub-gaussian (locCMGF) if the
2 2

2 2
convex functions v+ ; and ¢4 ; are of the form A\ — ai;‘ and \ s 2 ";‘ , respectively. If the
sub-gaussianity parameters are the same for all ¢, that is, if o; = a and §; = g for all 4, then we
simply speak of a-sub-gaussian (locQMGF) and -sub-gaussian (locCMGF). In this scenario,

Corollary 2 becomes:

Corollary 3 (Informally stated; see Corollary 4.21). If the classical-quantum data and the loss
observable satisfy an a-sub-gaussian (locQMGF) and a B-sub-gaussian (locCMGF') condition,
then

2
jgen, (A)] < ¢ 207

m ((S,W)NPA

[I(teststyp)oal + B [ (1P s(w). pikee (5, w)}w)D 2 r(sw).

(1.11)

Corollary 3 tells us: We can control the expected generalization error by choosing the training
data size m to be on the order of the maximum between the classical and quantum information
shared between the data and the learner’s hypothesis. Conversely, if only a limited amount
of data is available, then to guarantee good generalization, we have to limit the classical and
quantum information that the learner accumulates about the data accordingly. As we explain in
Section 4, Corollary 3 can be extended to the case of different local loss observables, which also
have different sub-gaussianity parameters a; and 3; (see Corollary 4.21), and to stable learners
employing channels that approximately preserve locality (see Corollary 4.23).

1.1.3. Applications

Our framework and generalization bounds capture a variety of settings. Therefore, we envision
that our approach can lead to new insights by providing a novel perspective on diverse quantum
learning problems. Here, we highlight only three applications, but to fundamental problems
in quantum learning. For further examples in quantum parameter estimation, variational
quantum machine learning, approximate quantum membership problems, learning quantum
state preparation procedures, quantum differential privacy, and inductive quantum learning see
Section 5.

PAC learning quantum states. [Aar(7] pioneered the use of learning-theoretic perspectives for
quantum information problems. The seminal contribution of this work was to formulate “pretty
good state tomography” in a PAC learning sense and to analyze its sample complexity. Here,



instead of aiming for a (classically described) approximation to an unknown quantum state in
trace distance, one considers the relaxed task of producing a (classically described) hypothesis
state that accurately approximates the expectation value on a test measurement drawn from
an underlying data distribution, with high success probability. While full state tomography
requires resources scaling exponentially with the number n of qubits [OW16; HHJ*17], this PAC
relaxation has sample complexity scaling linearly in n [Aar07].

In Section 5.1, we use Corollary 3 to reproduce this fundamental insight into learning quantum
states within our framework of in-expectation learning. Concretely, we give a simple learning
strategy achieving an in-expectation version of [Aar07, Theorem 1.1] with the same dependence
on the Hilbert space dimension d and the approximation accuracy €. Our formulation allows us
to naturally describe an end-to-end learning strategy that starts from (possibly entangled) copies
of the unknown quantum state. As part of our derivation, we extend an argument due to [XR17]
to prove that information-theoretic generalization guarantees reproduce classical in-expectation
excess risk bounds for regression based on the fat-shattering dimension [KS94; BL98; AB00].

We highlight that our in-expectation guarantees show that for each observable seen during
training, a number of copies independent of d is sufficient to achieve overall reliable expectation
value estimates. In essence, there are distinct classical (“how many observables”) and quantum
(“how many copies of p per observable”) aspects to the sample complexity. Only the first
is d-dependent. Our perspective thus provides a natural intermediary between the “measure
loglog(d) many times” setting of [Aar07, Objection 6] and the “measure once” scenario of [Aar(7,
Theorem 1.3]. This illustrates how studying in-expectation bounds can complement studying the
concentration properties of the generalization error.

Quantum PAC learning from entangled data. A central question in quantum learning theory
[AdW17] is whether and when quantum access to data allows one to learn an unknown classical
object (typically a function) more sample- and/or computationally efficiently than is possible
purely classically. A prominent way of modeling quantum (access to) data is via superposition
examples [BJ98], which then admit questions of PAC learning from quantum oracle access.

We propose a variant of quantum superposition examples: Viewing a single classical training
example as a mixed state p = >, P(z)|z)(z| diagonal in the computational basis, we take
a purification and consider the resulting entangled state |¢) = >, /P(2)|2)iest @ |2)train 88
describing the joint system of a single quantum test and training example. Multiple copies of
this bipartite state then form the overall data. The entanglement between test and training
data is an inherently quantum analogue to a classical scenario with perfectly correlated test and
training data (see Section 2.1 for a more detailed discussion).

For this notion of quantum data access, we study learners that perform simple measurements
followed by classical post-processing. We show how to analyze the generalization performance of
such learners purely quantumly by describing the measurement and post-processing jointly by a
quantum channel acting on the training data. In particular, we demonstrate that Corollary 3 in
this case reproduces the main result of [XR17]. Notably, it does so via the QMI contribution in
the upper bound, which highlights the relevance and necessity of this term.

Quantum state discrimination and classification. Distinguishing between different candidate
states when given copies of an unknown quantum state is a fundamental task in quantum
information science [BK15]. The optimal measurement for binary state discrimination, the case
of two candidates, is well understood [Hel69; Hol73]. For distinguishing between multiple states,
necessary and sufficient optimality criteria are known [Hol74; YKL75], but in general do not give
rise to an explicit construction for the optimal POVM. Only in certain symmetric cases can the

10



optimal measurement be made explicit [BKMT97; EF01; EMV04], often via the pretty good (or
square root) measurement [HW94; HJS*96]. These results, however, presuppose that classical
descriptions for the possible candidate states are known in advance.

More recently, distinguishing between two a priori unknown quantum states was considered as a
classification problem inspired by machine learning approaches to pattern recognition [GK10;
SMM™19; Ros22]. Here, the goal is to learn a distinguishing POVM from (labelled) copies of
the unknown states. Within our framework, we formulate a PAC version of quantum state
classification (see Section 4). Then, our information-theoretic generalization guarantees yield
bounds on the sample size sufficient to ensure that a learned POVM, which performs well on
available training data, will also successfully classify previously unseen state pairs in-expectation
over an underlying distribution over pairs. These may serve as a guiding principle for avoiding
overfitting in quantum state classification. In particular, our results imply that limiting the
complexity of the admissible hypothesis POVMs and thus the maximum information content
of a hypothesis, for instance by imposing locality restrictions, will favorably affect the required
amount of quantum data.

1.2. Discussion and outlook

In this work, we have established a mathematical framework for reasoning about tasks of learning
from data that is part classical and part quantum. In addition to proving generalization error
bounds for quantum learners in such scenarios, we have also demonstrated a variety of applications
that our framework encompasses. Importantly, our bounds are information-theoretic in nature.
Thus, they come with an intuitive interpretation and provide a perspective on quantum learning
that can benefit from insights in quantum information theory.

The average-case and in-expectation generalization bounds give an insightful perspective that
is complementary to worst-case analyses, which have thus far been more widespread in the
literature on quantum learning. The former illuminates certain features that are not apparent
in the latter, raising the question of re-examining established results in a new or different light.
We hope our work motivates future work on quantum learning to also consider in-expectation
generalization alongside worst-case behavior.

With part of our contribution being the formulation of a novel framework, our work raises many
interesting follow-up questions. In the following, we highlight some of them.

Average-case vs. worst-case. As is typical in PAC learning, our results address the average
performance on instances drawn from an (unknown) underlying distribution. For instance, our risk
bounds for “pretty good tomography” [Aar07] hold w.r.t. a distribution over 2-outcome POV Ms.
In contrast, recent progress in shadow tomography [Aar19; BO21; HKP21] and classical shadows
[HKP20; EFH 22| has focused on making correct predictions in the worst-case simultaneously
over many observables. Moreover, recent work [HKP21] has drawn attention to the notable
contrast between the average-case and the worst-case when it comes to the potential for a
quantum advantage in learning. Extending our information-theoretic perspective on quantum
learning to these worst-case scenarios could give us novel ways of probing this frontier.

Open Problem 1. Establish a quantum information-theoretic characterization of the performance
of learners for shadow tomography.

Quantum-quantum learners. A recent spate of results [ACQ22; CZS*22; CCH"22; HBC'22b;
Car22a; HTF23; DOS23] has emphasized the role of quantum-enhanced experiments for learning
quantum channels. In particular, the ability to coherently and sequentially query the unknown
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channel on input states of our choice is an example of quantum enhancement. Can our framework
be further developed to incorporate learning from such query access to a quantum-to-quantum
channel?

Open Problem 2. Establish a quantum information-theoretic characterization of the performance
in learning quantum-to-quantum channels in a query input model.

Optimality and technical improvements. One might raise the question of whether information-
theoretic bounds on the expected generalization error are tight. This is already a non-trivial
open question in the classical setting. In the quantum world, the problem of state discrimination
is very well understood information-theoretically. We speculate that a notion of average-case
state discrimination may be an approach towards understanding the optimality of our bounds.

Finally, [XR17; RZ19] have led to a series of follow-up works, including techniques to tighten
information-theoretic generalization bounds [AAV18; BZV19], improvements relying on (eval-
uated) sample-wise and/or conditional mutual information [SZ20; HNK*20; HD21; HRS™21;
HD22; CR23; HDG 23], and connections to optimal transport [EG22] and convex analysis [LN22;
LN23]. These results may inspire improvements to our quantum generalization bounds and
potentially connections to quantum optimal transport [DT21; DR22; DT23].

In spite of the rich structure and wealth of open problems in this area of research, simply
translating these ideas to quantum learning is fraught with pitfalls: for example, there is no
unique quantum analogue to the classical notion of conditioning. Breakthrough progress in our
quantum information-theoretic understanding of learning will require proving genuinely quantum
statements which may not have classical analogues.

2. Technical overview

In this section we give a brief outline of the high-level conceptual ideas involved in the development
of our framework, and a taste of the techniques we use in proving our generalization bounds. It
is also natural to wonder how our framework for describing quantum learners and our quantum
information-theoretic bounds on the generalization error compare with existing work. We provide
such a comparison to information-theoretic generalization bounds in classical learning theory,
starting from [XR17] and arriving at our framework and results via an intermediate extension.

2.1. Classical — quantum: motivating our framework and bounds

First, we recall the main result of [XR17]: Assuming that for Z; ~ P the random variable ¢(w, Z;)
is f-sub-gaussian for all w € W — a special case of our assumption (locCMGF) — [XR17, Theorem
1] proved that the classical expected generalization error defined in Eq. (1.5) is bounded as

232
jgemp(A)] < 2 1(5: 7). (2.1)
A simple but crucial observation underlying this bound: It amounts to a statement about decou-

pling two random variables. Namely, we can rewrite the expected true risk as By pa [Rp(W)] =
E5pm Eyopa [R5(W)]. This has the same form as the expected empirical risk E(swy~pa [Rs(W)],
but the training data and hypothesis random variables have been replaced by independent copies

thereof. Informally speaking, [XR17, Theorem 1] thus tells us that decoupling training data and
hypothesis comes at a cost depending on the mutual information I(S; W), see Fig. 2.
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Training

& Correlated Decoupled
Hypothesis
Expected Empirical Risk Expected True Risk
E [Rs(W E[Rp(W)] = E [Rg(W
E(RW)] BBV = E [R50V

—
Decoupling controlled via I(S; W)

Figure 2: [XR17]’s classical framework: The expected empirical and true risk of a classical
learner differ only in whether the training data and hypothesis are correlated or not.
Decoupling the two leads to a generalization bound in terms of the MI I(S; W).

Next, as an intermediate step towards our quantum framework, we introduce a variant of
this result by adding test data to the classical learning-theoretic framework of Section 1.1.1.
Concretely, suppose we have test data Sie = (Ztes)in; and training data Sy = (Ziri)i%,, where
the pairs (Zie,i, Zir ;) are drawn i.i.d. from some probability distribution P over Z x Z. Note that
while different pairs are independent, the two random variables Zie ;, Ztr; within any single pair
may not be. During training, a learner A has access to St but not to Sie, so its output behaviour
may still be described by a conditional distribution P(W|S,). However, the relevant performance
measures are now taken w.r.t. test instead of training data. That is, we now consider the expected
empirical testing risk Es,, s,, w[Rs, (W)] and the expected true testing risk Ey [Rp,, (W)], where
P,e denotes the marginal of P on the first subsystem.

Two extreme examples illustrate the utility of this setup: First, if Zi.; and Zi,; are perfectly
correlated, we recover exactly the setting considered in [XR17]. In contrast, if Zi.; and Zi, ; are
independent and have the same distribution, then the generalization error trivially vanishes.

Also in this setting, the expected true risk can be obtained from the expected empirical risk via
decoupling as before, starting with the rewriting Ew[Rp, (W) =Eg,_ s, w [RSte(W)]' However,
W depends on St only through Sy, so decoupling can now be achieved in different ways: We
can decouple W from S, as before, or we can decouple S, from Sy, or we can (unnecessarily)
decouple both pairs simultaneously. More rigorously, using [XR17, Lemma 1], we can show that
if {(w, Zte ), With Zie; ~ Pie, is S-sub-gaussian, then the expected generalization error satisfies

‘I/IE/[RPte(W)] - E [RSte (Wﬂ‘ = \/ 52 St67 \/ mln{I Stra ) I(Str§ Ste)},

Ste,str:W
(2.2)

where the last inequality follows from the data processing inequality and the chain rule. Fig. 3
informally presents the different decoupling steps underlying this bound.

We can now transparently describe the final step towards our quantum framework. To do so,
we return to the setting of [XR17] on the classical side, assuming only training data but no
test data. This is for simplicity of presentation, our bounds can be extended to the case with
classical training and test data. On the quantum side, however, we assume both a test and a
training data system, which may share classical correlations or quantum entanglement. Thus,
going from the expected empirical risk ]%p(A) to the expected true risk R,(A) now requires
two decoupling steps, the first quantum — going from a general bipartite state O‘A(S, W) to a
tensor product state 7'“4(57 W) by decoupling the test and train systems before the action of the
learner — and the second classical — going from correlated random variables S, W to independent
copies S, W. Our generalization bounds make this intuition rigorous and show that the first
decoupling step contributes an expected QMI plus Holevo information and the second a classical
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StrssteaW w trs tevW w

Figure 3: Extended [XR17] framework for classical learners with test data: When
taking test data into account, the expected empirical and true risk differ in whether
training data and test data are correlated or decoupled and whether training data
and hypothesis are correlated or decoupled. Thus, the expected generalization error
can be bounded in terms of the MI quantities I(Siy; Ste) and I(Si; W). Note that the
resulting expected risks in three out of the four cells coincide.

MI. Notably, whereas a single decoupling step was already enough in the case of classical test
data, our classical-quantum decoupling indeed consists of two non-trivial decoupling steps. This
is reflected in our bounds having two separate terms, and in the informal depiction in Fig. 4, in
which, in contrast to Fig. 3, no two cells coincide.

2.2. Proof overview

The proofs of classical information-theoretic generalization bounds, starting from assumptions
analogous to Eq. (CMGF), typically proceed as follows?: First, the mutual information between data
and hypothesis can be expressed as the expected relative entropy between the the distribution
of the data conditioned on the hypothesis and the unconditioned distribution of the data,
I(S;W) =Ey., P [D(Pi‘}n|w||P24m)]. Next, the relative entropies are rewritten via the Donsker-
Varadhan representation of the relative entropy (see, for example, [BLM13, Corollary 4.15]),
which in this case in particular implies

D(Pshyy|Psh) > B [Af(W,S)] —log E [eWWvS)] VAER, (2.3)

~P, zm|w S~ P, iAm
for f(W,S) =L, (W, Z;). The second term is controlled based on assumptions on the loga-
rithmic MGF, which in particular introduces a term — IESNPZAm Af(W,8)] =—A ES~P£4m [Rg(W)].

After an optimization over A, one can rearrange and average over the hypothesis to obtain an
information-theoretic generalization bound.

An obstacle to extending this argument to our setting with classical-quantum data is the lack of
a quantum analogue of conditioning the data on the hypothesis. To circumvent this obstacle,

2Starting from different sub-gaussianity assumptions, variations on this reasoning can be successful, see, e.g.,
[BZV19, Proposition 1].
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E [tr[L(S’, W) (S, W)]]
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Decoupling controlled via classical MI

Figure 4: Framework for quantum learners: In our formalization of learning from CQ data,
going from expected empirical to true risk requires decoupling the quantum training
and test data as well as the classical hypothesis and classical training data. This leads
to generalization bounds involving an average QMI plus Holevo information term and
a classical MI term.

we first decompose the generalization error into a classical and a quantum part. As highlighted
in the previous subsection, this decomposition is a feature inherent to our classical-quantum
setup: Even after extending the classical learning framework to include test data, it still admits
a generalization bound with a single classical mutual information term, no decomposition into
separate terms is needed. In our decomposition, the classical part is a difference of two terms
that differ only in whether the underlying classical data and hypothesis random variables are
correlated or decoupled. Thus, it can be controlled with the classical proof strategy outlined
above. The quantum part takes the form of a classical expectation value of the difference between
the quantum expectation values Tr[Lo], of the loss observable on the state o, and Tr[L7], the
expectation value on its decoupled counterpart 74 = prest ® afyp. To control the error induced
by this quantum decoupling, we lift the classical proof strategy to our non-commutative quantum
setting, replacing Donsker-Varadhan by a combination of Petz’s variational characterization of
the relative entropy [Pet88] and the Golden-Thompson inequality. Assuming (QMGF), this yields
the quantum relative entropy lower bound

D(o*r4) = A (Tr{Lo™] - TH{Lr]) - {ngi i i i 8 . (2.4)

Now, we can optimize over \ and rearrange to obtain a bound on Tr[Lo] — Tr[L7] in terms of
E(swypa [D(c4]|74)]. After showing that this expected relative entropy equals the expression
E(swy~pa [L(test;hyp),a] + Egpm {X ({Pv“é|s(w),pg‘ést(5, w)}w)}, we combine this quantum
decoupling bound with the bound on the classical part to obtain Theorem 1.

The usefulness of classical generalization bounds depends on whether and how quickly they
decay as the training data size m increases. Typically, such a decrease is proved under an

i.i.d. assumption on the data. To strengthen Theorem 1 for i.i.d. quantum data, adhering to a
tensor product structure, we invoke tools from quantum optimal transport [DT21; DR22; DT23].
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On the one hand, in Lemma A.1 we show that Lipschitz observables have sub-gaussian QMGFs
w.r.t. any tensor product state:

T [exp <1og (é pi> ¥ AH)

While this is weaker than bounds of the form (QMGF) due to Golden-Thompson, we demonstrate
that such a QMGF bound is still sufficient for our above proof strategy. This then allows us to
improve Theorem 1 achieve a bound that decays with 1/\/m if both quantum data and learner
factorize, assuming local loss observables (Corollary 3). On the other hand, the machinery
of quantum Lipschitz constants allows us to go beyond quantum learners that factorize. In
particular, it guides us to define a stability criterion for quantum learners in terms of Wasserstein-1
distances, a quantum version of classical replace-one stability [BE00; BE02; SSS*10]. Namely, if
the underlying classical data sets differ in only few data points, then the associated quantum
processing channels employed by a stable learner differ only by a small amount, measured in terms
of a Schatten-1-to—Wasserstein-1 norm. Combining our newly established sub-gaussianity of
Lipschitz observables w.r.t. tensor products with the classical bounded differences concentration
inequality [McD89], we can then extend our generalization guarantees to stable quantum learners
with a controlled increase in Wasserstein-1 distances (Corollary 4.23).

ANml|HI?;
< exp <m||2HLlp> . (2.5)

3. Preliminaries and Notation

We establish some minimal preliminaries and notation regarding quantum information and
computing, and refer the reader to textbooks such as [Will3; NC10] for details.

We use H to denote a Hilbert space, and different Hilbert spaces are distinguished by subscripts.
We denote the set of bounded operators on H by B(H) and the trace class operators on ‘H by
T1(H). The space of density operators (i.e., positive semidefinite trace class operators with trace
1) on H is denoted by S(#H). It describes the space of quantum states on H, we will use the
terms ‘density operator’ and ‘quantum state’ interchangeably. Throughout the paper, we work
with finite-dimensional Hilbert spaces H = C?, but as we sometimes consider states with classical
subsystems on a continuous alphabet, we nevertheless employ the notion of trace class operators.
When viewing multiple quantum systems with associated Hilbert spaces H1, ..., H,, as a single
composite quantum system, the associated Hilbert space is the tensor product @i~ H;. We
obtain the reduced density matrix p; on subsystem j of a multipartite state p1,.. m € S(®i~; Hi)
via a partial trace over the remaining subsystems, p; = Tr1 ;1 j+1,...m[P1,..,m]- A trace with a
subscript always indicates a partial trace over the Hilbert space with the same subscript.

We next define states that have both classical and quantum subsystems:

Definition 3.1 (Classical-Quantum (CQ) States). Let X be a (classical) measurable space, let
‘H be a Hilbert space. Let P be a probability measure on X and let X 3 = — p(z) € S(H) be a
(Borel-)measurable mapping from elements of the alphabet to quantum states. The associated
classical-quantum (CQ) state is given by

E,|le)e© p(a)] (3.1
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Here, the expectation value can be understood as a Bochner integral of a function mapping to a
Banach space. If X is a finite alphabet, then the expression in Eq. (3.1) simplifies to

B, [le)el 0 p(a)| = X Pla) laial @ pla). 32)

zeX

Quantum information theory is a rich field and has successfully “quantized” a variety of notions
from classical information theory. We will make use of the quantum counterpart of the classical
relative entropy (also known as Kullback-Leibler divergence).

Definition 3.2 (Quantum relative entropy). The quantum relative entropy between a density
operator p € S(H) and a positive semi-definite o € B(#) is given by

Diplo) = {Tr[p(logp— logo)] if supp(p) C supp(o) (3.3)

400 else

Here, the support of p is, by Hermiticity, the orthogonal complement of its kernel, that is,
supp(p) = (ker(p))*.

From the quantum relative entropy, we can now obtain the quantum mutual information. It
measures how much information one subsystem in a bipartite quantum state carries about the
other subsystem.

Definition 3.3 (Quantum mutual information). Let p = pap € S(Ha ® Hp) be a bipartite
quantum state. The quantum mutual information (QMI) between subsystems A and B in the
quantum state p = pap is given by

I(A; B), = D(paBllpa ® pp) = H(pa) + H(p) — H(pas) , (3.4)
where H (o) = — Tr[o log(o)] denotes the von Neumann entropy.
When applied to a CQ state, the QMI gives rise to the so-called Holevo information:

Definition 3.4 (Holevo information). Let {P(x), p(z)}zex be an ensemble of quantum states.
The Holevo information is given by the QMI between the classical and quantum registers in the
associated CQ state:

X ({P(@), p(7) }eex) = I(C : Q)E, _pllaYa|@p(a)] - (3.5)

The Holevo information can equivalently be expressed as

(P),p(a))oex) = H (B o(o)]) — E [H(p(@) = E [D <p<x> ]

z~P z~P z~P

In addition to quantum states, we need mathematical descriptions for measurements as well
as for general processing of quantum systems. To describe measurements, we use positive
operator-valued measures (POVMs).

Definition 3.5 (POVMs and post-measurement states). The set of effect operators £(H) on
a Hilbert space H is given by E(H) = {E € B(H) | E=ET A 0 < E < 1y}. A collection
(B} € E(H) with S5 | By = 1y is called K-outcome POVM. When measuring a POVM
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{E,}K | on a state p € S(H), the probability of observing outcome k is Tr[Eyp]. Moreover,
conditioned on observing outcome k, the post-measurement state is given by

The dynamics of quantum systems can be mathematically described by quantum channels.

Definition 3.6 (Quantum channels — Schrodinger picture). A linear map A : 71 (Hin) — T1i(Hout)
between trace class operators on Hilbert spaces Hj, and Heyt is called a quantum channel (in
the Schrédinger picture) if it is completely positive (CP) and trace-preserving (TP). Here, we
call A completely positive if, for any Haux, (id7;(3,.,) @ A)(p) is positive-semidefinite whenever
p € Ti(Haux ® Hin) is positive semidefinite, and we call A trace-preserving if Tr[A(p)] = Tr[p]
holds for all p € T1(Hin)-

According to Definition 3.6, we describe a general quantum process with a CPTP map. This is
the Schrédinger picture perspective, in which we view states as evolving. Complementary to this,
we can define the dual A* : B(Hout) — B(Hin) of A via the requirement Tr[EA(p)] = Tr[A*(E)p]
Vp € S(Hin), E € E(Hout). The Heisenberg picture map A* is completely positive if and only if A
is. Also, A being TP is equivalent to A* being unital (U), i.e., A*(1y,,,) = 13,,. Thus, quantum
channels in the Heisenberg picture are linear CPU maps.

Finally, we recall two recently introduced notions from quantum optimal transport. These
constitute alternatives to the trace distance between multi-qudit states and the operator norm
for multi-qudit observables, respectively, and take locality into account.

Definition 3.7 (Quantum Wasserstein-1 distance [DMT*21]). Let p,o € S((C%)®™) be two
m-qudit states. The quantum Wasserstein-1 distance ||p — ol||w, between p and o is defined as

ci >0:3p0 00 € S((CH®™M),1 < i < m sit. .
Tri[p")] = Try[oDVi A p—o =31 ¢ (P(i) - U(i)) 55

m
1o = ollw, :mm{zq
=1

The quantum Wasserstein-1 distance between quantum states induces a notion of quantum
Lipschitz constant for observables via duality.

Definition 3.8 (Quantum Lipschitz constant [DMT*21]). Let H = H' € B((C%)®™) be an
m-qudit observable. The quantum Lipschitz constant ||H||rip of H is defined as

| [luip = max { Tr[HX] | X = XT € B(CH®™) : Te[X] = 0A | X|lwy <1} (3.9)

= Wax max {Tr[H(p —0)] | pyo € S(CHP™) - Tryp] = Tri[cr]} . (3.10)

4. Framework and main result

4.1. Framework for learning from classical-quantum data

We aim to provide a formalism for learning from quantum data given as a classical-quantum
(CQ) state. We suppose that the data comes in the form of a CQ state

p=E, [15181 9 0(5)] (@.1)

18



with P a probability measure over a classical measurable instance space Z, and with p(s) a
density operator on a (typically composite) data Hilbert space Hyata, p(s) € S(Hdata), for each
se’l™.

A quantum learner A now consists of:

(i) a (possibly trivial) decomposition of the data Hilbert space into a tensor product of a test
data and a training data Hilbert space, Haata = Htest @ Hirain,

(ii) a measurable hypothesis space W,

(iii) POVMs {EA(w)}wew on Hirain for each s € Z™, describing the measurements used by
the learner to extract classical information from the training data state and leading to
probability distributions® Q4 on W defined via Q2 (w) = Tr[Eq(w) Triess[p(s)]],

(iv) a quantum hypothesis Hilbert space Hpyp,
(v) a family of quantum channels {A;‘}w Tt (Hirain) — Ti(Hnyp) }(s,w)ezm xw-

That is, the learner A proceeds as follows: First, conditioned on the classical data s, A performs
the measurement described by the POVM {EZ(w)}wew on the training data subsystem of p(s)
and classically records the measurement outcome. Second, conditioned on both the classical
data s and the observed measurement outcome w, A applies the quantum channel A;‘}w to the
post-measurement state of the training data subsystem. This way, the action of the learner A on
the CQ data state p leads to the CQ output state

A= E, [\s><5| ®E, [(idiest @AZ ) (04(S,W)) ® |W>(W]H (4.2)
= B 1581 (idue 0830) (4(5, W) @ (W71 (43)
- E WiEQé [1SXS| @ o 4(S, W) @ [Wyw|], (4.4)

where we have defined the post-measurement state

(Lo @ /BAw) ) 5) (1et /B w))

P w) = TR B () preain (9] ’ (4.5)

Note that 04(s, w) € S(Hiest @ Hnyp) for every (s,w) € Z™ x W. If we denote by P* the induced
probability distribution over Z™ x W with

PA(s,w) = P™(s) - Q2 (w), (4.6)

denote its marginal on W by PV“\‘}, and its conditional distribution for the data given the hypothesis

W by P(ﬁta|W, we can interchange the order of the expectations in Eq. (4.4) and rewrite o as
A= E E [|SXS| @ aA(S, W) @ Wy w|. (4.7)
W~ Pgt S~P W

Remark 4.1. In the language of Section 2.1, the setup described above assumes perfectly
correlated classical training and test data. This choice was made to simplify the presentation.
However, one may extend the framework by considering the classical part of the data to consist of

3This formulation implicitly assumes that W is discrete. If W is continuous, we can instead work with associated
probability densities ¢Z'(w) = Tr[Es(w) Treest[p(s)]]. Our framework and results encompass both the discrete
and the continuous case. We choose discrete-case notation merely for simplicity.
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(in general correlated) training and test data. Naturally, the POVMs and channels performed by
the learner should only depend on the training data but not on the test data. This straightforward
extension of our framework then also encompasses the classical extension of the [XR17] framework
with test data that we describe in Section 2.1. Note that including separate classical test data
also enables us to describe tasks in which the training data distribution is different from the
test data distribution, for example in scenarios of covariate shift, where out-of-distribution
generalization becomes relevant. This may allow for connecting our framework to recent work on
out-of-distribution generalization in learning quantum processes [CHE" 23; HCP23].

Remark 4.2. Instead of describing A in terms of POVMs and channels, we could merge these
objects into a description in terms of quantum instruments (compare [HZ11, Chapter 5]). We
have chosen a formulation based on POVMs and channels in order to make the presentation
more concrete and widely accessible.

Example 4.3 (Quantum state classification). As an illustrative example, we consider a task
of quantum state classification, in which the quantum learner should PAC learn a two-outcome
POVM that distinguishes between pairs of d-dimensional states weighted according to prior
probabilities. This can be viewed as a version of the problem studied in [GK10] but with an
underlying distribution over weighted pairs of states. To formalize this problem, we consider a
probability distribution Pyeight @ Ppair Over the space [0, 1] x (S (CH xS ((Cd)) of weights and
pairs of states. If the learner has access to m labeled quantum examples generated from this
distribution, the overall classical-quantum data is described by the state

P= 0w o E [@(wé”|o><0|®<aé”>®2+<1—wé”>rl><1\®<a§”>®2)]
{770 7(‘70 01 )}Z-ZlN(Pweight‘gPpair)m =1
(4.8)
m m ®2
- ® { > (e )iete {(@é?) ”
{”oz>}ﬁ1NPvTinght s=(21,...,zm)€{0,1}™ \i=1 {(‘7531)7051)) i1~ Flir =1
(4.9)

where we used the notation ﬂ'gi) =1- Tr[()i). If we define Z = {0, 1}, if we let P be the probability

distribution on Z defined via

P(z) = E [Trgﬂ Vz; € {0, 1}, (4.10)

(%)
{71—0 }:11 NPweight

and if we further define the density operators p(s) acting on the Hilbert space Hgata = Htest ®
/Htrain = (Cd)®m & ((Cd)®m as

m ®2
p(s) = E [(@ J;?) ] Vs = (z1,...,2m) € {0,1}™, (4.11)

{(Uéi)ﬂgi)) m ~P i=1

i=1 pair
then, we see that

p= 5, [ISKSI @ p(5)] (4.12)

in accordance with Eq. (4.1).

To describe a quantum learner A in this setting, take the quantum hypothesis space Hpyp = C
to be trivial and consider a measurable hypothesis space W. Here, we imagine each w € W to be
associated to a two-outcome qudit POVM {F(w),1; — F(w)}, which describes a measurement
that the learner could use for the distinguishing task. Now, to every s € {0, 1}" we associate a
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POVM {E#(w)}wew- Note: As Ti(Huyp) = T1(C) = C is trivial, so is the family of quantum
channels {AZ, : Tt (Hrain) — T1(Hnyp)} in this setting. That is, AL, (-) = Tr[()] for all s, w.
Thus, according to Eq. (4.7), the action of the learner A on p leads to the output state

A= E B [|SXS|@aA(S, W) @ [WYW]|, (4.13)

A A
WNPW SNPdata |

with the probability distribution P4 on {0,1}™ x W given by
PA(s,w) = P"(s) - Tr [Es(w) ptrain(8)] (4.14)

and with the post-measurement subsystem states

éa@] Vs = (z1,...,2m) € {0,1}™. (4.15)

Ptest(s) = ptrain(s) = ) (.)E [ P2
{(UOZ 70'12 )};(ile;';ir =1

This concludes the example, we now return to the discussion of our general framework.

Given a learner A and a data CQ state as described above, we now define relevant notions of
risk /error. In classical notion theory, the most commonly used such notions are those of empirical
and true risk. As discussed in Section 2.1, the expected empirical risk arises as an average of
losses with correlated training data and hypothesis random variables. In contrast, the expected
true risk can be understood as an average of losses after decoupling training data and hypothesis.
To define analogous notions for quantum learning, we go from loss functions to loss observables.
Moreover, we extend the intuition that decoupling makes the difference between empirical and
true risk to a decoupling on both the classical and the quantum level.

For the next three definitions, p, A, PA, and o are as introduced above, and we consider a
family of self-adjoint loss observable {L(s, w)} (s w)czmxw With L(s,w) € B(Hiest @ Huyp)-

Definition 4.4 (Expected empirical risk). The ezpected empirical risk of A w.r.t. p as measured

by {L(s,w)}(s,w)ezmxw is defined as

R, (A) = s [Tr[L(S, W)oA(S, W)]] . (4.16)

Definition 4.5 (Expected true risk). The ezpected true risk of A w.r.t. p as measured by
{L(s,w)}(s,w)ezm xw is defined as

Ry(A) = G Emars [T [L(S, W) (prest(S) @ 07y, (S, W) ]| (4.17)

As before, here we let S, W denote independent copies of S and W.
Definition 4.6 (Expected generalization error). The expected generalization error of A w.r.t. p
as measured by {L(s,w)}(sw)ezmxw is defined to be

gen, (A) = R,(A) — R,(A), (4.18)
the difference between the expected true and empirical risks of A w.r.t. p as measured by
{L(Sv w)}(s,w)GZWXW~

Remark 4.7. Note that there is some freedom in our definition of channels A;‘}w and loss
observables L(s,w) because of the duality of Schrédinger and Heisenberg picture. Concretely, if
Aj:}w = AngoA/A and if we define L' (s,w) = (idgest ®Agfu)*(L(s, w)), then the expected empirical

S, W
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and true risks obtained by considering A;ﬁu and L,(s,w) coincide with those originally obtained
from AL, and L(s,w).

s, W

Next, we illustrate these definitions in two concrete examples. First, we demonstrate how they
recover the classical case, before continuing the discussion of our state classification application.

Example 4.8. Starting from Definitions 4.4 to 4.6, we can reproduce the corresponding classical
notions of expected empirical risk, expected true risk, and expected generalization error in (at
least) the following two ways: On the one hand, if we assume all involved quantum systems
to be trivial (i.e., Hdata = Hnyp = C), then the loss observables are real scalars. Interpreting
these as classical loss functions, we recover the notions familiar from the classical case. On the
other hand, even when (some of) the involved quantum systems are non-trivial, if we consider
loss observables L(s,w) = €(s,w) - Liest,nyp given by multiples of the identity, with classical
loss function values ¢(s,w) = L 37 ¢(w,z), then the trace-normalization of o?(s,w) and
Prest (S) ® Ufyp(s, w) ensures that we again obtain the same quantities as in the classical case. As
we will see later, despite non-trivial quantum systems, our results for this latter setting indeed

reproduce the classical bounds of [XR17].

Example 4.9 (Quantum state classification — Example 4.3 continued). To obtain reasonable
notions of risk in the quantum state classification setting of Example 4.3, we can take the loss
observables for s = (21,...,2m) € {0,1}" and w € W to be

L(s,w) = ;i 157V @ (1 - 20)(1a — F(w)) + 5 F(w)) @ 157, (4.19)
=1

With this choice, the expected empirical risk from Definition 4.4 becomes

Bo(A)= B [TL(S, W)oA (s, W) (4.20)
1 — i
" s |m ; (0= 2 = FOV)) - Z0F) (aéf>,a§]§)~Ppai,. {Ugl)}H 2

m

1 (i) _ (i) (i) (i)

where the last step uses the definition of P from Example 4.3 and, in a slight abuse of notation,
uses P* to also denote the induced joint distribution over weighted pairs of states and hypotheses.
This induced distribution can explicitly be written as

PA({r”, (0, o)y w)

=(HPweigwé“))-(HPpawé“,ai“))- > ( w£i>>-Tr (B2 () prsain(s)] -
=1 =1

i=1 se{0,1}m

(4.23)

Thus, Eq. (4.22) is exactly the expected probability that the quantum learner misclassifies an
unknown state, where the average is over the joint distribution of training data and hypothesis.
This is the natural notion of expected empirical risk in this scenario.
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The expected true risk according to Definition 4.5 is

R,(A) (4.24)
= E Tr [L(S, W) (prest (S) @ o (S, W 4.25
<s,va)~pm®pv¢[ v [L(S, W) (prest(9) @ a1y, (S, W))]] (4.25)
I o=/ u =\ (i (G = (i
= . E 3 (A Tl — POV + 7D T{E)E))
{750,350 ,3) 3 | W)~ (Pueight® Poair) @ PG | M 1=
(4.26)
= E [T Tr [(1g — F(W))a0) + 71 Te[F(W)a1]] (4.27)

(%0,(60,61), W)~ Pyeight ® Ppair @ Pt

where the random variables with bars again denote independent copies of the respective unbarred
random variables. Thus, the expected true risk is exactly the expected probability that the
quantum learner misclassifies an unknown state from a new, independently drawn weighted pair,
a natural choice of expected true risk in this setting. Hence, the expected generalization error
from Definition 4.6 indeed reproduces the natural expression, namely the difference between the
expected misclassification probability on a randomly drawn new data point and the expected
average misclassification probability over the training data. This concludes the discussion of
risks for our state classification tasks.

In Section 5, we demonstrate that the general notions of risks introduced in Definitions 4.4
to 4.6 reproduce further natural performance measures for suitably chosen loss observable L
in learning scenarios such as PAC learning quantum states, learning classical functions from
entangled quantum data, and quantum parameter estimation, among others.

4.2. Generalization bounds for learning from classical-quantum data

The remainder of this section is concerned with proving that classical and quantum moment
generating function assumptions lead to expected generalization error bounds in terms of
quantities measuring the classical and quantum information between the data and the output
of the learner. This lifts the following intuition from classical to quantum learning: Learners
generalize well (in distribution) if they produce hypotheses that do not depend too strongly on
the specific dataset that they were trained on.

Table 2 compiles relevant notation for the formulation of our results. Before stating them, we
recall the following definition from convex analysis and a lemma about the quantum relative
entropy:

Definition 4.10 (Fenchel-Legendre dual). Let ¢ : R — R be lower-semi-continuous and convex.
The Fenchel-Legendre dual ¢* : R — R is defined as

U () = sup{Xt — BV} (4.28)
AER
Lemma 4.11 (Petz’s variational characterization of the quantum relative entropy [Pet88]). Let

01,09 € S(H) be two quantum states. Then, the relative entropy between o1 and o2 can be
rewritten as follows:

D(oi|lo2) =  sup  {Tr[o1H] — log Tr[exp (log(o2) + H)]}. (4.29)
H=HteB(H)

We can now state and prove our main result:
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Object Notation
Probability density of classical data P

Input data CQ state p=Eg.pn[|SXS| ® p(5)]
POVMs associated with learner 4 EA(w)

Joint distribution induced by learner A pA

CPTP maps associated with learner A A;‘}w

Learner output i E(sw)pa [|S><S| ® oS, W) ® ]WXW@
Loss observables L(s,w)
Quantum mutual information I(5)e

Holevo information x({-,-})
Quantum log-MGF bound i

Classical log-MGF bound oxs

Table 2: Notation for the various mathematical objects appearing in this section.

Theorem 4.12 (Expected generalization error bound via quantum mutual information). Assume
that, for every (s,w) € Z™ x W,

s,w)—Tr[L(s,w)(prest (s)R02 (5,0 test b A Z)\ZO
log T [(press(5) ©® 7 (5, w))A(HO )T s (20 (o aeave) | < {Z*E A; ; S
(QMGF)
where 4,1 : R — R are convex, differentiable at 0, and satisfy 14 (0) = ¢/ (0) = 0. Moreover,
assume that, for every w € W,

o m o-(N) fA<0
(CMGF)
where ¢4, ¢ : R — R are convex, differentiable at 0, and satisfy ¢+(0) = ¢/ (0) = 0. Then,

log E [ex(mL(s,w)(ptcst(S)®ag‘yp(s,w))]Eéwpm[mL(S,w)(pmst(S)®a}ffyl,(é,w))]})}S{m()\) ifA>0

= gen, (A) < v ( s p a1ty Plos ] + B ({Ris(w), piea(S, w)}wew)D

+ o LIS W)
(4.30)

Our proof is inspired by the reasoning used in the classical case, for instance in [XR17; Ragl9;
BZV20], but differs from it in three non-trivial ways. First, one central ingredient in the classical
argument, namely the Donsker-Varadhan representation of the classical relative entropy, has to be
replaced by its quantum counterpart, Lemma 4.11. Second, to deal with potential complications
about matrix exponentials arising from non-commutativity, we rely on the Golden-Thompson
inequality. Finally, while there is only one decoupling step in the classical proof, our scenario
requires both a classical and a quantum decoupling. Thus, our analysis uses an additional
decomposition of the expected generalization error compared to the classical case.
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Proof. When combined with the Golden-Thompson inequality [see, e.g., Bha97, Section 1X.3],
which tells us that Tr[e4A+P] < Tr[e4eP] for Hermitian matrices A and B, Lemma 4.11 implies,
for every (s,w) € Z™ x W and for all A € R,

D(0(s,w)||prest (5) ® oy (5, w)) (4.31)
> A Tr[L(s, w)o? (s, w)] — log Tr [exp (log(ptest(s) ® Jfép(s, w)) + AL(s, w))} (4.32)
> A Tr[L(s, w)o? (s, w)] — log Tr [(ptest(s) ® Ufg,p(s, w)) exp (AL(s, w))] (4.33)

= X (Tr[L(s, w)o™(s,w)] = Tr[L(s, ) (prest (s) @ 07y (5,0))])

4.34

_ ]og Tr [(,Otest(s) ® O‘}“g,p(eg’ w))eA(L(va)_Tr[L(va)(ptest(s)@)‘ffﬁyp(s»w))]hcst,hyp)} ( )
vi(\) ifA>0

> A (Tr[L(s, w)o (s, w)] = Tr[L(s, w) (presi(s) @ oy (5, w))]) = {JEA; rog o (4)

Here, the first step is by definition, the second uses Lemma 4.11, the third is due to the Golden-

Thompson inequality, the fourth step is a simple rewriting, and the final step consists in plugging
in Eq. (QMGF).

We can now rearrange this inequality and optimize over A to obtain:

D(c* S, W) || prest (S o (s,w A
Tr[L(s, w)o™ (s, w)] — Tr[L(s, w)(prest(s) ®0h"§,p(s,w))] < inf (@7 (s, W)l prest(s) ® o1y, (5, w)) + ¥+ (V)

~A>0 A ’
(4.36)
D(0A (s, w)]|prest () @ o2 (s, w _(A
_%ﬁwﬁwwﬂwwﬂ—ﬁ@@wM%ﬂ&@ﬁ%@wm)Sﬂ%( (s,w)llp ()ihw< »+w<)
(4.37)

Using [BLM13, Lemma 2.4], we can rewrite the infima in terms of the generalized inverses
(s) = inf{t > 0 | ¥%(t) > s} of the Fenchel-Legendre duals of ¢4 to obtain

Tr[L(s, w)o™ (s,1)] = Tr[L(s, w) (prest (5) @ oy (5,0))] < 037 (D (07 (s, w)l|prest (5) © oy (5,0))),

(4.38)

- (TI“[L(S, w)UA(S7 w)] - TI“[L(S, w)(ptest(s) ® Ulvfyp(sv w))]) < wiﬁl(D(aA(Sa w)Hptest(S) & Ufyp(& w)))
(4.39)

Next, we rewrite the expression of interest as
+ gen,(A) (4.40)
=+ E | E [TE[L(S, W) (prest (S) @ o7y, (S, W))]] = E - [Te[L(S, W)o (S, W)]] | (4.41)
~Ey _S"‘Pm S~ Py W
:Wﬂw%%wﬁimﬂﬁwﬂ%ﬂ&®ﬂJ&Wm—ﬂM@W%N&Wm] (4.42)
S E . + <SNI§M [Tr[L(S, W) (prest(S) @ Ufg,p(g, W)
"L (4.43)

S~PA W

data

- E [TqLuLwo(m%d5)®o£mGiW0N])]
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For the first summand, we can use Egs. (4.38) and (4.39) to obtain:

o o ok [i (Tr[L(S,W) (ptest(S)@@a;f‘yp(s, W))] — T[L(S, W)aA(S, W)})} (4.44)
~Ew P data'W
< E E

W~ Pgt S~P

data

v [0 (D (S, W) prest(S) @ o7y, (S, W)))] - (4.45)

For the second summand, thanks to Eq. (CMGF), we can apply [JHW17, Theorem 2] or [BZV20,
Theorem 1] (see also [Ragl9, p. 22] for a pedagogical presentation) to the classical random

variable Tr[L(S, W) (,otest(S) ® J;f‘yp(S, W))] and obtain:

E | (ﬂb [TLE, W) (pree(8) © oy (5. 7) ]
4 (4.46)
N SNPEm\W [Tr[L(S, W) (ptest(S) ® ot (S, W))]} )]
< @ HI(S; W) (4.47)

Thus, we have shown the inequalities

tgen (A< E [0 (D((8, W) [ prest(9) © 07 (S, W) | + 6571 (1(S3 W) . (4.48)

As the w;l are concave (since 9% are convex), we can pull the expectation value inside the
¢fF_1 without making the right-hand side smaller, by Jensen’s inequality. Then, it remains to
observe that

s palPE (S W) prest(S) @ oty (5, W) (4.49)
= S [—H(o™(S, W) + H(o7y, (S, W) = Tr |07 (S, W) log (prest (9)) (4.50)
= on [ (tests hyp)pa sy — H (07 (S, W) = T [0t (S, W) log (prest ()] | (4.51)
= onE s [ (tests hyp),a sy — H (ptdst (S, W) = Tr [tk (S, W) log (pres(9))]]  (452)
- (S,WIEENPA [I(test; hyp)a(S,W)} - (SWI?NPA [H(p;‘ést(S, W))} + SNIEIJM [H(peest(S))]  (4.53)
— ol [1(test: yp)osn | + B |x ({P\ﬁw(w), pést(s,w)}wew)] . (4.54)

Here, the third inequality used that oyi(s,w) = piay (s, w), because o (s, w) and p™(s,w)
differ only by a CPTP map applied on the train subsystem. The fourth and fifth equalities

used that EWNPVﬁS[pést(S’ W)] = prest(S). This holds because the state EWNPJC\ [pA(S, W) is

|S

obtained from p(S) by applying the CPTP map idtest ® (Zw \/E“S“(w)()\/E:q“(w)), which acts

non-trivially only on the training data register and thus leaves the test data marginal invariant.
The fifth step also used Eq. (3.6). Thus, after using Jensen to pull the expectation value inside
1/);71 and then rewriting the expected relative entropy as above, we have completed the proof. [J

Remark 4.13. Our framework and Theorem /.12 also encompass cases where classical and
quantum side information can be generated during the learning process. If the risks and sub-
gaussianity assumptions depend only on the data and hypothesis but not on the side information
random variables and quantum registers, then we recover Eq. (4.30). That is, despite having more
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objects to take into account, the final bound remains the same and in particular only depends on
the data and the hypothesis, not on additional side information.

Remark 4.14. Having presented the proof of Theorem 4.12, we comment on some modifications.
On the one hand, if we change the assumed Eq. (QUGF) by allowing for (s, w)-dependent functions
Yisw, we can follow the same proof strategy. The obtained expected generalization error
bound will differ from Eq. (4.30) only in the first term on the r.h.s., which gets replaced by

Esw)epa [V (DS W)pres(9) @ ok, (5, W)))].

On the other hand, if we change Eq. (QUGF) to the (by Golden-Thompson weaker) assumption
that

)

(4.55)
we can still recover Eq. (4.30). This can be seen by noticing that the second step in the proof of
Theorem /.12 was exactly to apply Golden-Thompson.

Tr [elog(ptest(s)®o‘fyp(s,w))Jr)\(L(s,w)fTr[L(s,w)(,Dtesc(S)®o’f§yp(s,w))]lltest’hyp)} < {?8; Z;i > 8
_ if A<

Finally, Theorem 4.12 and its proof simplify in different scenarios, for instance for learners that
produce either only a classical or only a quantum hypothesis. Concretely, if W is trivial, then
we obtain a variant of Eq. (4.30) without the Holevo information term and without the second
summand on the r.h.s. In this case, the assumption Eq. (CMGF) is not needed. Furthermore, if
Huyp is trivial, then we obtain a variant of Eq. (4.30) without the first summand on the right-hand
side. In this case, the assumption Eq. (QUGF) is not needed. Similarly, if Z is trivial, the second
summand vanishes, whereas if Haata 1S trivial, the first summand vanishes, so that we recover
[XR17, Lemma 1]. Moreover, if 0 (s,w) = oA, (s, w) ® ofyp(s, w) s already a tensor product
state — for example if each p™(s,w) factorizes or if each E{(w) is a pure state projector (so that
monogamy of entanglements forbids the pure post-measurement state on the training system from
being correlated or entangled with the test system) —, then we get a variant of Eq. (4.30) without
the QMI term. Finally, if p(8) = prest(S) @ ptrain($) factorizes, then both the QMI and the Holevo
information contribution vanish and the assumption Eq. (QUGF) is not needed.

Example 4.15 (Example 4.8 continued). The loss observables L(s,w) = £(s,w) - Liest hyp
considered in Example 4.8 trivially satisfy Eq. (QMGF) even for ¢4 given by the 0-function. With
this choice, ¥%(t) = +oo for all t and 5 !(s) = 0 for all s, so the first term in our bound
vanishes. Thus, Theorem 4.12 reproduces [XR17, Lemma 1] in this special case.

Theorem 4.12 takes a particularly simple and appealing form if the assumptions on the moment-
generating functions are sub-gaussianity assumptions. Before stating the corresponding result,
we recall the notions of sub-gaussianity in the cases of observables and random variables:

Definition 4.16 (Sub-gaussianity for observables). Let o > 0. A self-adjoint loss observable
L € B(H) is called a-sub-gaussian with respect to a quantum state o € S(H) if

21\2
log Tr [0 - =TI < a; (4.56)

holds for all o € R.

Example 4.17. Quantum concentration inequalities recently received considerable attention in
the literature. Prominent examples of classes of states for which bounds on the MGF are known
include the following:

1. Local observables w.r.t. high-temperature Gibbs states [KS20] and, more generally, Lip-
schitz observables w.r.t. high temperature commuting Gibbs states [DR22; CRF21] or
1D-commuting Gibbs states [BCLT21], are known to satisfy sub-gaussianity with o = O(1).
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2. Local observables w.r.t. outcomes of shallow circuits also satisfy sub-gaussianity with

a = O(1) [AM23)].

3. Lipschitz observables w.r.t. tensor product states, up to a weakening a la Golden-Thompson
analogously to Eq. (4.55), satisfy sub-gaussianity with o = O(1), as we prove in Lemma A.1.

4. More generally, [Ans16] proved concentration bounds for local observables w.r.t. states with
finite correlation length by bounding the MGF. However, they are weaker than sub-gaussian
concentration and depend on the dimension of the underlying lattice.

Definition 4.18 (Sub-gaussianity for random variables [Verl8, Section 2.5]). Let a > 0. A

real-valued random variable X is a-sub-gaussian if

a?)\?
2

log E [eA(X *E[XD} < (4.57)

holds for all o € R.

Example 4.19. Trivially, a gaussian random variable with variance 52 is S-sub-gaussian. By
Hoeffding’s Lemma [Hoe63], any random variable that almost surely takes values in a bounded

interval [a, b] is (bga)—sub—gaussian. Finally, any L-Lipschitz function of a Haar-random variable
on the unit sphere in R" is (%)—sub—gaussian for a suitable C' > 0 (see, e.g., [Verl8, Chapter 5]).

With these definitions, we can now compactly state the sub-gaussian versions of Theorem 4.12:

Corollary 4.20. Let o, > 0. Assume that the loss observable L(s,w) is a-sub-gaussian
w.T.t. Prest(S) ®nyp(s, w) for every (s,w) € Z™ x W. Moreover, assume that the random variable

Tr[L(S, w)(prest (S) @ Ufyp(S,w))], with S ~ P™, is 3-sub-gaussian for every w € W. Then,

(S,W)~PA S~P

+4/2B2I(S;W).

\genp<A>\sJ2a2< E  [I(test; hyp)osw)] + Em[x({Pva‘w(w),pfést(&w>}wew)}>

(4.58)
Proof. This follows from Theorem 4.12 with the log-MGF bounds ¢4 : R — R, ¢4 (z) = 0‘22”52
and ¢y : R = R, ¢s () = Z2. This leads to 57 (€) = v/2a%€ and ¢~ () = v/25%¢. O

So far, our generalization error bounds do not explicitly depend on the training data size m. To
achieve such a dependence, we now impose an i.i.d. structure on the quantum data, in addition
to the already assumed (but not yet fully exploited) i.i.d. structure on the classical training data
S ~ P™. Namely, we assume that the data Hilbert space and states factorize as

Hdata = Htest X Htrain = ®(Htest,i X Htrain,i) = ® Hdata,i ; (459)
=1 1=1
p(S) = p(zh ceey zm) = ®Pi(zi) ,  with ,Oi(Z@') S S(Htest,i ® Htrain,i) . (4'60)
=1

For our next result, we consider learners and loss observables that adhere to this factorization. On
the one hand, we assume that the POVMs and channels used by the learner A factorize as B (w) =
Eﬁ,...,zm (w) = 17‘11 E;}(w) and Aéw = Aé,...,zm,w = 17‘11 Aé,w with Eé(w) € g(Htrain,i)
and Aé,w : Ti(Hiraing) — Ti(Huyps). Note that this in particular comes with factorizations
Hiyp = i1 Huyp,i of the hypothesis Hilbert space and oA(s,w) = Q™ oM (2, w) of the state
after the action of A, with U;A(zi, w) € S(Htest,i © Hhyp,i)- On the other hand, we assume the loss
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observables to be of the local form L(s,w) = % Yoty Li(zi, w), with Li(2, w) € B(Hiest,i @ Huyp,i)
acting only on the ith test and hypothesis subsystems. (For readability, we notationally suppress
identities on the remaining subsystems when convenient.) In this setting, Corollary 4.20 gives
the following result:

Corollary 4.21. Assume the above factorization for the quantum data and the learner A as
well as the above local structure of the loss observables. Moreover, assume that L;(z;,w) is
aj-sub-gaussian w.r.t. prest i(2i) ® U}“g,m(zi, w) for every (zj,w) € ZxXW and 1 <i < m, and that
the random variable Tr [Li(Zi,w)(ptest,i(Zi) ® Jfé,w(Zi,w))}, with Z; ~ P, is [B;-sub-gaussian
for everyw € W and 1 < i < m. Then,

+ B [ (1Rdstw >,pést<s7w>}wew)]>

23" a?
lgen,, (A)| < \l 7%7_21 ((SW o [Zl (test; hyp)oa z, w)

A e,

(4.61)

In particular, if c; = ag and B; = By for all 1 < i < m, then

a2
lgen, (A)] < J 2% (w E [Zf (test byp)oacz,m | + B, [x ({Rislw >,pést<s7w>}wew)]>

2
%I(S; W).
" (4.62)
Proof. See Appendix A. O

We point out that the factorization assumption on the POVM elements E/(w) is not needed if
A produces only a classical hypothesis. In this case, the hyp quantum system is trivial. Thus,
Prest (8) ® affyp(s, W) = prest () = @iL; prest,i(zi) factorizes by assumption, which is sufficient for
the proof of Corollary 4.21..

Let us return to our continuing example of quantum state classification and see the implications
of our generalization bounds in that setting.

Example 4.22 (Quantum state classification — Examples 4.3 and 4.9 continued). As the learner
A in our quantum state classification example produces only a classical hypothesis and as the
initial quantum data states p(s) factorize across the test-train bipartition, it suffices to verify a
suitable classical sub-gaussianity assumption. Observe that, for every (s,w) € {0,1}™ x W, the
state

m

Ptest (8)

[UZ)} = é ptest7i(27;) (463)
i=1

m
B @) B
{(G'(Z) 0.(1)) m NPI:raLlr i=1 i=1 {( (1) (1>)}77L NPWeLur

is an m-fold tensor product. Moreover, the loss observables defined in Example 4.9 are local
w.r.t. this tensor factorization. So, to apply Corollary 4.21, we consider the sub-gaussianity
parameter fy of the random variable Tr[((1 — Z;)(1q — F(w)) + Z;F(w))ptest(Z;)], with Z; ~ P.
Without any prior assumptions on the distribution P and on the mapping z +— p(z), the random
variable of interest takes values in [0, 1] because 0 < F(w),1 — F(w) < 1. Thus, Hoeffding’s
Lemma [Hoe63] implies By < 1/2 for every w € W. Therefore, Corollary 4.21 yields

A 1
R
2m

1(S:W). (4.64)
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If W is finite, then we immediately have the mutual information upper bound I(S; W) < log|W|.
Hence, our above bound implies that we can guarantee a small expected generalization error as
soon as the training data size m is of the same order as the number of bits needed to describe
the classical hypotheses. If W is infinite, we may first discretize and then apply the bound.
Concretely, if ¢ > 0 and if W, C W is an e-covering net for W w.r.t. the sup-norm, then
IR, (A) — R,(A)| < e+ /55 log|W,|. If there are no prior assumptions on the admissible effect
operators {F(w) }yew, then we cannot expect better bounds on the cardinality of an e-covering
net for W than log|W,| < O (min{d/=2, d*log(1/)}) [CHY16, Section 4]*. In the case of n qubits,
we have d = 2" and the resulting bound scales exponentially with n. This can be improved if
{F(w) }wew is limited. For example, if F'(w) is a sum of k-local Pauli terms for every w € W,
where k = O(1), then, since there are at most O(n*) such terms, one can obtain an improved
covering number bound of log|W.| < O(n”log(1/z)), which scales polynomially in n. This can
be improved further if the locality assumption is strengthened to geometric locality. Note that
these bounds on I(S; W) are worst-case and we expect tighter algorithm-dependent bounds to
be possible when taking the POVMs {EZ2(w)}wew chosen by the learner into account. This
concludes the discussion of our state classification example.

As it concerns a special case with only a classical hypothesis, Eq. (4.64) can already be deduced
from the classical generalization bounds of [XR17]. In the next section, we demonstrate the
applicability of our general framework and our generalization error bounds for a variety of
quantum learning problems, including scenarios that cannot be studied with the purely classical
framework. Before this discussion, we conclude this section with an extension of Corollary 4.21
to stable learners that use channels leading to a controlled increase of Lipschitz constants:

Corollary 4.23. Assume the above factorization for the quantum data and the POVMs used by
the learner as well as the above local structure for the loss observables. Furthermore, assume that
the Heisenberg picture duals (Aéw)* of the channels A2, used by A satisfy ||(A;‘}w)*HLip_>Lip <

S, W
as well as maXsws’,wH(Aéw — A2 ) Iip—soo < Oa, where s ~ s' denotes neighboring training data

sets (i.e., training data sets that differ only in a single data point). Then,

|gen,, (A)]

2v/2 max ||L; (2, w)||
< b <\/01 (( B [(testihyp)oaisw)] + B [X ({Pva‘s(w)vpést(s’w)}wew)}>

vm S, W)~ PA ~pPm

+ V(1 +Ci(1+ Co))I(S; W)) :
(4.65)

In the assumed bound ||(A;‘}w)*||Lip%Lip < (1, the Lipschitz constants considered are w.r.t. the
factorizations 7'ltest ® thp = ®?;1 (,Htest,i & ,thp,i) and Htest ® Htrain = ®?;1(,Htest,i ® ,Htrain,i).
Similarly, the Lipschitz constants relevant for the stability assumption maXSNS/,wH(Aéw -
Af},w)*HLip—mo < Cy are wrt. Hiest @ Huyp = @iq(Hiest;i ® Huyp,i)- Again, the POVM
factorization assumption is not needed if the learner only produces a classical hypothesis.

Proof. Recall from Remark 4.7 that we obtain the same notions of risk when absorbing the
channels A;‘}w into the loss observables via the Heisenberg picture. Thus, instead of proving

sub-gaussianity of L(s,w) w.r.t. piest(s) ® afyp(s, w), we can also establish sub-gaussianity of

“Here, the O hides non-leading logarithmic factors.
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<AA V(L(s,w)) W.r.t. prest(s) ® piain(s,w). We do this in the first part of the proof. As
||( ) ||L1p—>L1p < (1, we have
201 max; 2, W HLi(Zia w)H

I(AZ)* (L (s, w)Lip < C1llL(s, w) Lip < - : (4.66)

where the last step used [DMT*21, Proposition 8]. Therefore, according to Lemma A.1, the
observable (Ag‘}w)*(L(s, w)) satisfies a version of (m~/2-2C) max; ., . || Li(2, w)||)-sub-gaussianity
w.r.t. the m-fold tensor product @i, prest,i(2i) ®pg‘r‘ain,i(zi, w) weakened analogously to Eq. (4.55).
As argued in Remark 4.14, this weaker version is a sufficient quantum sub-gaussianity for our
purposes.

Next, we establish a suitable classical sub-gaussianity. To this end, take two training data sets
s=(z1,-.-,2m),s = (z],..., m) € Z™ that differ in exactly one data point, i.e., 31 < i < msuch
that z; # 2} and z; = z§ for all j # 4. For this relation, we use the shorthand s ~ s Then, because
of our assumed factorization of the quantum data states and of the POVMs used by the learner,
the post-measurement states piest(s) @ péain(s, w) and prest(8) @ prrain (8, w) agree after tracing
out the ith subsystem, i.e., Trtest,i;hyp,i [ptest(s) ® péain(sa w)] = Trtest,i;hyp,i[ptest(sl) ® péain(s/7 w)]
for all w € W. Hence, by definition of the quantum Lipschitz constant (compare [DMT*21,
Definition 8]), we obtain the bound

| Tr[L (s, w) (prest () @ gy (5,w))] = Tr[L(s", w) (prest (s") @ o7y (8", )] (4.67)
= ‘TI‘[(AA )*(L(S,’U))) (ptESt( ) ® ptraln( ))] - Tr[(Af’,w)*( ( ! w)) (Ptest(sl) ® péain(‘g/) w))” (468)
< [Tr[(AL)* (L(s, w)) (Prest(8) @ pirain(5,0))] = Tr[(AL) " (L(5",0)) (prest(5) @ plrain(s,w))]|  (4.69)

+ [ Te[(ALL,) " (L(s",w) (Prest (5) @ pirain (5, w))] = Tr[(AL 1)) (L(5", ) (Prest(s) @ pirain(s,w))]|

(4.70)
+ | Tr[(AZ ) (L5, w)) (prest (5) @ plaain(s,w))] = Tr[(AD )" (L(s", ) (prest(5) @ pirain (s, w))]]
(4.71)
< [T((L (s, 0) = L(S',0)) (prest () © 07 (5, )] (.72
+ | Te[(AZ, — A2 ) (L(s, w)) (Prest(5) © pirain(s,w))]| (4.73)
2 - Li(z
n Ch max; z; w || Z(Zz»w)ll (4,74)
m
<[ L(s,w) = L(s",w)]| - [|prest(s) @ oy (5, w)] 1 (4.75)
HIAL, = AL W) (L") - [|prest (5) @ Pirain (5, w) 1 (4.76)
n 2C ) max; z; w || Li(2i, w)|| (4.77)
m
2max; ; w || Li(zi, w 2C1 max; z; w || Li(2zi,w "
>~ : || ( )H + ! — || ( )H ' &}X ||( ER) A;’A',w) ||Lip—>00 (478)
m m s~s’ w
2 - Li(z
n Ch max; z; w || Z(Zz»w)ll (4,79)
m
2 1,24 , W Lz x *
= 2t IR (1 (1 10 = A2 i) ) (4:80)
2 1,24 ,W L? (2l
< max; »,, || (Z ’LU)H (1 + 0 (1 +C2)) ) (481)

m

Therefore, the random variable Tr[L(S,w) (ptest(S) ®ol“fyp(5’,w))], with S ~ P™, is sub-

gaussian with sub-gaussianity parameter (m_1/2 - 2max; 2, || Li(zi, w)|| (1 4+ Cp (14 Cg))), by
McDiarmid’s bounded differences inequality [McD89].

We can now apply Corollary 4.20 with the classical and quantum sub-gaussianity parameters
established above and obtain the claimed generalization bound. O
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A short discussion of the assumptions made on the channels A . 1s in order. On the one hand,
we assume that their Heisenberg duals (AA )* lead to a bounded increase in quantum Lipschitz
should lead to a
limited increase of quantum Wasserstein-1 norms, that is, || s,w||W1—>W1 < (. This is satisfied
for approximately locality-preserving channels such as constant-depth circuits or short-time
evolutions under a local Lindblad generator [DT23; DMR*23](with associated Lieb-Robinson
bound). Also, as we show in the proof of Lemma A.1, this property is satisfied with C; = 1 for
m-fold tensor products of single-qudit channels. Moreover, for channels described by quantum
circuits with local depolarizing noise, we obtain a C that decays exponentially with the circuit
depth for large enough noise strength compared to the size of the light-cone of each layer (compare
the proof of [HRF23, Proposition IV.8.]).

constants, namely that ||(A;4 )*|ILip—Lip < C1. Equivalently, the maps AZ!

S, w

On the other hand, we assume that H(A;‘}w - A?fl,w)*HLip—mo < (5 for any neighboring data
sets s ~ s'. Note that, as a consequence of [DMT*21, Proposition 9] we can rewrite this as
H(Aﬁw - A;‘/{w)*HLip_)OO = HA;‘}w - Af},le—>W1 < (5. This is a stability assumption: When
the two classical data sets s, s’ differ in only a single data point, the quantum channels A;‘}w
and As . employed by the learner A must not differ too much. It is reminiscent of classical
replace-one stability [BE0O; BE02; SSST10]. Using [DMT*21, Corollary 2], we see that this
quantum stability assumption is for example satisfied if, for every s ~ s’ and for every w, we
can write A;‘}w — A4, = Nsw — Ny )My, with M,, an arbitrary CPTP map and with CPTP
maps N u, Ny v that act non-trivially only on a constant number of training data subsystems.
As this is in particular satisfied for learners that factorize, we can indeed view Corollary 4.23 as
an extension of Corollary 4.21.

5. Applications

5.1. PAC learning quantum states

For our first application, we consider a setting of PAC learning quantum states, going back to
[Aar07]. Here, the goal is to predict expectation values w.r.t. an unknown state on average over
an unknown distribution over effect operators. Take the data Hilbert space

Haata = Hiest @ Hirain = ((Cd)@’n’ltest)@m ® (((Cd)(g)mtrain)@m (5'1‘1)

for some d € N and m, Mtest, Mitrain € N. Let the quantum data state p be the CQ state given by

p= l(@ ]Z Z ‘> ®mtest)®m ® (pg@mtram)@m 7 (5'1'2)

S= (le 7ZZm)NP2m

where pp € S(C?) is the unknown qudit state to be PAC-learned, we imagine that each z € Z
comes with an associated qudit effect operator E(z) € £(C?), and P is an unknown probability
distribution over Z. That is, the CQ data consists of independent copies of an unknown state
that we are trying to learn, as well as of (classical descriptions of) random two-outcome POVM
measurements drawn i.i.d. from P.

We describe a simple quantum learner A for this scenario as follows: Take Hyyp to be trivial,
and take W to be some measurable hypothesis space. Here, we imagine each classical hypothesis
w € W to be associated to some hypothesis state po(w) € S(C?) that the learner could output.
Upon seeing the classical data s = (21, ..., z2,) € Z2™, the learner performs a two-step procedure:
Let € > 0 be an auxiliary accuracy parameter, which we determine later. First, the learner takes
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W3 C W to be a é-covering of the hypothesis space W w.r.t. the empirical seminorm ||-
defined as

27{'2]};1:1

[w

24z}, = $ % > Te[E(z5)po(w)][?. (5.1.3)
j=1

Second, for each m + 1 < i < 2m, the learner measures the 2-outcome POVM {E(z;), 1 — E(z;)}
separately on myain copies of pg, obtaining outcomes bg), 1 < ¢ < Mygrain, and then uses the

o . (i 1
mpirical T @) .= L _
empirical average b ——

then outputs an empirical risk minimizing hypothesis

> putnain by) as an estimate of Tr[E(z;)po]. The quantum learner

1 2m o . .
W € argmin — Z ’Tr[E(zi)po(w)] — 50| =: argmin Rzram 50 (w). (5.1.4)
weWq m i=m-+1 weW; (m+1):2m»Y

If there are multiple empirical risk minimizers, the tie is broken arbitrarily (but, for simplicity
of notation, deterministically). Note: Both building the empirical covering net and performing
empirical risk minimization over that net are computationally inefficient in general. Here, we
focus on information-theoretic aspects and ignore computational complexity.

As in Example 4.3, the family of quantum channels associated to this quantum learner is trivial,
since there is no quantum hypothesis. Thus, following Eq. (4.7), when letting the learner A act
on the quantum data state p, we obtain the output state

o= E E  [[SXSI® prest ® [@Xw]], (5.1.5)
W~ Pgt S~P

data'
with quantum test state piest = (P?mtegt)‘@m and with the probability distribution PAonZ™x W
given by

PA(s, ) = P™(s) - PA(w|s) = P™(s) - P W € argmin R0 NI (5.1.6)

Bél)‘s we\/\/l s(m+1):2szé
where the B,@ are {0, 1}-valued random variables which become independent when conditioned
on s, with probability distributions

P [BY = 1] = T[E(zi)po] = 1 — P [BY = 0]

Bél) |s Béz) |s

for all 1 </ < Mmypain and for all m + 1 <4 < 2m. While more general quantum learners are
possible, for instance by allowing for general s-dependent POVM elements, the simple quantum
learner presented here is similar in spirit to [Aar07] and [XR17, Section 4.2]. As we show below,
we can make guarantees on its performance based on Corollary 4.21.

Given that our quantum learner is based on empirical risk minimization, we define the loss

observables in analogy to the notion of empirical risk used above. Namely, for each 1 <7 <m

and céi), we set

. . Mtest i .
L (i w) = L0 () = Q) (e E(z) + (1= ¢f)(La = B(24)) (5.1.7)
¢ ¢ (=1
and
Lisw)=Ls)= 3 RS o) Q7™ )% Ve Ll (@) @ (15, (5.1.8)
c(i)E{O 1} e ‘
e b
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with R::m 2Wcé)( w) = Ly ‘Tr[E(zi)po(w)] Ly of
into Definition 4.4, we obtain the expected empirical risk
R,(A)= E E E[Rtest . W], 5.1.9
A= B, B BIRS o) (5.1.9)

where the C’éi) are {0, 1}-valued random variables which become independent when conditioned
on s, with probability distributions

Poo [CF) = 1] = TrlE(i)po] = 1= P, [ = 0] (5.1.10)

Clgi) |s

for all 1 < ¢ < myest and for all m + 1 < i < 2m. Note that the W in this expression depends
on the random variables Bél), which in turn depend on the random variables z;. Similarly, by
Definition 4.5, the expected true risk is

R(A)= E E E|R< i fo} 5.1.11

(A= B, B EIRS o) (51.11)

- E E B ||Te(E(Zmer)po(W)] — — "fftcww . (5.112)
Zmr~P ¢80 W Mtest y—;

where (Zy11, C’émﬂ)) has the same distribution as (Zm+1, Cémﬂ) ), W has the same distribution
as W (induced via the random variables Bé )) but (Zm+1, C’émﬂ)) and W are independent.
Next, we apply Corollary 4.21. As there is no quantum hypothesis and as the initial quantum
data factorizes across the test-train bipartition, it suffices to verify the classical sub-gaussianity
assumption. We can rewrite

. 1 Mtest i
Tr | L) (Zisw)p§ ™| = B, | | THE(Z)po(w)] - || (5.1.13)
C C@ ‘Zl mt
L est y_1
where, for any m 4+ 1 < i < 2m, conditioned on Z; the random variables Cfi), ceey Cr(riz)test are i.i.d.,

take values in {0,1}, and have mean Tr[E (Zi)po). So, Hoeffding’s inequality [Hoe63| implies
that the random variable Tr[F(Z;)po] — mtest
Z;. Here and below, we use C' to denote a constant that may change with each occurrence. Next,
using a triangle inequality and the equivalent formulation of sub-gaussianity in terms of L,-norm
bounds (compare [Verl8, Proposition 2.5.2], we obtain the bound

Mtest ) C _ _ . ..
s C’ S e sub-gaussian conditioned on

1 Mtest

Eo, Hﬁ Z;)po(w)] - ¢y’ ] (5.1.14)

TMtest =1

1 Mtest .
< [T{E(Z:)po(w)] ~ THE(Z:)poll + o, [ Te{E(Z;)po] — o ] (5.1.15)
e 17 Mtest =4
C

<924 5.1.16

V/ Mtest ( )

almost surely. So, the random variable Tr[LS(}) (Zs, w)pd™e=*], with Z; ~ P, is (0(1 + \/ﬁ))-
sub-gaussian by Hoeffding’s Lemma [Hoe63]. Notice also that this sub-gaussianity remains true
if we further condition on Zi, ..., Z,,, since Tr[L(Z, w)piest] is independent of these random
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variables. Thus, first conditioning on 71, ..., Z,, and then applying Corollary 4.21, we obtain
the following expected generalization error bound:

jgen, (A)] = [Ez,,.. 2, [gen,(A)|Z1, ..., Zn] | (5.1.17)
< Bz lgen,(A)] 121, ., Zu (5.1.18)
2
<E Cliy L I(S;W|Z Zm) (5.1.19)
> L2, 2, m m ) 1y--+94m . -1
Next, we bound the conditional mutual information I(S ;W|Zl, ..y Zm). By construction,
conditioned on 71, ..., Z,,, the output hypothesis random variable W takes values in W;. Thus,

I(S;W|Zy,..., Zm) < logy(|W|). We can control |W;| using bounds from classical learning
theory. Notice that Wy is an empirical &-covering net for (a subset of) the function class Fgca
of d-dimensional quantum states viewed as functionals on effect operators, that is,

Fscey = {€(C%) 3 B - Tu[Ep] € [0,1]} C [0, 16, (5.1.20)

peES(CY)
By [MVO03, Theorem 1] (see also [AB99, Sections 12 and 18], [Vid03, Sections 4.2.2 and 4.2.4], or

[Car22b, Section 3.3]), we can find such a covering net of cardinality |W;| < (2/§)C'fat(F5<Cd)’cg),
where ¢,C > 0 are some constants and fat(F, «) denotes the a-fat-shattering dimension of a
real-valued function class F, introduced in [KS94]. For our purposes, it suffices to know that the
fat-shattering dimension of Fg(ca) scales logarithmically in d: As shown in [Aar07, Corollary
2.7), fat(Fgcay,v) < Clog(d/y2 holds for all v > 0, with C' > 0 some constant. Therefore, we

i inali o/\C log(d) /&
can take our covering net W; to have cardinality |W1| < (2/2) , for some constant C' > 0.
This gives the conditional mutual information bound

. log(d 2
I(S;W|Zy, ..., Zm) < logy(|Wi1]) < Cc;g() -log () : (5.1.21)

Plugging this back into our expected generalization error bound, we have shown:

2
gen  (A) < (Ti (1 + \/%) ) loigd) log (;) (5.1.22)

This shows that we can achieve good expected generalization performance with a training data
size m scaling only logarithmically in the dimension d.

We now demonstrate the usefulness of this expected generalization error bound as a tool in
bounding the expected excess prediction error of A, which we denote by excess,(.A) and which is
defined as the difference between the expected prediction error of A, given by

E E [|TE(Zua)po] ~ THEZmer)po(W)]]] (5.1.23)
W Zm+1
and the optimal achievable expected prediction error, given by
inf B [|Te[E(Zmi1)po] — THE(Zni1)po(w)]]] (5.1.24)
weW Z,, 1

Namely, based on Eq. (5.1.22), we show in Appendix A:
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Corollary 5.1. The quantum learning algorithm described above satisfies the excess prediction
error bound

~ log(d) N 1 N 1

<ii 5.1.25
excess,(A) <&+ M2 VMirain - /Mitest ( )

In particular, picking & = ¢/2, our procedure achieves an expected excess prediction error of
at most ¢ for m < @(bg(d)/s“) and Mirain, Miest < (7)(1/52). This way, our information-theoretic
approach reproduces the essential feature of [Aar07, Theorem 1.1], namely the favorable dimension-
dependence, as well as the (1/e4)-scaling. Moreover, whereas [Aar(7] starts from classical training
data obtained by measuring copies of the unknown state, our analysis begins with the quantum
data and thereby simultaneously leads to bounds on m, Myain, and Mmyest. Here, Mypain and myest
are d-independent. Note: If we consider m, Mmirain, and Mmeest as fixed, determining our resources,
then we can achieve an excess prediction error of order max{ /108(d)/m, \/Vmirain, \/L/msest -

Remark 5.2. From our reasoning leading to Corollary 5.1, one can extract a proof that extends
the reasoning from [XR17, Section 4.2] beyond binary classification to regression with a continuous
target space. This then shows how to recover in-expectation versions of known generalization
bounds in terms of the fat-shattering dimension [BLIS; ABO00] via an information-theoretic
approach to generalization and may be of independent interest.

Extension to entangled quantum data. The above discussion of PAC learning quantum
states assumed access to independent copies of the unknown state pg. We now discuss how
our framework and results can be applied if the copies of py are correlated/entangled across
the test-train bipartition. This should be viewed as a proof-of-principle demonstration, similar
extensions beyond the case of independent quantum data are possible also for the applications
discussed in the following subsections. Moreover, our framework can be modified to incorporate
entanglement inside the test and train subsystems, respectively, upon suitably redefining the
expected true risk.

Consider CQ data of the form

2m
) ; ZiNZil | @ p) 5.1.26
p SZ(Zl,...7Z2m)~P2m [(g‘ Z>< z’) p ( )
where p € S(Haata) satisfies Triese[p] = (pg™*")®™ and Tryain[s] = (pg""")™. Let us

analyze the same learning strategy as discussed above with the same choice of loss observable.
The expected empirical risk now becomes

R = E E Rtest . W} 5.1.27
o) S~P2m b1 g W[ S<m+1>2va§>( )| ( )

where the Déi) are {0, 1}-valued random variables that conditioned on s have the joint distribution

Py ooy [(DF)ea = (df)e ((Xl) igz AV B(z) + (1 —d)(1g - E(zi))> ot (s, 1050 |
(5.1.28)

where the béi) are the measurement outcomes obtained by measuring for each m 4+ 1 < i < 2m,
the 2-outcome POVM {E(z;),1 — E(z)} on the i'® set of main subsystems of p. Crucially,

whereas in our previous analysis the expected empirical risk depended on random variables Céi)
that, conditioned on s, were independent of the outcome random variables Bél) seen during

training (and thus of the induced hypothesis W), now it depends on random variables Déi)
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that may depend on the B(gi). This occurs because, due to the initially present correlations
and entanglement, the collapsing measurement performed by the learner on the training data
subsystem may also influence the test data subsystem. Thus, using the “contaminated” test data

for validation may lead to a worse risk estimate than in the i.i.d. case.

In our definition of expected true risk, we decoupled the test and training data subsystems before
letting the learner act. This ensures that, even if correlations or entanglement are present across
the test-train bipartition initially, our notion of expected true risk still reproduces the same
quantity as in the case of independent quantum copies,

_ = 1 Mtest —(m
Tr[E(Zmi1)po(W)] — — > Cé +1)
€S 621

Rp(.A) = E E E
Zm41~P C‘ém+l)|§m+1 17%

1 . (5.1.29)

The classical sub-gaussianity analysis is exactly the same as before. Now, we in addition
have to determine the quantum sub-gaussianity behavior. To this end, note that piest(s) =
(pgmerain)®M factorizes by assumption. Moreover, our loss observable is (2/m-mies )-Lipschitz
w.r.t. the factorization into m - mgest subsystems. (This can be seen by a bounded differences

argument: If two density matrices coincide after tracing out a single subsystem, then at most

one of the C_'éi) in Rtest e (w) changes, leading to an overall change bounded by 2/m-myes:.)
S(m+1):2m-Lyp
Thus, after conditioning on Z1, ..., Z,,, we can apply Corollary 4.21 and, as there is no quantum

hypothesis, obtain the following generalization bound:

8 ‘ ‘
]genp(A)\ < Zly.I?Zm e Zm+l7..‘%2mNPm [X ({PBél)ls({bg }E,z)aptest(sa {bg }Z,z) b;”
C 1\
E Y4 I(S;W|Z1,. .., Zm
+Zl7'._7zm m( +\/m> (S;W\Zy,..., Zm)

(5.1.30)

The second summand can be controlled as in the case of i.i.d. quantum copies. The first
summand, which can be viewed as a proxy for the maximal information about the training
outcomes by) accessible from the post-measurement state pyiy (S, {béz)}g,i) on the test subsystem,
requires a separate analysis. Obtaining bounds on this term via quantities measuring the initial
correlations/entanglement between the test and train subsystems or via properties of the POVMs

used by the learner is an interesting challenge that we leave open for future work.

5.2. Quantum PAC learning from entangled data

Next, we demonstrate that our framework allows us to prove information-theoretic generalization
bounds for quantum PAC learning from entangled data, which can be viewed as a variation on
the usual standard PAC learning framework [BJ98; AdW17]. The classical framework of [XR17],
as reviewed in Section 1, considers training data S consisting of i.i.d. examples Z; drawn from
P. Written in terms of states diagonal in the computational basis, this data corresponds to the
mixed state (3°,c7 P(2)]2)(2)®". Instead of this classical data, we consider entangled quantum
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data representing a purification of this probabilistic mixture. Namely, we consider a quantum

data state p = (‘¢><¢D®m with ’¢> = ZZEZ V P(Z) |z>test ® ‘Z>train and thus

O™ = 3 PG PG 21, Bt © 21 S v (5:21)
21y 2m€EL
= Z \/Pm(s)|s>test®|s>train’ (522)
seZm

where we identify the purifying system as the test data system. Here, the data is purely quantum,
there is no classical part. As our focus is on learning a classical function, we take Z = X x Y,
with X = {0,1}" and Y = {0, 1} and accordingly Hiest = Hirain = ((C?)®" @ C2)®™. We write
Z; = (X;,Y;) and take W C YX.

Before proceeding further, let us comment on how this formulation compares to the classical
framework obtained by extending [XR17] to include test data, discussed in Section 2.1. Recall that
this classical description involved perfectly correlated test and training data random variables;

the entanglement between test and training subsystems in the pure state \qﬁ)@m can be viewed as
a fully quantum analogue of this perfect correlation, with respect to the computational basis.

We are now ready to quantumly analyze a learner that acts according to a conditional probability
distribution PA(W|S). To this end, we consider a quantum learner .A that measures the quantum
data in the computational basis and processes the observed outcomes via PA(TW|S). To model
this without introducing classical random variables, we take the hypothesis space Hyyp = cvl,
The quantum learner A, without performing any POVM with observed outcomes, implements

the channel
= > 3 (slpls) PA(w]s) [w)w]| . (5.2.3)
seZ™ weW

Thus, the state after the action of the learner is given by

= 3 > PAGs,w) [5)slyest @ 0]y, - (5.2.4)

seZ™m weW

To evaluate the performance of A, we take the loss observable L = % >oim, L with

Li= 3" > Uw,2) 2zl et © [whwlyy, (5.2.5)

2z, €L weW

where ¢ : W x Z — R>( is some classical loss function. As the relevant operators commute, it is
easy to see that this choice reproduces the clasical notions of expected empirical risk

Tr[Lo?] = s | Rs(W)] (5.2.6)

and expected true risk

T(L(pes @ 0yp)] = B |Bs(W)] = B [Rp(W)]. (5:2.7)

S W m A A
(S,W)~P ®PW WNPW

These are exactly the notions of risk familiar from the classical case.

Moreover, the QMGF bound for L w.r.t. piest ® O-fyp coincides with the classical MGF bound
for LS 6(W,Z;). Also, as o is diagonal, we see that I(test;hyp),4 = I(S;W). Thus,
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Corollary 4.20 reproduces the main result of [XR17] via the QMI term®. Here, both the classical
MI and the Holevo information terms vanish because there is no classical hypothesis.

Remark 5.3. In this section, we have described learning from quantum data in the form of a
pure entangled state. Recently, [CHI" 23] proposed mixture-of-superposition quantum examples
as an alternative to the more established superposition examples [BJ9S; AdW17] for agnostic
quantum learning. Similarly, one may change the model considered here and instead work with
quantum data of the form p = (Esurp [(|65 )Xo )])E™, where

|¢f> = Z \/ Px(:L‘) ’:Uv f($)>test ® |l‘, f(x»train ) (528)

zeX

and where Fp is the probability distribution on the function space {0, 1}{0’1}n induced by P via

FP(f) = H IP)(ae,y)wp [f(wl) =Y ‘ T = x/] : (529)
z'e{0,1}m

An analysis similar to the one presented above can also be carried out for this notion of quantum
data and again reproduces the classical bound of [XR17].

5.3. Quantum parameter estimation

Next, we demonstrate how to incorporate quantum parameter estimation tasks, typically con-
sidered in quantum metrology [GLMO06], into our framework. Let Z = © C R" be a parameter
space, equipped with the induced Borel o-algebra. Consider the data Hilbert space

Haata = Hiest @ Hirain = (((Cd)@ﬂ’btest)@m ® ((Cd)@’ﬂltrain)@?'n‘ (5‘3‘1)

For an unknown probability measure P over ©, let the quantum data state p be the CQ state

p=Es_(z....Zm)~Pm K@ \Zz'><Zi’> ® <® P(Zi)®mte“> ® (@ P(Zz‘)®m”ain>] ;o (5.3.2)
=1 =1 =1

where the p(Z;) are parameter-dependent qudit states, with the mapping z — p(z) known in
advance. Note: Even if this mapping is known in principle, one may not be able to prepare
copies of the respective state. Thus, when aiming to learn how to extract information about the
unknown parameter from the quantum system, it nevertheless makes sense to work with a finite
number of copies of each p(Z;).

The goal of a quantum learner here is to learn a POVM that, when performed on copies of p(Z),
produces an accurate estimate of the unknown parameter Z. Therefore, to model the learner,
we let Hyyp, be trivial, and we take W to be some measurable hypothesis space such that each
w € W is associated with a POVM {F,(%)}:ez € £((C#)®™test). The action of the learner is

SWhile the statement of [XR17, Theorem 1] is correct, the argument there was based on the claim that, if
X,Y are independent random variables and if f(z,Y) is S-sub-gaussian for every , then also f(X,Y) is
[B-sub-gaussian. This claim is in general not correct because of complications regarding centering, as pointed
out, e.g., in Appendix C of the arXiv version of [NHD'19]. This issue can be circumvented by first conditioning
on the hypothesis random variable (see, e.g., [Ragl9, p. 22]). Thus, our claim here is that we have reproduced
the following version of [XR17, Theorem 1] without the improvement via conditioning: If L "™ (W, Z;) is

(\/%)—sub—gaussian, then Eq. (10) of [XR17] holds.
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described by POVMs {EA(w) }yew € E(((CE)E@mmain)®m) for s = (z;); € Z™. If we now define
the loss observables as

L(s,w) = L((z:)i,w) = > — ZHZZ L (1§ @0 @ B (2) @ (1§ ™) 20 (5.3.3)
zeZ

for some p > 1, then we can evaluate the expected empirical risk (Definition 4.4) as

] (5.3.4)

RP(A) SZ ~PA [

where the classical data S = (Z;); and the estimated parameter Z have the joint probability
distribution

PA((z1)i,2) = (H P(z) ) > T [EA <®p ®m“‘““>]-Tr [Fu(2)p(z:) ™) . (5.3.5)
=1

weW

Similarly, the expected true risk (Definition 4.5) is

J , (5.3.6)

where

PA(z,2) = P(2) By [Tr [Fy (2)p(2)°™]], (5.3.7)

with the random variables Z and W being independent copies of Z and . That is, the expected
empirical risk measures the expected average norm error that estimates produced from the
learned POVM make on the states that it has been learned from. Meanwhile, the expected true
risk measures the expected average norm error that estimates produced from the learned POVM
make on a new parameter setting drawn at random from the underlying distribution.

We next evaluate the guarantees of Section 4 for this setting. We are in the scenario of Corol-
lary 4.21 without a quantum hypothesis and without initial test-train entanglement, so it suffices to
study the sub-gaussianity parameter of the random variable -:c7 | Z; — 2|, Tr[Fi(2) p(Z;)®muest] =

Btz |
norm diameter B, < oo, then this random variable is bounded by B, and thus (E; )-sub-gaussian
by Hoeffding. Then Corollary 4.21 implies

Z|Zw

] for Z; ~ P and for fixed w. If we assume the parameter space Z to have a p-

Ry (A) = By (A)] < |/ 212070, (5.35)

Informally, this tells us: If the learned POVM performs well on the available classical-quantum
data and does not depend too strongly on any specific sample parameter setting seen during
training, then the POVM will also accurately extract the parameter of a previously unseen p(Z).
Similarly to Example 4.22, we may further bound the relevant mutual information in terms of
the complexity of the admissible POV Ms.

5.4. Variational quantum machine learning

In this subsection, we consider a task of classifying classical data via an embedding into quantum
states, similarly to [BPP21]. To formalize this task, consider the data Hilbert space

Hdata = Hdata — ((Cd)®mt95t)®m ® ((Cd)®mtrain)®m‘ (5.4‘1)
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Let P be an unknown probability measure over a measurable input space X, let f : X — {1,...,k}
be an unknown labelling function, and consider the quantum data state

p= IEXl,...,mePm [(@ ‘Xm f Xz, f ) <®p ®mt05t> <®P ®mtram>‘| 7

(5.4.2)
where the p(z;) are quantum states into which the classical inputs x; are embedded according
to a mapping x — p(x), which may be known or unknown. While the mapping = — p(x) is
typically in principle known in variational QML, since it is given by the parametrized circuit,
it can nevertheless make sense to work with a restricted number of copies of output states, for
example if running the quantum circuit itself is expensive. Importantly, while with a known
mapping the output state and expectation values thereof could be computed classically, this will
become infeasible for large system sizes. Then, using actual quantum circuits to prepare and
measure states may be necessary.

The goal of a quantum learner in this scenario is to learn a POVM that, when performed on
copies of p(x), produces the correct label f(x) with high probability. Accordingly, we model
the learner by taking Hyy, to be trivial, and by taking W to be some hypothesis space such

that each w € W is associated with a k-outcome POVM {F,(£)}5_, C E((CH)&muest). We
describe the action of the learner by POVMs {E# (i fn)) (W) hwew € E(((CHy@muain)®m) for
((z4, f(x5))i € (X x{1,...,k})™. We now consider the loss observables

1 - m i— m m—i
L(s,w) = L((xi, f(x:))i,w) = — » > (1§ )20 @ [, (0) @ (1§ )®m=D. (5.4.3)
=12e{1,...k}\{f(z:)}

According to Definition 4.4, this leads to the expected empirical risk

Ry(A) =E(x, . x,.w)pA [ Z > Te[Fy (0)p (X)®mte>t]] (5.4.4)
i=1 6e{1,...k\{f(X0)}
=Ex,, X w)~pa [1 - — ZTr Fw (f(X; ))p(Xi)®mt°St]1 : (5.4.5)
=1

Similarly, according to Definition 4.5 we obtain the expected true risk

Ry(A) = Egp [ > TF[FW(E)/)(X)W”“]] (5.4.6)
Ze{l,‘..,k}\{f(X)}
= Eg [1 - Te[Fyp (f(X))p(X) 5] (5.4.7)

In words, }?p(.A) is the expected average misclassification probability on the available training
data, and R,(A) is the expected msiclassification probability on a fresh test data point. Thus,
our notions of risk are simply the expected version of those considered in [BPP21].

It remains to evaluate the guarantees proved in Section 4 for this scenario. According to
Corollary 4.21, we can focus on determining the sub-gaussianity parameter of the random
variable 1 — Tr[F,,(f (Xi))p(X y®meest] for X; ~ P and for fixed w. As this random variable
takes values in [0, 1], it is ( )-sub-gaussian by Hoeffding. So, Corollary 4.21 yields the expected
generalization error bound

Ro(A) — ByA)] < ) oo (e (X0 W), (5.48)
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We leave it as an open question whether this bound can be directly related and compared
to [BPP21, Theorem 1], which depends exponentially on the 2-Rényi mutual information
between the classical input and the quantum register for a single copy. Moreover, it will be
interesting to investigate whether recent quantum generalization bounds based on (quantum)
Fisher information [ASZ121; ASF*21; HK23] can be reinterpreted in our information-theoretic
framework. More generally, we envision that, similarly to how classical information-theoretic
generalization guarantees help overcome the limitations of uniform generalization bounds pointed
out in [ZBH"17; ZBH'21], a quantum information-theoretic perspective will be an important
tool in remedying the drawbacks [GEB23] of recently established uniform generalization bounds
for variational quantum machine learning [CD20; CGM*21; CWS™21; Pop21; Cai2l; DTY +22;
CHC™22; GVD23|.

5.5. Approximate quantum membership learning

Next, we discuss a task of learning a POVM that approximately decides membership of quantum
states in an a priori unknown set. To this end, consider the data Hilbert space

Haata = Hiest @ Hirain = ((Cd)@mtest)®m ® ((Cd)@’l’ntrain)@m. (551)

Let P be an unknown probability measure over qudit states. Let € > 0. Consider the CQ data
state

p=Ep _ pn~pm K@ |f7>,s(pi)><f7>,s(pi)|> ® ((X) p?mte“> ® (@ p;@mmmﬂ . (5.5.2)
i=1 =1

=1

where P C S(C?) is a subset of qudit states, and fp . : S(C?) — {0,1, L} is defined as

1 ifpeP
fre(p) =40 ifdi(p,P)>¢. (5.5.3)
1 else

Here, we used the notation d;(p, P) = inf,ep ||p — ol|;. Thus, given an input state p, the function
value fp.(p) e-approximately (and ambiguously for states with di(p, P) < €) decides whether
p is in P. If we let Q denote the probability measure over {0,1, L} x S(C?%) induced by P via
Q(2i, pi) = P(pi)0z; fp .(p;)» then we can rewrite p as

m m m
P =Bz 01).Zinpm)~Qm K@ IZz><ZzI> ® <® p?mm“) ® (@ p?m”ainﬂ (5.5.4)
=1 =1 =1
m m
<® |Zi><Zi|> ® <® BpinQsica)| i [pi@W“ ® p®m}>1 : (5.5.5)
=1 =1

Thus, the data state has the form of Eq. (4.1), with classical instance space Z = {0,1, L}.
This rewriting also highlights a similarity to ambiguous state discrimination: The training data
consists of a classical label (saying “far from P”, “in P”, or "marginal case”) and a quantum
part given by a conditioned average over copies of the corresponding quantum states. Given the
data, the learner should essentially produce a 2-outcome POVM that distinguishes between “ far
from P” and “in P” well on average, where the marginal cases do not matter.

=Kz, Zn~Qp

More precisely, the goal of a learner is to learn a 2-outcome POVM for deciding whether a state
belongs to P or is e-far from P. For states that are not in P but less than e-far from P, any of
the two outcomes is deemed acceptable. To model such a learner, we let Hyyp, be trivial, and
we take W to be some measurable hypothesis space such that each w € W is associated with a
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POVM {F,, 1™ — F,} C E((C4)®™est). The action of the learner is described by POVMs
{Eéi)i(w)}wew C E(((CdyBmumain)@m) “for (z;); € {0,1, L}™. We define the loss observables as

L(s,w) = L((2)i w) (5.5.6)

1™ ) .
= 3P @ (8. 0F + 0. (L™ = Fy)) @ (1520, (5.5.7)
This leads to an expected empirical risk

~ 12
f@@A)zl&mmmmwv[n153(1m6p1¥uﬂ§mw“-—Fu»p?mwﬂ]+1dﬂp1n>aTdep®mw“D],

i=1
(5.5.8)
where the joint distribution of ((p;):, W) is given by

pA ((pi)i, W <HP Pz) l (fp.(pi)) n <®p®mtraln>1 (5.5.9)

The expected true risk in this case becomes
Ry(A) =E [1,3@ Tr[(1F™ — Fy ) p®™ ] + 14, (5. p)>e Tr[FWp®m°es°]} : (5.5.10)

where p and W are independent random variables with joint product distribution

PA(p, W) = P(p) - Epy,...ppumpm [Tr lE( i ((g)p@mtram)H (5.5.11)

That is, the expected empirical risk is the expected average error that the learned POVM makes
on the data that it was learned from. In contrast, the expected true risk is the expected average
probability that the POVM makes a wrong prediction on a randomly drawn new state. (Again,
the classification of marginal cases is irrelevant.)

To apply Corollary 4.21, since there is only a classical hypothesis here and since there are no
initial correlations or entanglement across the test train bipartition, we study the sub-gaussianity
parameter of the random variable Tr [<5Z%0Fw + (531.,1(]1?”“6“ - F )) EPwQS cay|Z; [ ®mte“H.

This random variable takes the value 0 < Tr [(]l?mte“ —Fy )EPZNQS(C a1 {p?mt“tﬂ < 1 with

probability Qz(1) and the value 0 < Tr [F EPlNQs(Cd)lo [p?mtestﬂ < 1 with probability Qz(0).
In particular, by Hoeffding’s inequality, it is (1) sub-gaussian. Thus, Corollary 4.21 implies

A

RyfA) = Ry(A)] < /5 (200 ). (5.5.12)
If the learner has prior knowledge indicating that membership in P can be (approximately) decided
using only few-copy measurements and chooses the set of admissible POVMs {F,, ]l?mteSt —
F,} with a suitable locality structure, this is expected to lead to an improved generalization
performance compared to a learner that considers general many-copy measurements as viable
hypotheses (compare also the discussion in Example 4.22).

Remark 5.4. The learning problem described in this section can also be interpreted as learning
to solve an average-case version of quantum property testing for states, see [MW16, Section
4]. From this perspective, we are asking: Given data consisting of (copies of) quantum states
correctly classified according to an unknown property P of states and a prozimity parameter €,
learn a POVM that tests P w.r.t. proximity parameter € well on average over states drawn from
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P. We note that formulating meaningful average-case property testing problems is subtle. For
instance average-case property testing w.r.t. uniformly random bit strings becomes trivial because
of the blow-up phenomenon for Hamming distance balls [Golll].

Complementary to the scenario discussed above, one might also consider testing for multiple
properties, drawn from an unknown distribution, on a fived (but unknown) quantum state. Here,
the challenge would be to learn a mapping from a property P to an associated 2-outcome POVM
that classifies the unknown state pg according to whether it has property P or is e-far from it.

5.6. Learning quantum state-preparation channels from classical-quantum data

In this section, we discuss how our framework can incorporate recent work on learning classical-
to-quantum mappings [CL21; Car21; FQR23]. Let Z be some measurable instance space. Let P
be a probability measure over Z. Consider the data Hilbert space

Haata = Htest @ Hirain = (Cd)®m ® ((Cd)®m~ (561)

Take the CQ data state

P= .. 7Zm yupm K®|Z NZi |> ® <§N(Zi)> ® (fgl)/\f(zi)ﬂ , (5.6.2)

where N/ : X = S ((Cd) is an unknown qudit state-preparation channel. The goal of a quantum
learner with a hypothesis class { Ny }wew of classical descriptions of state preparation channels
is to output w such that performing N, on inputs drawn from P approximates the action of
the unknown channel N on those inputs well in trace distance. Throughout, we assume that
N (z) and N (z) are pure states for all z € Z and w € W, and we therefore use notations like
N(z) = IN(2)YN (z)| for these states.

With our framework, we now formalize this setting for a learner that produces only a classical
hypothesis, by taking Hyyp to be trivial, and we define our loss observables as

1 m i— m—1
Lis,w) = L{(z)syw) = — 3 19079 @ Li(z,w) @ 199 | (5.6.3)
=1

with local loss observables
Li(zi,w) = 14 — Nw(z) - (5.6.4)

With these choices, Definitions 4.4 and 4.5 lead to the expected empirical risk
Ry(A)= E [1 -— ZI Nw (Z:) N (Z3))] 1 (5.6.5)

1 & 2
= E l > (2||NW(ZZ') _N(Zi>”1> ] ; (5.6.6)

m =1

and the expected true risk

2
Ry(A4) = B [1- | <>|N<Z>>|2]=ZEW[(;||NW<Z>—N<Z>|1)]. (567

ZW

That is, the expected empirical risk is the expected squared trace distance between the output
states of the true channel and the hypothesis channel averaged over the training data, whereas
the expected true risk considers the average squared trace distance on a fresh input state.
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In this scenario, we can apply Corollary 4.21. Namely, for every fixed w € W, the random
variable Tr[L;(Z;, w)N (Z;)] with Z; ~ P takes values in [0, 1] and thus is (3)-sub-gaussian by
Hoeffding. Hence, the generalization error can be bounded as

jgen, (A)] < ,/%I(s; w). (5.6.8)

If W is finite, we can bound I(S; W) < log|W]|, thus recovering an in-expectation version of the
sample complexity bound of [CL21]. If W is infinite, we can resort to empirical covering net
arguments similarly to Example 4.22 and Section 5.1. When the maps in W only ever output
two possible quantum states, this approach, combined with standard bounds on the size of an
empirical covering net via the VC-dimension [VC71] (compare for instance [Verl8, Section 8.3.4]
and [Car22b, Section 3.3]), leads to an in-expectation version of the guarantee proved in [Car21,
Section 4.1]. More generally, using covering nets w.r.t. empirical Schatten g-norms as in [FQR23,
Definition 1], we can obtain generalization bounds similar in spirit to [FQR23, Theorem 4],
which we may turn into bounds on the expected excess risk following the line of reasoning from
Section 5.1. Note, however, that these upper bounds on the mutual information via capacity
measures are worst-case, we expect tighter data- and algorithm-dependent bounds to be possible.

Let us point out that the reasoning in this subsection was specific to state preparation channels
outputting pure states, so that the overlap serves as a measurable quantity tightly related to the
trace distance. For channels outputting mixed states, other loss observables would be required
to obtain risks that accurately reflect the desired average trace distance approximation to the
true output states. In the case of only two possible known output states, one may use the
Holevo-Helstrom measurement as in [Car21]. However, for the general case, the “right” choice
is not immediate. We believe that measurements in a random orthonormal basis as used in
[CL21] or the quantum data analysis approach of [FQR23] may serve as inspiration for how to
incorporate channels with mixed output states. Assuming purified access, an alternative route
may proceed via combining the well known Fuchs-van de Graaf inequalities [FV99] with a recent
quantum fidelity estimation procedure for low-rank states [WZC123].

5.7. Generalization bounds for differentially private quantum learners

Differential privacy [DR114] is a robust framework that ensures the privacy of individuals in a
dataset by adding controlled noise to the data or to the output of data analyses, which becomes
crucial when training machine learning models on sensitive information. In machine learning,
integrating differential privacy helps in mitigating the risks of data leakage and model inversion
attacks, ensuring that the model’s predictions do not inadvertently reveal private information
about any individual in the training data. With the advent of quantum machine learning, several
works tried to quantize the basic concepts, definitions and results of differential privacy [HRF23;
ADK23; AK23; NGW23; AR19; ZY17; DHL"21]. Classically, differentially private learners are
known to satisfy mutual information stability [FS18], which can then be plugged into information-
theoretic generalization bounds (see also [HDG 23, Section 7.6]). Additionally, in the case of
locally differentially private (LDP) classical learners, strong data processing inequalities (DPIs)
have been established (see [AZ23; ZA23; ADK23] and the references therein), which also aid in
controlling the entropic quantities appearing in our bounds. Here, we give proof-of-principle
demonstrations for how recent quantum results on contraction properties of LDP channels and
measurements [HRF23; AK23| can be used within our framework to analyze the generalization
behavior of such quantum learners.
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First, suppose that all channels A;‘}w used by the learner A are e-LDP (see [HRF23, Section V]
or [AK23, Section 2.2] for a definition). Then, combining [AK23, Corollary 3.1] with the Pinsker
inequality, we see that

I(test; hyp)yaswy < 26(1 — e_a)\/2I(test; train) ,a (s ) - (5.7.1)

Using Jensen’s inequality, this means that the relevant expected QMI in our generalization
bounds is upper bounded as

(S,WH;:NPA [I(test; hyp)UA(S,W)} < 2v2e(1 - 6_6)\/(5,W1[§NPA [1(test; train) ja g ) . (5.7.2)

To further upper bound the average QMI in the post-measurement states pA(s, w), we can write
I(test; train) pA(s,w) In terms of von Neumann entropies, and use concavity of the entropy as well
as the definition of the Holevo information x to arrive at
<t trai <t trai A A
(S7WH)E~PA[I(tebt’ train) ,a (g w)] < I(test; traln)]E(SYW)NPA[pA(S,W)] +x ({PA(s,w), p*(s,w)})  (5.7.3)
< I(test; train), + x ({P“‘l(s7 w), pA(s, w)}) , (5.7.4)

where the last step used the data-processing inequality. Thus, we control the QMI contribution
to the generalization error in terms of the initial QMI present in the data and a proxy for
the maximum accessible information about the measurement outcomes accessible from the
post-measurement ensemble. When performing a similar analysis for a learner using general
(not e-LDP) channels Aéw, a direct application of DPI yields the weaker I(test; hyp) 4 s ) <
I(test; train) ,a ., instead of Eq. (5.7.1). Once we note that 1 —e™° =¢ + O(g?), we obtain the
following rule of thumb: We expect the QMI contribution to the generalization error to improve

by a factor of O(e?) when using e-LDP quantum channels.

Next, we turn our attention to the classical MI term in our generalization bounds. Here, we
assume that the learner A uses an overall e-LDP POVM. As the POVM {|s)(s| ® E&(w)}s. is
not LDP even if every { EZ(w)},, is, we make the simplifying assumption that the learner uses an
s-independent e-LDP POVM {E4(w)},. Then, we can write I(S; W) = Egpm [D(PV“\‘}‘SHPV@‘)],
where P\ﬁ” < is the outcome distribution when measuring {E4(w)},, on p(S), and where Py is

the outcome distribution when measuring {E4(w)}, on Eg_ pm [p(S)]. As we assume {E4(w)}y,
to be e-LDP, [AK23, Lemma 3.1] now implies

I1(S;W) <25 (1—e ) E [D (p(S)H ggm[p(é)]ﬂ (5.7.5)
— 265(1 — ) X ({P™(5), p(5) boezn) (5.7.6)

where the second step used Eq. (3.6). So, the classical MI contribution to the generalization
error is controlled by the Holevo information of the quantum data states. Again, compared to a
general learner, we expect the classical MI contribution to the generalization error to be smaller
by a factor of O(e2) when using an (s-independent) e-LDP POVM.

In this subsection, we have used our generalization guarantees to show that requiring a quantum
learner A to be e-LDP — both in terms of the channels and the measurement used — is expected
to be beneficial for generalization performance. While our discussion here already highlights
the benefits of an LDP assumption for generalization in a broad sense, it would be interesting
to instantiate this insight for specific quantum learning tasks of interest. Moreover, while our
discussion focused on local differential privacy, it does not yet apply to differentially private
quantum learners. The question of whether quantum differential privacy implies a version
of mutual information stability useful for quantum generalization error bounds remains open.
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Finally, we have demonstrated how to use local differential privacy to control the classical and
quantum mutual information terms in our generalization bounds. Investigating the effect of
e-LDP assumptions on the Holevo information term would give further insight into the relevance
of e-LDP to generalization when processing entangled quantum data.

5.8. Generalization bounds for inductive supervised quantum learning

[MSW17] considered quantum learners described by multipartite quantum channels acting on
quantum training data and on the input marginals of test states. Then, they defined the expected
risk as the expectation value of a loss observable measured on the output of the learner and on
the output marginals of the test states. We can formulate this in our framework as follows: We
take a trivial classical instance space Z and consider the data Hilbert space

Hdata = 7'[test & Htrain = /Htest,out ® (Htest,in & Htrain,in) (581)
— ((Cdout>®mtest ® ((Cdin)®mtest ® (Cd)®mtrain) . (582)

Then we take a quantum data state of the form

pP= p?gs?gtmt ® Ptrain » (583)

with prest € S(CPut @ C%n). The goal of the learner is to use piram to predict the mapping from
the input to the output parts of the test systems.

We will consider quantum learners with hypothesis space Hpyp = Hiest,out that first perform
a POVM {Tiestin ® E4(w)}ywew that act non-trivially only on the [train, in] subsystem, and,
depending on the observed outcome, apply quantum processing of the form (A7)®™st @ idgyain in,
with each A7 : 7;(C%n) — T;(C%ut) acting only on one of the [test,in] subsystems. To measure
the performance of such a learner, we use a local loss observable of the form

Mtest

— 1 i— m—1i
Lw)=L=— % 12070 @ Ly 018 (5.8.4)
=1

dout adout dout 7dout ’

where Lo € B(C%ut @ Cdeut), With these choices, the expected empirical risk

wva«;t [Tr [EUA(W)H (5.8.5)

reproduces what [MSW17] simply call expected risk, whereas our expected true risk

ey [T (Lo @ o (W) || (5.8.6)

does not have a direct counterpart in [MSW17]. Note: While the inductive (i.e., “measure-then-
process”) learners that we consider here are not the most general form of quantum learner from
p, we have a motivation for this focus. Namely, formulated in our language [MSW17, Theorem 1]
implies that, under a non-signalling assumption, quantum learners can approximately be assumed
to be inductive. Here, the approximation is w.r.t. the expected empirical and true risks arising
from a loss observable as in Eq. (5.8.4) and improves with growing myest because of a quantum
de Finetti type behavior.

We can apply our generalization guarantees in this setting as follows: Notice that, since the
POVM act trivially on [test,in] and since the quantum processing is a tensor power of single-
system channels, both JA(w) and prestout @ JA(w)hyp factorize according to the tensor product
structure Hiest,out @ Hhyp = (Clout © Cout)®miest . Ag the loss observable is local w.r.t. the same
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factorization, Corollary 4.21 applies and, simply using boundedness of L to get sub-gaussianity,
yields the generalization bound

e, =
‘genp(A)‘ < E Z I(test,out;hyp)afx(w) . (5.8.7)

Mtest W~Pg | iZ1

Thus, the framework of [MSW17] fits naturally into our formulation, and this way our frame-
work gives rise to a notion of generalization error that can be analyzed quantum information-
theoretically.
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A. Auxiliary Results and Proofs

Lemma A.1. Let H be a Hermitian m-qudit observable. Let p = Q;% pi be an m-fold tensor
product of qudit states. Then, for any A € R,

NmllHIE

TrlelosP) A < e (A1)

Proof. For the proof, we use the following pieces of notation: p; _ .m,—1 = ®;1711 pi and Try -1
denotes the partial trace over all but the mth subsystem. With this notation (and suppressing
identity tensor factors), we can rewrite our expression of interest as follows:

Tr[e'os(+ ] — Trlexp (Iog(p1...m—1) + 10g(pm) + AH — Trpn [pm - AH] + Tt [prm - AH])] (A.2)

. /oo Te {elog(Pl...m71)+Trm [pm-NH] (p;ll + ﬂld)fleAHfTrm [pm -AH] (p;nl + ﬂld)il} dt (A.3)
0

o0
— Trl,,.mfl |:elog(pl...m1)+Trm,[ﬂm-)\H] Trm |:e)\H—TI’m[pm'>\H]/ <p;ll + t]ld)—Q dt:|:| (A4)
0
= Try s [elog(pl__m_lJrTrm[pm.AH] Tr,, {pme)\H—Trm[pm;)\H]:H : (A.5)

where the inequality uses Lieb’s triple matrix inequality [Lie73] (see also [SBT17]). Here, by
a continuity and density argument, we w.l.o.g. assume that p; is invertible for every i, so that
p; !'is well-defined. Next, as we prove in Lemma A.2, because the map H + Tty [pm - AH] =
(id1. m @ Trp[pm(+)])(H) is a 1-local completely positive and unital (CPU) map, we have

INF = Trlpm - Moo < M lip = NI H i (4.6)

Now, we observe that e” < sinh(z) + /2 < %1‘ + ¢¥*/2 holds for |z| < y. Here, the first

inequality can be seen from the series expansions of the exponential and the hyperbolic sine,
and the second inequality follows because z — % is non-decreasing for z > 0 and symmetric
around the y-axis. Therefore,

. ) (AH i)
A =Trmlpm AH] < sinh(JA|[| H |Lip) (AH — Trp[pm - NH]) + e T (A.7)
Al [eip

Plugging this back into our bound above, we get

(AHLip)?

Te{elotor ) < Py [log(on )+ Tl A (A8)

-1

Iterating this reasoning and arguing inductively, we obtain

2 2 2
m(IMH | ip) ATmllHIIL

TrelsP+AH] < ¢ 2 <e 2 , (A.9)

as claimed. Here, we also used that the Lipschitz constant remains bounded by that of H
throughout the iteration. This can be seen as follows: The map H +— Tr,[pm - AH] =

o7



(id1..m @ Trp [pm(+)]) (H) is a 1-local CPU map and any tensor product ® = @:"; ®; of 1-local
CPU maps is contractive w.r.t. ||-||Lip because, by [DMT*21, Proposition 8],

d =2 m O(H)—1; @ HY A.10
() sy =2 e i () <L (A.10)
< 2 max oH)-1L;® [ QR; | (HD) (A.11)
1<i<m g = H(z)fg@((@d)@(m 1) ot

_9 O(H o | (HD) A.12
{25 00—z -y | ) (<§3 ) (12
= 2 max min ) (H -1;® H(i)) H (A.13)

1<i<m g =g Ot eB((Cd)®(m—1))
< 2 max H-1;@ HY (A.14)

1<i<m ()= H(z)feg(((cd)ea(m 1)
= [|H||Lip , (A.15)
where we used contractivity of the CPU map ® w.r.t. the operator norm. O

Lemma A.2. Let H be a Hermitian m-qudit observable. For some 1 < i < m, let ®; be a
single-qudit CPU map. Then,
[H — @i(H) oo < [|HI[Lip - (A.16)

Proof. The proof is similar to the proof of the upper bound in [DMT™21, Proposition 15]. Take
p to be an m-qudit state such that

[H — @i(H)lloo = Tr[(H — ®i(H))pl| = |Tx[H (p — @7 (p))]], (A.17)

which exists by duality of operator and trace norms. Using next the duality of Wasserstein-1
and Lipschitz norms, this gives the bound

1H = ®i(H)loo = ITr[H(p — @7 (P))I] < [ H lLip - lp — @7 (p) lw - (A.18)

Now, as ® is a 1-local CPTP map, [DMT"21, Proposition 2] implies |[p — ®(p)|lw, = 3lp —
®*(p)|l1 < 1. Combining our inequalities, we have shown

1H — @i(H)lloo < |[H||Lip , (A.19)

as claimed. 0

Proof of Corollary 4.21. First, note that the sub-gaussianity assumption on the L;(z;, w) implies

log Tr |:(ptest(5) ® ot (5,w)) - ML(sw) = Tr[L(5,1) (prest (5) D07y, (5,0) ) Lrest hyp) (A.20)

= i log Tr [(ptest,i(Zi) ® ot i(zi,w)) - e (Liiw) =L o) (preon,i (20807 . (0) I uconin.s) | (A.21)
=1

m 2)\2

< Z T (A.22)

Therefore, L(s,w) is a-sub-gaussian w.r.t. peest(s) ® Ufyp(s, w) with sub-gaussianity parameter

a=m1 /3", a2 for every (s,w) € Z™ x W.

o8



Using the sub-gaussianity assumption on the Tr[L;(Z;, w) (ptest,i(Zi) ® o*;f\yp’i(Zi, w))], we see
that

log E [exm[L(sm(pw(s>®a$p<s,w>)1fmswpm [ﬂ[L(&w)(pm<S>®a;;p<s,w))n>] (A.23)

NE

logZEP {e:ﬁ(Tr[Lq‘,(Zi,w)(Ptest,q‘,(Zi)®0{:§,p,i(Z7;,w))}—J]‘lzi~P[Tr[Li(Zi,w)(Ptest,i(Zi)®0{$,p,i(zi,w))]])] (A.24)

1

-
Il

B2N?

2m?2

(A.25)

Il
_

K3

In other words, Tr[L(S, w) (ptest(S) ® ol“g,p(S, w))], with S ~ P™, is -sub-gaussian with sub-

gaussianity parameter 8 = m~1\/>.1", 32, for every w € W. Therefore, we can apply Corol-
lary 4.20 and obtain the claimed bound, once we use that o4(s,w) = @7 07 (2, w) implies
I(test; hyp)yasw) = 2im I (test; hyp)o,f(zz_’w). O

Proof of Corollary 5.1. On the one hand, we have

E_E || T2 E(Zn 1) p0] - Tr[E(ZmH)po(t@)]H — Rp(A)i (A.26)

W Lm+1

< E E Te[E(Zmi1)p0] — — S cimy (A.27)
Zm+1 C‘lgm_"l)\Zerl Mtest  ,—;

C
V/ Mtest ’

where the first step is an application of the reverse triangle inequality and the second step is via
first conditioning on Z,,,1 and then using Hoeffding-based sub-gaussianity, as already argued in
Section 5.1. On the other hand, we have

< (A.28)

B(A) = E E E |:]fL>test . 174 ] A.29
p(A) S~P2m o) g W Stm1):2m:Cl (W) ( )
1 2m R 1 Mtest (7,)
S~ p2m Céi) IS wo[m i:%l [ ( Z)IOO( )] Mtest Zz:; ‘ ( )
1 2m R 1 Mtrain ()
T S~p2m Béi)|s m z:%;l [ ( Z)pO( )] Mtrain /=1 ‘ ( )
1 2m 1 Mtrain .
E, E |— Y |TEZ)w - By (A.32)
S~ p2m Béz)‘s imma1 Mtrain —1
1 2m 1 Mtest ()
SvPPm els | M i:;rl Bz Mitest ;= ‘ ( )
1 2m 1 Mtrain ()
S~ P2m Béi)|s weW1 m i:%;‘rl [ ( Z)pO( )] Mtrain =1 ¢ ( )
B 1 2m 1 Mtrain (7,)
+ E E |- Tr[E(Zi)po) — B (A.35)
S~ p2m BE’L)‘S _m imma1 ! Mtrain =1 ¢
r 1 2m 1 Mtest ()
+ E B |\ 3 TE(Z)p] - o (A-36)
S~ P2m C,_EZ)IS _m i ‘ Mtest p— ¢
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1 2m
< E inf — T[E(Z; — Tr[E(Z; A.37
= S~prm wlenwlmi:%l’ r[E(Zi)po(w)] = Tr[E(Z;)po]l (A.37)
2m 1 Mtrain ()
t2 B E | Tr[E(Zi)po] — B (A.38)
S~prm g | M S0 Mtrain
2m 1 Mtest i)
Fon 5 |m Tr[E(Zi)po] = —— > O/ A.39
S~ p2m C{Si)|5 mi:m+1 [ ( )/00] Mitest 6:21 / ( )
1 2m
< inf — , _ ‘ |
S o kLo Llenvf,l m i:%‘ﬂ ITx[E(Zi)po(w)] — Tr[E(Zi)poll (A.40)

+C< L, ) (A.41)

\/mtrain \/mtest

Here, the first step is plugging in the definition of R y(+), the second step holds by

S(7n+1):27nvclgi
applying the triangle inequality twice, the third step uses the definition of W, the fourth step
is one more triangle inequality, and the final step follows from Hoeffding-type sub-gaussianity
bounds.

To finish the proof, we need the following fact:

Claim A.3. With the notation introduced above,

1 2m
E inf — Tr|E(Z; —Tr|E(Z; A.42
B | S B = B Z ) (A2
_ _ _ 5 log(|W
< inf E [Tr[E(ZmH)po} — Tr[E(ZmH)po(w)]H +é+C M (A.43)
weW 7,1 m
where C' > 0 is some positive constant.
Proof. See below. O
Combining Claim A.3 with our previous upper bound on ]%p(A), we have shown
Ro(A) < inf B [|T[E(Zni1)po] = Te[E(Zina)po(w)]]| + (A.44)
weW Z,, 11
1 W 1 1
pofyflestWil) + . (A.45)
m VMtrain -~ /Mtest

Finally, once we recall the bound |[W;| < (2/5)Clog(d)/ ¥ on the size of the covering net, we can
bring together our upper bound on R,(.A), our upper bound on R,(.A), and our generalization
error bound to obtain

excess,(A) < gen,(A) +£+ 0O (\/logﬂwl\) n \/log(|W1|) n 1 ) (A.46)

m Mtrain \/ Mtest
~ 1 1 1
<é+0 ( og(d) | + ) : (A.47)

m€2 \/mtrain \/mtest

as claimed. 0
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Proof of Claim A.3. First recall that the chosen covering net Wy depends only on Z1, ..., Z,,
so that we can exchange Ez, ., . z,.~pm and inf,cw, to obtain the bound

1 2m

E inf — Tr|E(Z; —Tr|E(Z; A 48

S~p2m |:lenW1mi_%—1’ r[E(Z)po(w)] = Tr[E(Z:)pol| (A.48)
1 2m

< E inf E — Tr|E(Z; — Tr|E(Z; A .49
S G By | w0 (Zonsa, s Bam ) mi:%;ll r[E(Z;)po(w)] — Tr[E(Z;)pol| (A.49)
= E inf E T[E(Z,, — Tv[E(Z,, . A.

. ngwl 2 B BB (w)] = Bl | (A.50)

Next, we define the following pieces of notation for the true risk with perfectly accurately
evaluated quantum expectation values

Rw)i= B (| Te[E(Zin 1) p0(w)] = Te[E(Zms1)p0]

] , (A51)

the empirical risk with perfectly accurately evaluated quantum expectation values

Ry(w) := % > _ITe[B(z5)po(w)] — Tr[E(z;)poll, (A.52)
j=1

and the corresponding true risk minimizers
ww, € argmin, e, R(w), ww € argmin, ¢ R(w), (A.53)
and empirical risk minimizers

Wy, € argmin, oy, Rs(w), Ww € argmin,, ey Ry(w). (A.54)

With this, we can rewrite and bound

(Zl,...gn)Npm Ligval ZmeP HTY[E(ZmH)PO(w)] — TY[E(ZmH)po]H] (A.55)
- inf E || T2 [B(Zin11)p0] — Tr[E(ZmH)pO(w)]H (A.56)

weW 7,11
=z B R0wn )] = Rlwow) (A.57)
= Gu By [R(ww,) = R(ww)] (A.58)
= o Eypm [R(ww,) — R(ww)] + o [é(wwl) - f%(ww)} (A.59)
- E_|Rw,) - R(ww)] (A.60)

(Z1ees Zog) P

= B Rew) = Raw)|+ B [ R(ow,) = Rlww) (A.61)
sl [R(ww) = Rww)] (A.62)
=0
= o B o [Rw) - R@w)l+ B [R(dw,) - R(iw,)] (A.63)
<0
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z iw) — R(uw)| 5 R(dw,) — R(d A.64

(Z1,Zom) P [R(wvv) R(ww)| * o B o [ (1w, ) (ww)} (A.64)
<0

: " -k = dw, — . A.65

T (Z1yes L)~ P™ [;gvel R(’w) R(U})_ + (Zoo Ty |:||w\/\/1 wW||1,{Zj}j1:| ( )

: z sup Rw) = Rlw)| +é A.66

(Zl,,..yzm)NPm |}U€V€1 ( ) ( )- ( )

Here, the second-to-last step used a reverse triangle inequality, and the final step holds because
W, is by definition a é-covering net for W w.r.t. |||, (z;ym , and thus also w.r.t. B[R Zym
9 j= b j=

Next, observe that, for any fixed w € Wy, the random variable R(w) — R(w) is an average of
m ii.d. centered 2-bounded random variables and thus is (%)—sub—gaussian by Hoeffding’s
Lemma. Using the equivalence of sub-gaussianity in terms of MGF bounds and tail bounds
[Ver18, Proposition 2.5.2], this can now be combined with a union bound over W; to see that

the random variable sup, ¢\, R(w) — R(w) is (C %)—sub—gaussian. Therefore, using again

the L, bound version of sub-gaussianity [Verl8, Proposition 2.5.2], we conclude

. log(|W
E | sup R(w)— R(w)| <C M. (A.67)
S~ pmm weW1 m
Plugging this into our previous bound and rearranging, we get the claimed inequality. O
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