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Résumé : Finding a sparse representation is a fundamental problem in the field of statistics, machine
learning and inverse problems. It consists in decomposing some input vector y ∈ Rm as a linear
combination of a few columns of a dictionary A ∈ Rm×n. This task can be addressed by solving

min
x∈Rn

1
2‖y −Ax‖22 + λ‖x‖0 (1)

where ‖x‖0 counts the number of nonzero entries in x and λ > 0 is a tuning parameter. There has recently
been a surge of interest for methods solving (1) based on its Mixed-Integer Program reformulation, most
of them leveraging a tailored Branch-and-Bound (BnB) algorithm [1, 2].

In this context, Atamtürk et al. extended the notion of safe screening introduced in [3] from sparsity-
promoting convex problems to some non-convex `0-penalized problems [4]. In particular, they introduced
a new methodology allowing to detect some of the positions of zero and non-zero entries in the minimiz-
ers of a particular `0-penalized problem. This methodology can be used as a preprocessing step of any
algorithmic procedure and allows to reduce the problem dimension. We go one step further in the devel-
opment of numerical methods addressing large-scale `0-penalized problems by proposing node-screening
rules that allow to prune nodes within the BnB search tree. In contrast to [4], we emphasize the existence
of a nesting property between screening tests at different nodes. This enables to potentially fix multiple
entries to either zero or non-zero at any step of the optimization process with a marginal cost.

Our method leverages the connection between the objectives of the Fenchel dual of the relaxed
problems solved at each node of the BnB algorithm. More precisely, the objective of this dual problem
at a given node is composed of a term common to all nodes and terms corresponding to the current
branching constraints. Hence, the dual objective only differs by one term between two consecutive nodes
in the BnB tree. Using this relation, we construct two node-screening tests allowing to identify branching
constraints that cannot lead to a global solution to (1). If one of our test is passed at a given node, we
can avoid processing half of its children. This results in a reduction in the number of nodes processed
by the BnB algorithm.

CPLEX BnB BnB+screening
k Nds T F Nds T F Nds T F

5 0.1 26 0 0.1 2 0 0.0 1 0
7 0.3 61 0 0.2 5 0 0.1 3 0

G
au

ss
.

9 0.8 103 10 0.5 16 0 0.4 10 0

5 1.4 10 0 1.0 6 0 0.7 4 0
7 17.7 107 0 10.5 79 0 7.9 52 0

T
œ

pl
.

9 80.7 353 50 47.8 346 48 41.2 267 40

Table 1: Number of nodes explored ×103 (Nds),
optimization time in seconds (T) and percentage
of instances not solved within 1,000 seconds (F).

In Table 1, we compare CPLEX to a BnB algo-
rithm tailored to (1) with or without our node-screening
methodology. We use two different setups where A ∈
Rm×n is either a random matrix with normally-generated
entries with (m,n) = (500, 1000) or inheriting from a Tœ-
plitz structure with (m,n) = (500, 300). For a given spar-
sity level k, we generate the input vector as y = Ax? + ε
where x? is a k-sparse vector and ε is a noise with 10dB
Signal-to-Noise ratio. Our results emphasize the acceler-
ation brought by our methodology, which is directly in-
duced by the reduction in the number of nodes explored.
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