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Amorphous carbon and amorphous materials in general are of particular importance for high

resolution electron microscopy, either for bulk materials, generally covered with an amorphous

layer when prepared by ion milling techniques, or for nanoscale objects deposited on amorphous

substrates. In order to quantify the information of the high resolution images at the atomic scale, a

structural modeling of the sample is necessary prior to the calculation of the electron wave function

propagation. It is thus essential to be able to reproduce the carbon structure as close as possible to

the real one. The approach we propose here is to simulate a realistic carbon from an energetic

model based on the tight-binding approximation in order to reproduce the important structural

properties of amorphous carbon. At first, we compare this carbon with the carbon obtained by

randomly generating the carbon atom positions. In both cases, we discuss the limit thickness of the

phase object approximation. In a second step, we show the influence of both carbons models on (i)

the contrast of Cu, Ag, and Au single atoms deposited on carbon and (ii) the determination of the

long-range order parameter in CoPt bimetallic nanoalloys. VC 2013 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4831669]

I. INTRODUCTION

Thanks to the developments of aberration correctors in

electron microscope, it is now possible to push the limit of

ultra high resolution imaging and to resolve very small

interatomic distances as well as to detect single atoms on

surface or in interstitial position.1–5 Difficulties arise when

one wants to extract quantitative data from these informative

images. The widely used methodology for images quantifica-

tion is to compare experimental images with simulated ones

obtained with a model, as realistic as possible, of the mate-

rial under investigation.6,7

In this context, amorphous materials play a significant

role because they are present in many sample configurations.

For Transmission Electron Microscopy (TEM) observations,

samples are very often prepared by ion milling techniques.

These methods generate amorphous layer on both free surfaces

of the specimen. Amorphous substrates (C, Ge, Si3N4, SiO2,

etc.) are also commonly used to support single nanostructures

such as nanoparticles (NPs), nanowires, nanotube, etc.

Up to now, to model amorphous systems for the simula-

tions of high resolution electron microscopy (HRTEM)

images, two techniques are mainly used. The simplest model

consists in the random generation of the atom positions

inside a simulation box in which the atomic density is con-

trolled.8,9 The other commonly used approach is to directly

model the wave function emerging from the amorphous

specimen by assuming that the phases in the Fourier

transform of the projected potential can be treated approxi-

mately as a random variable (Random Phase Approximation

method).10–12 This approach is, however, based on several

assumptions. First, the correlation distance of the atomic

positions has to be much smaller than the layer thickness.

Then, this approach relies on the weak phase approximation

and on the projected potential approximation. It has been

shown that these approximations induce significant errors on

the propagation of phase shifts within the material.13 Finally,

simplifying assumptions have to be made on the standard

deviation of the random variable and on its dependence

on the layer thickness. Note that the Random Phase

Approximation has been extended to include the consequen-

ces of the correlations of atomic positions on the diffracted

intensities.11

These approaches are only associated with a very poor

description of the structure of the amorphous material, ignor-

ing chemical bond distances and angles and also the coordi-

nation numbers. Indeed, diamond consists of four-coordinate

carbon atoms with tetrahedral geometry, while graphene and

carbon nanotubes involve three-coordinate carbon atoms

and two-coordinate carbon atoms in case of linear chains.

All these geometrical properties are crucial to reproduce cor-

rectly the main physical properties of amorphous carbon

structures where sp, sp2, and sp3 bonds are present. It has

thus been proposed to use Continuous Random Network14 to

improve the structural description of the amorphous material

used for simulating HRTEM images, but this geometrical

model fails to reproduce the medium range correlations.15

In this paper, we propose a new method to model in a

more realistic way amorphous carbon (a-C) that accurately

accounts for its 3D structure. It is based on an energetic

a)Electronic mail: Christian.Ricolleau@univ-paris-diderot.fr.
b)Currently address: D�epartement de Physique, Universit�e de Sherbrooke,

Sherbrooke, Qu�ebec J1K 2R1, Canada.
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approach with a tight-binding (TB) potential in which the

electronic band structure of the material is calculated with

the recursion technique.16 The main advantage of this model

is that it gives a very good description of the sp, sp2, and sp3

hybrid bonds and their competition.

In the first part, the model and the main properties of the

generated carbon are presented. Then, the structural proper-

ties of this carbon and the one generated with random atomic

positions are compared. In all cases, we discuss the behavior

of both the phase and the amplitude of the transmitted beam

as a function of the thickness. Finally, we show how both

carbons influence (i) the contrast of single atoms deposited

on a-C on high resolution imaging and (ii) the determination

of the long-range order parameter in bimetallic nanoalloys

from electron diffraction pattern.

II. AMORPHOUS CARBON MODELING

A. Tight-binding model

Due to the technological importance of carbon, a large

number of potentials has been proposed in the literature to

model its cohesive properties. One of the first reactive poten-

tials was developed by Stillinger and Weber who proposed

a simple model for silicon17 also applied to carbon.18 An

important contribution for covalent materials was made by

Tersoff, who introduced a so-called bond-order-potential

(BOP) for silicon19 which was parametrized later also for

carbon20 and more recently improved with a long-range

interaction.21 Nowadays, there exist also reactive potentials,

such as ReaxFF potentials22 where the total energy is the

sum of various more or less independent contributions. All

these methods are very useful for studying large systems

(several thousand of atoms) during a long time scale (a few

tens of nanoseconds).

A second popular class of potentials has been derived in

the framework of a tight-binding approximation, which is

perfectly adapted to provide very good descriptions of the

electronic structure and of the energies of carbon covalent

bonds.23–25 Although in principle more transferable than

empirical models, tight-binding models also depend on

adjustable parameters to build the Hamiltonian matrix of the

interactions and to describe the empirical term that is always

present. These parameters are usually fitted to ab initio or

experimental data when they exist.

In the present study, the interaction between carbon

atoms is treated within the semi-empirical tight-binding

approach described in Ref. 16 derived from the model intro-

duced by Xu et al.23 Both s and p electrons are taken into

account, with the corresponding s, px, py, and pz atomic orbi-

tals. The total energy of the system is split in two parts, a

band term that describes the formation of an energy band

when atoms are put together and a repulsive term that empir-

ically accounts for the ionic and electronic repulsions. It is

convenient to decompose these terms into local contributions

for each atom i, so that

Ei
tot ¼ Ei

band þ Ei
rep: (1)

The total energy of the system, Etot, then writes

Etot ¼
X

i

Ei
tot: (2)

The band term energy, Eband, is given by

Ei
band ¼

ðEF

�1
ðE� e0

i Þ niðEÞ dE; (3)

where EF is the Fermi level and e0
i is the atomic energy level.

Instead of performing a diagonalization of the Hamiltonian

matrix, we use the recursion method to calculate the local

electronic density of states niðEÞ on each site.26 Only the first

four continued fraction coefficients corresponding to the first

four moments of the local density of states are calculated

exactly. This is the minimal approximation that takes into

account the directional character of the carbon s – p bond.

As compared to the standard diagonalization technique, this

approach, of order N, is particularly useful for the study of

large and fully relaxed systems. For the repulsive part of the

energy, we use also the form proposed by Xu et al.,23

Ei
rep ¼ F

X
j 6¼i

/ðrijÞ
� �

; (4)

where F(x) is a polynomial function and / ðrijÞ is a repulsive

pairwise potential.

In these conditions, for C-C interactions, the tight-binding

parameters have been fitted in order to reproduce accurately the

competition between sp, sp2, and sp3 atomic arrangements.

In all cases, the model is fairly accurate when compared

to experiment or to ab initio calculations indicating its good

transferability.16 Indeed, the model is shown to reproduce

several properties such as the diamond to rhombohedral-

graphite transition or the energy of local defects present in

carbon structures. Due to the use of a complete (s,p) basis for

carbon states, all types of covalent spn bonds present in gra-

phene, a nanotube or a three-dimensional amorphous C

phase can be modeled.

This energetic model, both simple and accurate, is then

implemented in a Monte Carlo code (MC) using either a

canonical or a grand canonical (GC) algorithm with fixed vol-

ume, temperature, and C chemical potential lC.27 In our sim-

ulations, C atoms can be incorporated everywhere in the box

with a thermodynamic acceptance criterion. This approach is

perfectly adapted to generate realistic configurations with

different local environments (sp, sp2, or sp3) depending on

the temperature and the carbon chemical potential. Then the

final configurations are obtained by performing relaxations in

the canonical ensemble (at fixed number of C atoms).

Furthermore, recent technical improvements of the algorithm

of our tight-binding Monte Carlo code made it significantly

faster.28 The exploration of longer time scales and more

extensive investigations is then possible.

More precisely, we generate a number of amorphous

carbon structures with various sizes, by first performing

GCMC simulations at 2000 K. Such structures result from

the growth conditions: the carbon chemical potential is cho-

sen to be very high: we use values around �3.00 eV/atom

which are significantly higher than the cohesive energies of

the various carbon phases (e.g.,�7.41 eV/atom for a graphene

213504-2 Ricolleau et al. J. Appl. Phys. 114, 213504 (2013)
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layer in our model). Under such particular conditions (T

and lC), the growth is too fast and defects have a very high

probability to be formed. Then, the final atomistic configura-

tions, considered below as substrate for HRTEM image simu-

lations, are obtained by performing a simulated annealing. In

this process, the atomic configuration, initially at 2000 K, is

slowly cooled down so that the system is in thermodynamic

equilibrium at every step. In this way, we created a number

of carbon amorphous structures with a density around

2.20 g�cm�3,29 i.e., slightly lower than the one for graphite,

in boxes ranging from 5� 5� 1 nm3 to 5� 5� 5 nm3 corre-

sponding to 3000 and 13 000 atoms, respectively. As seen

in Fig. 1(a), final structures consist of rings (hexagons, penta-

gons, heptagons, etc.), linear chains, isolated C atoms and

pores as already described in Ref. 30.

If a very thick amorphous layer is needed, the computa-

tional time becomes prohibitive. The way to circumvent this

limitation is to combine as “building blocks” several simula-

tion boxes obtained independently with the TB potential. This

approach is of course only valid if the blocks thickness is sig-

nificantly larger than the correlation distance in the material.

In addition, when thickness as thick as 50 nm is needed, it is

necessary to use several times the same building block. In that

case, the blocks are randomly shifted and rotated in order to

avoid spurious fluctuations in the simulated HRTEM images.9

The x, y, z positions of the C atoms for 5� 5� 1 nm3,

5� 5� 3 nm3 and 5� 5� 5 nm3 building blocks calculated

for different initial configurations are given in supplementary

materials.31

B. Random carbon model

The amorphous carbon layers generated randomly are

obtained by placing C atoms with random positions within

the volume of the layer, to reach a density of 2.2 g� cm�3.

During this procedure, a new carbon atom is included in the

structure only if its distance with all existing atoms is above

a minimal distance chosen equal to 0.14nm, i.e., slightly

lower than the C-C bond length of 0.142 nm in graphene.

The resulting projected image of the a-C layer structure is

shown in Fig. 1(b) and compared with the one generated in

the tight-binding framework (Fig. 1(a)). It can be observed

that the 3D atomic configurations are very different since

characteristic features of a real amorphous carbon structure

such as hexagonal and pentagonal arrangements of atoms are

only visible in the TB carbon.

The correlation of the atom positions also strongly differ

between the two types of carbon as evidenced by the 3D radial

distribution function (RDF) presented in Fig. 1(c). Indeed, the

RDF of the TB amorphous structure displays strong peaks

related to the first and second nearest neighbour distances,

while the RDF of the random amorphous carbon is flat.

III. PHASE AND AMPLITUDE VARIATION OF
THE TRANSMITTED BEAM IN RANDOM
AND TIGHT-BINDING CARBONS

The propagation of an electronic plane wave through a

layer of amorphous carbon is presented in this section for

both the random and TB models.

In this work, dynamical theory calculations are per-

formed using a commercial (JEMS32) and a homemade soft-

ware (NanoTEM). We have used the multislice approach33

using the scattering factors given by Peng. et al.34 In our

calculations, the projected potential inside a slice is due not

only to the atoms inside the slice but also to the atoms in the

neighboring slice. When considering amorphous materials,

this point may be important because many atoms are located

close to the plane separating two slices and therefore contrib-

ute to potential in these two slices. When HRTEM images

FIG. 1. 3D perspective view of the carbon generated by: (a) tight-binging

model and (b) random model. The thickness of the box corresponding to

these two projected structures is 1 nm. (c) 3D radial distribution functions

(RDF) of carbon atomic positions generated by tight-binding (red) and ran-

dom (black) models.

213504-3 Ricolleau et al. J. Appl. Phys. 114, 213504 (2013)
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are computed, aberration coefficients of a new generation

aberration-corrected microscope, the JEM-ARM-200F are

used.35 Spherical and chromatic aberration coefficients are

Cs¼ 2 lm and Cc¼ 1 mm, respectively, two-fold astigma-

tism< 1 nm, defocus spread¼ 2.2 nm and a half convergence

angle of 1 mrad. All images are computed at 200 kV, using a

Scherzer defocus Df ¼ � 2:74 nm, and absorption and

Debye Waller factors are neglected.

Fig. 2 presents the evolution of the transmitted beam

(i.e., the unscattered part of the electron wave) through the

two types of amorphous carbon. Fig. 2(a) demonstrates that,

in both cases, the phase linearly increases with the layer

thickness, and that the increase rate is equal to the one pre-

dicted by the phase object approximation in which the poten-

tial within the layer is replaced by its average value. By

introducing the electron scattering length for carbon f e
Cð0Þ

and the average atomic density qV the phase can be

expressed as

/ ¼ k c qVf e
Cð0ÞDz; (5)

where k is the electron wavelength, c the relativistic coeffi-

cient and Dz the layer thickness. It means that the phase

of the transmitted beam is not sensitive to the details of the

amorphous structure but only to the atomic density of the

carbon layer.

The evolution of the intensity of the transmitted beam is

shown in Fig. 2(b). In the random and TB amorphous struc-

tures, the intensity linearly decreases with the layer thick-

ness, but the decrease rate is smaller with the random

structure. A 10% decrease of the intensity is obtained for a

21 nm thickness of TB carbon but requires 27 nm with the

random structure. Hence, if we define a critical thickness for

the validity of the phase object approximation using the

transmitted beam intensity, this critical thickness is about

30% overestimated if a random amorphous is used.

The link between the atomic structure and the evolution

of the wave function can also be analyzed analytically. The

way to proceed is to divide the electrostatic potential Vð~rÞ
inside the amorphous layer into a homogeneous potential �V ,

equal to the spatial average of the true potential, and a heter-

ogeneous part dVð~rÞ ¼ Vð~rÞ � �V . Then, assuming that the

heterogeneous part of the potential is smaller than the homo-

geneous one, the propagation of the wave function can be

obtained by a perturbation expansion.36 Only the main

results are discussed in this section. Details of the calcula-

tions are given in Appendix A.

Assuming that the incident beam is a plane wave of am-

plitude Wi and wave vector kz along the z axis, the solution

of the time-independent elastic scattering equation is, to the

zeroth order:

Wð0ÞðDzÞ ¼ Wi expð�ic0 DzÞ; (6)

where c0 ¼ �V=ð2kzÞ, and where the fast oscillating term

expðikz DzÞ is omitted for clarity. Note that this expression

corresponds to the wave function obtained within the phase

object approximation, in which the potential has been

approximated by its average value. At zeroth order, we there-

fore recover the phase shift given by Eq. (5) and the ones

observed in both the random and TB amorphous carbon

layers.

As shown in the appendix, the perturbation expansion to

the second order within the projected potential approxima-

tion predicts a decrease of the transmitted beam intensity

given by

Iq¼0 � 1� ðDzÞ2
X
~q 6¼0

sinc2 q2Dz

4 kz

� �
Ĉ

Dzð~qÞ jV̂ at

p ðqÞj
2; (7)

where Ĉ
Dz

is the 2D correlation function of the atoms posi-

tions in the layer and where V̂ at

p ðqÞ is the Fourier transform of

the projected potential of a single atom. Because, for not too

thick layers, the sinc function may be replaced by 1 and

because Ĉ
Dz

scales as 1=Dz (see appendix for detailed expla-

nation) we predict a decrease of the transmitted beam intensity

which is almost linear with the layer thickness, as observed in

Fig. 2(b). More importantly, we show that the decrease rate is

directly related to the amorphous carbon structure through the

atoms positions correlations. Therefore, these correlations in

the TB amorphous carbon, evidenced by the strong peaks in

the RDF, explain the faster decrease of the transmitted beam

intensity when compared to the random carbon.

IV. INFLUENCE OF THE CARBON STRUCTURE ON
THE CONTRAST OF SINGLE ATOMS IMAGING

To understand nanomaterials fabrication, the growth of

nanoparticles on surfaces or any physical mechanisms

FIG. 2. Comparison of the (a) phase and (b) intensity of the transmitted

beam (i.e., the unscattered part of the electron wave) calculated using

Random and TB carbon structures as a function of the thickness layer. The

slice thickness is 0.25 nm. The simulation box size in the layer plane is

5 nm� 5 nm with a 1024� 1024 sampling.
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involved in the transport of matter during NPs coarsening,

such as Ostwald ripening37–39 or coalescence,40–43 one has to

observe single atoms on surface. More importantly, when

nanomaterials are constituted of more than one element,

such as metallic and semiconductor nanoalloys, it is of

primary importance to determine the chemical nature of the

diffusing atoms on the substrate. This identification allows to

understand the origin of the possible compositional change

of the nanoalloys due to the non homogeneous exchange of

atoms during heat treatments.1,37

The aim of this section is to quantify the signal to noise

ratio (SNR) of the contrast of single Cu, Ag, and Au atoms

deposited on amorphous carbon by using HRTEM imaging.

We used the SNR definition proposed by Rose44 to quantify

the simulated contrast of these single atoms in the HRTEM

images. The SNR is calculated by using the following

relation:

SNR ¼ I � I0

r
; (8)

where I is the intensity value at the atom position, I0 is the

mean intensity in the carbon layer only area, i.e., the signal

is defined as the incremental change in the image intensity

due to the atom and r is the standard deviation of I0.

The atomic models used for the simulation consist in a

5 nm thick amorphous carbon layer on which 24 atoms of

Cu, Ag, and Au are placed on different positions on the a-C

substrate. The Cu atoms are positioned on the first three

columns at x¼ 0.150, 0.250, and 0.320, respectively, the Ag

atoms are in the 3 following columns at x¼ 0.430, 0.500,

and 0.570 and the Au ones are placed on the last three

columns at x¼ 0.680, 0.750, 0.850. These atoms have been

chosen because they show a large difference in their atomic

numbers. We choose to measure the intensity on several

atoms to obtain a statistical value of the SNR. For the a-C

substrate, we use the random and the tight-binding models

to generate the positions of C atoms inside five stacked

5� 5� 1 nm3 simulation boxes. A 1024� 1024 pixel2

image size was used for the simulations so as to ensure a

real space sampling of 0.005 nm.pixel�1 in both the x and y
directions.

In the multislice method used for the HRTEM image

simulations, the slice thickness along the beam direction was

0.25 nm. The defocus value ðDf ¼ � 2:74 nmÞ was chosen in

order to maximize the contrast and in a range of focus where

the variations of the SNR of single atoms contrast is almost

constant.1 In such defocus condition, the contrast of the atoms

is black. The SNR was calculated by measuring the minimum

of the intensity in a small 64 pixels� 64 pixels box centered

on the position of the atoms when they are visible on the

HRTEM images. In the case of copper atoms, the SNR was

calculated on the atoms which are visible on the HRTEM

image. The r values determined on these SNR are thus less

significant than the ones obtained for Ag and Au atoms since

they have been calculated on smaller data sets.

The resulting HRTEM images for both random and

tight-binding carbon films are shown on Figs. 3(a) and 3(b),

respectively. The values of the SNR of the intensity contrast,

and its standard deviation r, for Cu, Ag, and Au single atoms

deposited on the two carbon substrates (random and tight-

binding ones) are given in Table I.

The absolute value of the SNR increases as a function of

the atomic number while the standard deviation decreases.

This behavior is consistent with the atomic potential becom-

ing deeper when increasing the Z number of the atom by

FIG. 3. Comparison of the bright field HRTEM images of Cu, Ag and Au

atoms deposited on 5 nm thick amorphous layer calculated by (a) random

atomic positions generation and (b) using the tight-binding model approxi-

mation. The Cu atoms are positioned on the first three columns, the Ag

atoms are in the 3 following ones and the Au ones are placed on the last

three columns.

TABLE I. Value of the SNR of the intensity contrast and its standard devia-

tion r for Cu, Ag, and Au single atoms deposited on amorphous carbons

generated with the random and the tight-binding models.

Cu Ag Au

Random carbon SNR � 4.74 � 5.84 � 7.23

r 0.65 0.78 0.67

TB carbon SNR � 5.15 � 6.53 � 8.23

r 0.75 1.36 1.25
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comparison to the mean atomic potential of amorphous car-

bon. On both types of carbons, there is an overlap between

the SNR ranges of the 3 atoms due to a fairly high standard

deviation. It is thus not possible to distinguish unambigu-

ously Cu from Ag and Ag from Au whereas Cu and Au can

be clearly distinguished if they coexist on a surface.

The standard deviation of the SNR of all 3 atoms is

higher for TB carbon than for random carbon substrate. This

effect may be explained by the porosities which are gener-

ated in the TB model (see Fig. 1(a)) and which are missing

in the random amorphous. However, a detailed analysis of

the value of the standard deviation of the SNR and its link

with the existence of pores remains to be done.

Finally, we note that, in Table I, the mean values

of SNR of the atoms are slightly higher for TB carbon.

However, due to the large standard deviation values, this dif-

ference is not statistically meaningful. The origin of these

large values relies on the local density fluctuations of the

underlying a-C layer. Indeed, for small a-C thicknesses, the

projected density varies rapidly from one area to another. It

is then possible to observe important variations in the inten-

sity of the single atoms depending on its position on the a-C

substrate if the number of measurements is small. The fluctu-

ations of the local density become less and less important as

the thickness of the a-C substrate increases and this effect

becomes less significant for larger a-C thicknesses. We may

wonder if the SNR measurements on a larger number of

atom positions could reveal a statistically relevant difference

between the random and TB amorphous layers. To analyze

this point, we have performed measurements for more than

2000 positions of a Au atom. We have found that, with this

large set of measurements, no significant difference can be

observed between the values of the SNR on the two types of

amorphous carbon. This conclusion can be interpreted by

using the following simple approach.

Within the weak phase approximation, it can be shown

that the intensity measured in a HRTEM image at the atom

position is equal to the intensity that would have occurred

without the atom multiplied by a coefficient which depends

on the atom type. This coefficient, which depends on the

atomic scattering factor, can be easily measured by propagat-

ing a plane wave on a single atom without substrate. Since

the a-C generated using both models have the same density,

they must have the same mean projected potential and the

mean amplitude of the exit wave functions have to be identi-

cal. Numerically, we obtain I0¼ 0.9932 6 0.0758 for random

carbon and I0¼ 0.9931 6 0.0748 for tight-binding carbon.

Since this wave function acts as the incident wave on the sin-

gle atoms, no differences have to be observed on the mean

intensity of a given atom between the two carbon models.

V. INFLUENCE OF THE CARBON STRUCTURE ON
THE DETERMINATION OF LONG-RANGE ORDER
PARAMETER IN BIMETALLIC NANOPARTICLES

While huge progress have been done in the understand-

ing of growth and structural properties of bimetallic nanopar-

ticles (NPs), the phase diagram of such nanoalloys and

the nature of phase transitions are still open questions. In

particular, for order/disorder transitions, the quantitative

study of the transitions requires the determination of the long

range order (LRO) parameter as a function of temperature

and particle size. The measurement of the LRO can be done

using X-ray diffraction on a NP assembly but in that case no

link between the size and the value of the LRO can be made

except for perfectly monodisperse NP assemblies which are

experimentally difficult to obtain, especially for NPs grown

from vapor phase deposition techniques. While some

attempts have been done by using HRTEM imaging,45 the

best technique to determine the LRO on single nanoparticles

is electron diffraction in a TEM. Chemical ordering is a ther-

mally activated process that induces the apparition of super-

structure reflections on diffraction patterns in addition to the

fundamental reflections coming from the diffraction of the

face centered cubic (FCC) lattice of the high temperature

phase. Sato et al. and Miyazaki et al. have shown that it is

possible to determine the LRO on bimetallic NPs by using

the intensity ratio of superstructure and fundamental reflec-

tions, IS and IF, respectively, when the NPs are oriented in

kinematical diffraction conditions.46–48

In dynamical diffraction conditions, it is more trickier to

determine the LRO. Indeed, diffracted intensities depend

strongly on the NPs thickness and their orientations with

respect to the electron beam. The ratio IS/IF is then no longer

proportional to the square of the LRO parameter. In such a

case, the determination of the LRO can be done by compar-

ing the experimental IS/IF ratios measured by electron dif-

fraction to diffraction simulations obtained from structural

models where the orientation and the thickness of the NPs

are fixed and for different known values of the LRO.

In this section, we investigate the importance of the

choice of the structural model of the amorphous substrate

when measuring the LRO parameter of a supported NP. For

this purpose, we choose the CoPt system which has been

extensively studied both experimentally6,45,49–51 and

theoretically.52–55 In this system, stoichiometric alloys are

ordered at low temperature in the L10 structure. This ordered

structure is built on an underlying FCC lattice and can be

described as the stacking of alternatively cobalt-rich and

platinum-rich planes along the [001] direction. The LRO

parameter is defined by the difference in platinum composi-

tion of two successive planes.

The 4.862� 4.862� 10 nm3 boxes of amorphous carbon

were generated using both random and TB carbon models. The

size of the simulation box is chosen to be a multiple of the

CoPt unit cell parameter (0.374 nm). In this case, the diffracted

peaks of the CoPt nanoparticle coincide exactly with one point

of the sampling of the Fourier space. This ensures a rapid con-

vergence of the results with the number of sampling points and

facilitates the measurement of the intensity of the peaks.

A CoPt NP of 3 nm in size and oriented along the [001]

zone axis was placed at the bottom of the simulation boxes.

Two values for the LRO have been considered: 0.4 and 0.8.

For each configuration, electron diffraction pattern were

calculated by using the multislice technique with a slice

thickness of 0.187 nm, i.e., the distance between the (002)

planes of the CoPt FCC structure and using the same optical

parameters as those given in Sec. III.
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The intensity profiles for both the 110 superstructure

and the 220 fundamental reflections are shown on Fig. 4 for

the CoPt nanoparticle only, the NP deposited on a 10 nm

thick random and TB amorphous carbon layer and for both

values of the LRO, 0.4 and 0.8.

The values of the intensity of the 110, the 220 reflec-

tions, and the value of the IS/IF ratio for the 6 configurations

are given in Table II. The intensity of the 220 reflection is

almost not sensitive to the carbon model meaning that for

high spatial frequencies, both carbons have the same behav-

ior. On the opposite, the intensity value of the 110 reflection

depends fairly strongly on the carbon model.

For the NP with a LRO parameter of 0.4, the relative

difference between the intensity of the 110 reflection on the

two carbons is equal to 30% and for the NP with a LRO of

0.8, this difference is equal to 15%.

This result underlines the importance of using a realistic

structure for the amorphous substrate when measuring the

diffracted peaks of supported NPs, especially in the low spa-

tial frequency range and for weak intensity levels.

The amorphous carbon model generated from random

positions of the atoms does not contain any bond length and

angle that are present in the TB carbon model. Thus, the

diffraction pattern calculated by this model is a uniformly

decaying function whose envelope, as a function of the scat-

tering angle, depends on the scattering factor (Fig. 5(a)). At

the opposite, the diffraction pattern of the TB carbon con-

tains diffuse scattered rings, as observed experimentally,

arising from the 3D atomic arrangement of the C atoms gen-

erated by the TB model (Fig. 5(b)). The diffuse scattering

intensity at low spatial frequency is evidenced on the radially

integrated intensity profile as a function of the scattering

vector for both diffraction patterns shown in Fig. 5(c). In

consequence, when the NP produces diffracted peaks at low

frequencies, their intensity are increased due to the presence

of these diffuse rings, as it is the case of the 110 reflection

for the CoPt NP in our example.

For interpreting correctly experimental data, it is very

important to take into account the effect of the substrate in

the measurement of diffracted intensities of supported nano-

objects. Indeed, in our case, as it can be seen on Table II, the

I110/I220 ratios for both LRO values are almost equal for the

NP only and for the NP deposited on the random carbon sub-

strate, meaning that the substrate has no effect on the relative

values of the diffracted intensities. On the other hand, for the

NP deposited on the TB carbon, this ratio is always higher

than the one measured on the NP only. This difference is

more pronounced for the LRO value of 0.4 since the inten-

sity of the 110 superstructure reflection is weak and thus

very sensitive to the diffuse scattering intensity coming from

the TB carbon in the low spatial frequency range.

VI. CONCLUSION

In this paper, we have used a tight-binding model to

generate a realistic amorphous carbon substrate. By compari-

son with a simple model of carbon, where the atom positions

are generated randomly, we have shown that the limit

FIG. 4. Intensity profile of the 110 superstructure and the 220 fundamental

reflections obtained from the diffraction pattern of a CoPt NP with an long-

range order parameter of 0.4 and 0.8 deposited on an amorphous carbon

layer simulated by generating random atomic positions and by using the

tight-binding approximation: LRO¼ 0.4: Intensity of the (a) 110 superstruc-

ture and (b) 220 fundamental reflections; LRO¼ 0.8: intensity of the (c) 110

superstructure and (d) 220 fundamental reflections

TABLE II. Values of the intensity of the 110 and 220 reflections and the ra-

tio I110/I220 for the NP only, the NP deposited on random carbon and TB car-

bon, for the 2 values of the LRO parameter, 0.4 and 0.8.

LRO I110 I220 I110/I220

NP 0.4 5.82� 10�5 1.02� 10�3 5.71� 10�2

Random 0.4 5.36� 10�5 9.46� 10�4 5.66� 10�2

TB 0.4 8.58� 10�5 9.43� 10�4 9.10� 10�2

NP 0.8 1.41� 10�4 8.27� 10�4 1.70� 10�1

Random 0.8 1.27� 10�4 7.60� 10�4 1.67� 10�1

TB 0.8 1.52� 10�4 7.71� 10�4 1.97� 10�1
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thickness for the weak phase approximation is 30% overesti-

mated if we consider the random carbon model. We have

then studied the influence of the carbon model on the con-

trast of single Cu, Ag, and Au atoms deposited on a-C sub-

strate. Our work does not indicate any significant influence

of the carbon structure on single-atom contrast when statisti-

cally relevant measurements are performed. Finally, we have

compared both model structures of carbon for the determina-

tion of the LRO parameter in a small CoPt NP deposited on

an a-C layer. We have clearly shown, the importance to use

realistic amorphous carbon model to obtain quantitative val-

ues for the diffracted intensities. Indeed, diffuse scattering

intensity due to the 3D atomic arrangements of the realistic

carbon has a significant contribution to the scattered infor-

mation especially at low spatial frequencies. In a general

manner, this work emphasizes the necessity to use realistic

carbon model for TEM image simulations in order to extract

very sensitive quantitative information, particularly in dif-

fraction experiments.
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APPENDIX A: PROPAGATION IN A HOMOGENEOUS
ELECTROSTATIC POTENTIAL

The propagation of an electronic wavefunction inside an

electrostatic potential V(r) is given by an equation similar to

a Schr€odinger equation36

i
djWi

dz
¼ HjWi; (A1)

where the Hamiltonian is

H ¼ 1

2 kz
ð�r2 þ Vð~rÞÞ: (A2)

r2 is the two-dimensional Laplacian and kz ¼ 2p
k , k being the

electronic wavelength.

The most simple approximation of the electrostatic

potential in an amorphous layer is obtained by replacing V(r)

by its spatial average �V . In that case, plane waves jqi are

eigenfunctions of the new Hamiltonian H0 with the

eigenvalues

cq ¼
1

2 kz
ðq2 þ �VÞ: (A3)

When considering an incident wave function j0i, the propa-

gation of the wavefunction is then

jwi ¼ expð�i c0 DzÞ j0i: (A4)

APPENDIX B: PROPAGATION IN AN
INHOMOGENEOUS ELECTROSTATIC POTENTIAL

When considering a slightly inhomogeneous potential,

the propagation of the wave function can be estimated by a

perturbation expansion. If dVð~rÞ denotes the heterogeneous

part of the potential, we have

H ¼ H0 þ dVð~rÞ: (B1)

Following a classical perturbation scheme,36 the propagation

of an initial plane wave j0i is to the zeroth order given by

Eq. (A4). Then, the first order term writes

FIG. 5. Electron diffraction calculation of a CoPt NP with a LRO of 0.4

deposited on a 10 nm thick amorphous carbon layer simulated by (a) the ran-

dom model and (b) the tight-binding model. (c) Radially integrated intensity

profile as a function of the scattering vector for both diffraction patterns (a)

and (b) in black and red, respectively.
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jwð1ÞðzÞi ¼
X
q 6¼0

expð�i cq zÞ
ðz

0

expð�i ðcq � c0Þ z0Þ

� hqjdVðz0Þj0i dz0 jqi: (B2)

Equations (A4) and (B2) can be used to compute the

evolution of the transmitted beam intensity. To the second

order, calculations leads to

Iq¼0 � 1� hwð1Þjwð1Þi: (B3)

This means that the first correction to the energy of the trans-

mitted beam intensity is a decrease due to the intensity

diffracted at order 1 on the non zero jqi vectors. Using

Eq. (B2), we finally get

Iq¼0 � 1�
X
q 6¼0

ðz

0

ðz

0

expð�i ðcq � c0Þ ðz0 � z00ÞÞ

� hqjdVðz0Þj0ihqjdVðz00Þj0i� dz0 dz00; (B4)

where the star denotes the complex conjugate.

1. Inhomogeneous potential case in the projected
potential approximation

When considering thin layers, the usual approximation

is to replace the potential by its value averaged over the

thickness Dz of the layer

dVðzÞ � 1

Dz

ðDz

0

dVðz0Þ dz0 ¼
dVDz

p

Dz
: (B5)

Note that the projected potential dVDz
p is only a function of

~q ¼ ðx; yÞ, the two dimensional spatial coordinate perpendic-

ular to z. Under this assumption, Eq. (B3) becomes

Iq¼0 � 1�
X
q 6¼0

jhqjdVDz
p j0ij

2WDzðqÞ; (B6)

where

WDzðqÞ ¼ sinc2 q2

4 kz
Dz

� �
: (B7)

Note that, in an amorphous layer, the Fourier components of

the potential hqjdVDz
p j0i are negligible for large ~q vectors.

Then, for thin layers, WDzðqÞ in Eq. (B6) can be replaced by 1.

2. Fourier components of the projected potential

We now compute the Fourier components of the hetero-

geneous potential as a function of the carbon atom positions,

noted ð~qi; ziÞ. We introduce the two-dimensional atomic den-

sity operator for a layer of thickness Dz:

DDzð~qÞ ¼ 1

Dz

X
i

dð~q �~qiÞ; (B8)

where the sum is extended to all atoms inside the layer and d
is the Dirac function. The density is rescaled so that the inte-

gral over the surface layer X gives the three dimensional

density �q0. The projected potential is

VDz
p ð~qÞ ¼ Dz

ð ð
X

Dð~q 0Þ Vat
p ð~q �~q

0Þ d~q 0; (B9)

where Vat
p is the projected potential of a single atom:

Vat
p ð~qÞ ¼

ð
Vatð~q; zÞ dz: (B10)

Vatð~q; zÞ is the three dimensional potential generated by a

single atom. In Eq. (B10), the integration has been extended

to infinity because we consider a layer thickness much

thicker than the extent of the atomic potential.

Equation (B9) is a convolution, its Fourier transform is

thus a simple product. Therefore, considering non zero jqi
vectors, we have

jhqjdVDz
p j0ij

2 ¼ ðDzÞ2 jD̂DzðqÞj2 jV̂ at

p ðqÞj
2: (B11)

Introducing the two-dimensional correlation function of

atomic positions in the layer

CDzð~qÞ ¼
ð ð

DDzð~q 0Þ � �q0

� �
DDzð~q 0 þ~qÞ� �q0

� �
d~q 0; (B12)

we finally get

Iq¼0 � 1� ðDzÞ2
X
~q 6¼0

WDzðqÞ ĈDzð~qÞ jV̂ at

p ðqÞj
2: (B13)

Note that if we consider an isotropic amorphous, the correla-

tion function CDz only depends on q, the norm of the two-

dimensional reciprocal lattice.

3. Scaling of the two-dimensional atomic position
correlation function

To reveal how the autocorrelation function DDz depends

on the layer thickness Dz, we divide the layer into N sub-

layers of equal thickness. Introducing the density function

Da of the sublayers a we have

DDzðqÞ ¼ 1

N

XN

a¼1

DaðqÞ: (B14)

We now assume that the sublayer thickness is significantly

larger than the range of the atomic correlation of the three

dimensional structure (see the 3D RDF in Fig. 1(c)). Then,

atomic positions of atoms belonging to different sublayer

are essentially not correlated. Introducing Eq. (B14) in

Eq. (B12), we then get

CDzð~qÞ ¼ 1

N2

X
a

ð ð
Dað~q 0Þ � �q0

� �
Dað~q 0 þ~qÞ � �q0

� �
d~q 0:

(B15)

Because the N sublayers have the same autocorrelation func-

tion, we have

CDzð~qÞ ¼ 1

N
CDz=Nð~qÞ: (B16)
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We conclude that, as soon as the layer thickness is larger

than the three-dimensional correlation distance, the two-

dimensional autocorrelation function scales as the inverse of

the layer thickness. It means that Eq. (B13) leads to a linear

decrease of the transmitted beam intensity with respect to the

layer thickness.
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