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Léo Hemamou∗†‡, Arthur Guillon∗, Jean-Claude Martin † and Chloé Clavel‡
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Abstract—Use of machine learning for automatic analysis of
job interview videos has recently seen increased interest. Despite
claims of fair output regarding sensitive information such as
gender or ethnicity of the candidates, the current approaches
rarely provide proof of unbiased decision-making, or that sensi-
tive information is not used. Recently, adversarial methods have
been proved to effectively remove sensitive information from the
latent representation of neural networks. However, these methods
rely on the use of explicitly labeled protected variables (e.g.
gender), which cannot be collected in the context of recruiting
in some countries (e.g. France). In this article, we propose a
new adversarial approach to remove sensitive information from
the latent representation of neural networks without the need
to collect any sensitive variable. Using only a few frames of
the interview, we train our model to not be able to find the
face of the candidate related to the job interview in the inner
layers of the model. This, in turn, allows us to remove relevant
private information from these layers. Comparing our approach
to a standard baseline on a public dataset with gender and
ethnicity annotations, we show that it effectively removes sensitive
information from the main network. Moreover, to the best of our
knowledge, this is the first application of adversarial techniques
for obtaining a multimodal fair representation in the context
of video job interviews. In summary, our contributions aim at
improving fairness of the upcoming automatic systems processing
videos of job interviews for equality in job selection.

Index Terms—component, formatting, style, styling, insert

I. INTRODUCTION

Job interviews are omnipresent in recruitment procedures.
Although they are more generally conducted face-to-face, new
forms of job interviews have emerged, such as the asyn-
chronous video interview (AVI). For this form of interview,
candidates connect to a web platform and answer a series
of questions by recording themselves in a video monologue.
Later on, recruiters have the opportunity to watch these videos,
evaluate the candidates, and decide whether or not to invite
them for a face-to-face interview. The growing interest in

AVIs has naturally led to the development of algorithms and
proprietary tools to automatically assess and rank candidates
through the use of machine learning [1], [2]. The adoption
of this practice has met scepticism, both from lawmakers and
the public, as sensitive information (e.g. gender or race) could
be unintentionally used by these algorithms leading to unfair
selection results. Vendors of algorithmic pre-employment as-
sessment technologies generally claim unbiased predictions,
but these claims are rarely backed with published studies or
audits [3]. Moreover, those companies only guarantee fairness
regarding the impact disparity (i.e. if outcomes differ across
subgroups) but not regarding the treatment disparity (i.e. if
subgroups are treated differently). It therefore seems necessary
to improve these decision support models for a more accurate
and unbiased process.

In this article, we aim to ensure equal treatment by pre-
venting the automatic analysis system from using protected
variables of the candidates. Despite these variables not being
present in the input of the algorithm, we show that they
leak into the hidden representation of the neural network.
Sensitive information of the candidates can be retrieved from
the inner layers of the network. Thus there is no way of
guaranteeing that it is not used by the algorithm to predict
the candidates’ interview performance or ‘hireability’ as it
is commonly referrend to in the literature [1], [2], [4], [5].
Recently, adversarial learning have been successfully proposed
to obtain fair representations. To the initial prediction task is
added a secondary adverserial task which consists of predict-
ing the protected variables (e.g. gender and ethnicity of the
candidates). The overall objective then becomes maximization
of the hireability prediction task while minimizing the ability
of the adversary branch to predict the protected variables.
However, these techniques rely explicitly on these variables to
train the adversary branch. This dependency raises two issues
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in the context of recruitment. Firstly, the collection of these
variables is prohibited by the law in some countries. Secondly,
recruitment suffers from multiple potential biases, like physi-
cal attractiveness, obesity or age, and explicit labeling of each
protected variable by recruiters could become impossible in
practice.

In Section III, We propose, two indirect adversarial ap-
proaches, which do not explicitly rely on the protected vari-
ables of the candidate but only on images of their face,
recorded during the video interview. These images are cor-
related with the protected information, but are available, as
indeed automatic analysis of AVIs requires explicit consent
from the candidates for the processing of their videos. By
relying on a state of the art neural network designed to predict
hireability, we propose two new architectures based on this
approach.

In Section IV, we compare the performance of our ap-
proach to standard adversarial techniques that explicitly use
the protected variables. We show that it succeeds in removing
this information from the latent layer of the network without
degrading its performance on the main task or using sensitive
candidate information. We believe that our contribution repre-
sents an important first step in the field of fairness for AVIs.
While our data allows us to assess the impact of our approach
only on gender and ethnicity features, we are of the opinion
that the methods described are likely to deliver similar results
for other types of biases.

II. SOCIAL CONTEXT AND RELATED WORKS

A. Discrimination in Job Interviews

Discrimination in job interviews is a recurring problem at
the intersection of industrial and organizational psychology,
social science and ethics. Both the law and the theory of
selection process indicate that decisions should only be made
in relation to useful dimensions regarding the necessary skills
of the job. However, literature has shown that factors such
as gender, ethnicity, physical appearance or obesity do have
an influence, even though taking a decision on these factors
is expressly forbidden by law in both Europe and the United
States [6]. Moreover, in the context of AVIs, having access to
the image of the candidates early in the selection process has
a potential impact on increasing the influence of aesthetics [7],
gender or ethnicity of the candidates [8]. Approaches to
mitigate discrimination in job interviews may differ from
country to country [9]. For example, in the US, the 4th/5th
rule proposed by the EEOC (Equal Employment Opportunity
Commission) states that the ratio of the least favored group
compared to the most favored group must not be less than
0.8. In comparison, this rule cannot be used in some European
countries where it is forbidden to collect sensitive attributes
such as race [10], preventing approaches based on statistical
analysis.

These policies have an impact on the methods for measuring
fairness used in the machine learning field [11]. For instance,
classification parity ensures that performance measures are

equal between each of the protected groups, whereas anti-
classification ensures that no protected variable (race, gender,
facial attractiveness, etc.) is used to make a decision.

B. Automatic evaluation of AVIs

Originally investigated in face-to-face settings [12], auto-
matic analysis of video interviews has benefited from the
emerging trend of AVIs. Indeed, the possibility of obtaining
a large dataset as well as the structure of these interviews
has allowed the use of machine learning [1], [2] and more
recently deep learning [5], [13]–[15] to assess hireability.
However, little work has been done to investigate the question
of fairness in these systems [3], which could produce biased
outputs or unfair treatment towards minority groups. In fact,
systematic bias could be the result of bias in the dataset,
inadequate representation in the construction of the model,
or under-representation of minority populations. Thus, some
researchers have studied biases that might exist within the
dataset [13], [14] or in evaluating the fairness of the model’s
output [15]. These studies are limited to ensuring that there
is no bias in the system output or in the dataset, and they
do not propose any method in the case of a biased pipeline.
Furthermore, they do not ensure that sensitive information
does not leak into the hiring decision of the system, which
would contradict laws about equal treatment. In this paper,
we adopt the framework of previous studies on the topic,
including descriptor extraction through widely-used libraries
(OpenFace [16] and OpenSMILE [17]) and obtaining a latent
representation through a GRU-based neural architecture [18].
We show that this methodology does indeed leaks sensitive
information when inferring the hiring decision.

C. Fairness via adversarial methods

Two major problems tackled by fairness in machine learning
are group and individual fairness. Group fairness designates
the goal of producing equal or comparable results for pop-
ulations belonging to different groups, according to some
protected variable. Some approaches have been specifically
designed to tackle this problem. For example, by taking
into account the protected variables during inference [19],
researchers obtain a perfect fair classifier in terms of group
fairness. However, the application of such methods can be
limited, as positive discrimination is forbidden in several
countries (e.g. France, UK or Germany).

Individual fairness, on the other hand, consists of giving
a similar treatment to individuals that are similar regarding
the task at hand. To this end, a recent family of approaches
in machine learning focus on removing sensitive informa-
tion from neural representation during training time through
adversarial methods [19]–[21]. The idea is to obtain a rep-
resentation without any information which could potentially
lead to the recovering of the protected variables. Interestingly,
these methodologies are also linked to privacy methods where
network designers try to protect their system from attackers
trying to retrieve personal information from latent representa-
tions. Thus, adversarial learning has been used in the context



Fig. 1. Architecture of the base network trained for hireability (green, middle of the figure) and the two proposed adversarial methods: static face representation
(method A, blue, top) and negative sampling (B, red, bottom).

of speech processing [22], deep visual recognition [21], or
multimodal (prosodic and verbal content) emotion recognition
[23]. However these approaches always rely on the explicit
usage of the protected variables. In the setting of this paper,
this would rely on asking the users for this information, a
policy which would be inappropriate during a selection process
or even illegal in several countries (collecting information
about ethnicity is for example illegal in France [24]).

In this article, we evaluate the utility of adversarial methods
regarding protection of gender and ethnicity in the context
of hireability prediction from multimodal monologue videos
without the need of collecting additional sensitive information.

III. PROPOSED CONTRIBUTION: AN INDIRECT
ADVERSARIAL APPROACH

We present a new adversarial approach, available in two
forms, to remove personal information of AVI candidates from
the latent layer of a deep network trained for hireability. To
this end, instead of using the candidates’ protected features di-
rectly, we use a representation of their face, which is extracted
from the AVI. In this article, we integrate our approach with
an architecture inspired by the state of the art of automatic
AVI analysis. We first present the data used, the features and
the base architecture in Section III-A. The two new adversarial
architectures are presented in Section III-B.

A. Main task: base network for predicting hireability

The data used in this article are videos from the dataset
“ChaLearn First Impressions” [13]. To our knowledge, this
dataset dataset is the only one which reproduces conditions of
AVIs (monologue video), is annotated for hireability, provides
sensitive information (gender and ethnicity) of the “candi-
dates” and is publicly available. We also sought industrial

partners for collaboration but found no company willing to
explicitly collect sensitive information from real candidates.

Dataset description. The ChaLearn dataset consists of
n = 10000 video clips extracted from over 3000 YouTube
videos of people facing the camera and speaking in English.
The number of clips appearing in the data for each video
varies from 1 to 5 and their length is 15 s. Each video
was annotated for a binary hireability variable by Amazon
Mechanical Turk workers, who were asked whether or not
they would invite the persons to a job interview. Note that
because annotators are not trained recruiters, we expect first
impressions to have a greater impact on hireability inference,
making it more difficult to remove sensitive information from
the representation. Although the ChaLearn dataset comes with
a proposed 3-way split between training, validation and test
sets, we found that 84 % of clips from the test set have at least
one clip in the train set extracted from the same Youtube video.
This overlap is potentially problematic, since it could allow
classifiers to obtain good results on the hireability prediction
task by learning speakers’ specific features, e.g. facial or audio,
a strategy that makes no sense from the point of view of
recruitment. For this reason, we use our own 3-way split with
no overlap.

Sensitive information. Each video was annotated with gen-
der (male or female) and ethnicity (asian, caucasian or african-
american). In this article, we consider these annotations (gen-
der and ethnicity) as the protected variables which should not
be used during the hireability inference. As such, they are only
used for the evaluation of the proposed algorithms. Table I
displays the average hireability label of each protected class
in the complete dataset as well as in all subsets, along with
the distribution of the members of these classes.

Features for hireability prediction. Following the method-



Protected variable Complete dataset Training set (6991 clips) Validation set (1448 clips) Test set (1559 clips)
Gender - Female 0.560 0.560 (3053) 0.575 (702) 0.541 (783)
Gender - Male 0.495 0.482 (3938) 0.524 (746) 0.519 (776)
Disparate Impact 0.883 0.860 0.911 0.959
Ethnicity - Asian 0.570 0.584 (236) 0.718 (32) 0.444 (63)
Ethnicity - Caucasian 0.541 0.537 (5998) 0.545 (1273) 0.554 (1327)
Ethnicity - African-Americans 0.434 0.424 (757) 0.559 (143) 0.374 (171)
Disparate Impact 0.761 0.726 0.759 0.675

TABLE I
SIZE AND MEAN VALUE OF THE HIREABILITY LABEL FOR THE CHALEARN FIRST IMPRESSIONS DATASET, ACCORDING TO OUR

TRAINING/VALIDATION/TEST SETS AND THE CLASSES FORMED BY THE TWO PROTECTED VARIABLES.

ology from automatic analysis of interview literature [1],
[5], [14], we use three different modalities: vocal cues of
the video, facial expressions of the candidate and verbal
content. Each of these modalities is extracted from the video
as a time series. We extract audio frame-level features from
each video using the OpenSmile ComParE [25] feature set,
which is standard in the affective computing community. This
results in a 130-d time series to represent audio. Frame-level
facial expression features are extracted using the OpenFace
library [16]. These include: position and rotation of the head,
presence and intensity of facial Action Units and direction
of the gaze resulting in a vector of dimension 52. Finally,
as manual transcripts of each video clip are available, we
compute a BERT [26] encoding of each transcript using the
second last layer of the base uncased BERT model provided
by HuggingFace. We build a representation of the transcript by
sequencing the embeddings word by word, obtaining a 768-d
time series.

Base network for hireability. Our approach was not
designed with a specific architecture in mind and could be
used on any deep learning algorithm trained for hireability.
In conducting experiments for this article, we use an ar-
chitecture adapted from that published previously under the
name HireNet [5]. Moreover, in addition to the monomodal
networks from [5], we also propose to study the impact of our
approach on a simple multimodal representation, by fusing the
three modalities through the use of a Gated Multimodal Unit
(GMU, [27]). The GMU works by projecting all modalities on
the same space and learning the contribution of each through
a gated mechanism.

Figure 1 presents the base network as well as the two
methods we propose. The base multimodal network is shown
in the middle of the figure, which depicts the three modalities
and the GMU, together with several dense layers and the
binary hireability label. On the figure, the green box depicts the
inner layers of the network. In the following, we denote by H
the latent representation of the top layer of this subnetwork,
and θH the corresponding learned parameters. Likewise, we
denote by θD the parameters of the dense layer responsible for
the hireability decision. Monomodal networks are not shown,
but are obtained by removing the GMU layer and stacking the
dense layers on top of the corresponding bidirectional GRU
unit.

Static representations of the candidates’ faces. Our

approach uses static representation of the candidates’ face,
captured during the AVI, to remove private information from
the hidden layer of the network. We use OpenFace confi-
dence levels to extract 5 frames where facial action units
are minimal (to obtain the most neutral face). Then, a face
representation is obtained using a pre-trained neural network
for face recognition tasks, namely ArcFace [28]. We obtain
a 512-dimensional vector per candidates by averaging face
representations belonging to each candidate. In Figure 1, usage
of these static faces representations is shown by boxes labeled
“ArcFace”.

B. Indirect adversarial approach

In the context of recruitment, the goal is to predict the
hireability Y of the candidate from their video interview X
without using protected features Z. In the adversarial setting,
this amounts to learning a latent representation H from
which Z cannot be predicted. However, unlike in a classical
adversarial framework, Z is not accessible. Instead, we have
access to the candidate’s face W , which is correlated to Z
but contains a lot of additional information. For this reason, it
is necessary to project W on a simpler space that respects the
protected classes formed by the variable Z (candidates of the
same gender, ethnicity, glasses, hair color, tatoos, etc). In this
paper, we propose two methods to compress W and learn an
independent representation H .

Our two proposed methods employ adversarial training.
More precisely, we aim to maximize performance for the
hireability objective while minimizing an adversarial objective.
The complete model is trained by optimizing the following
min-max objective:

min
θH ,θD

max
θA
LT (θH , θD)− λLA(θH , θA) (1)

where θH and θD are the parameters of the base networks
defined in the previous section, θA is the parameter of the
adversarial branch, λ ≥ 0 is a trade-off hyperparameter
between the hireability objective and the adversarial objective,
LT is the loss function for the hireability prediction, i.e. binary
cross-entropy, and LA is the loss function for the adversarial
branch, detailed in the next sections.

Our adversarial approach is implemented through a Gradient
Reversal Layer (GRL, [29]), which is a special layer with no
weight vector. It behaves as the identity function during the
forward pass, but negates the gradient during the backward



pass, resulting in the network unlearning the corresponding
information. Figure 1 present both methods (top and bottom
of the figure).

First method: static representation of the faces. The first
method we propose, shown at the top of Figure 1, uses the
previously computed ArcFace representation of the candidates’
faces as a target for the adversarial branch. However, instead
of using the raw ArcFace representation (a 512-d vector),
we extract a compressed representation W ′ using the UMAP
algorithm [30]. UMAP is a dimensionality reduction method
that projects the data while respecting local distances for
similar points and global distances for dissimilar points. By
preserving intra and inter-cluster distances, our goal is to
obtain a low-level representation that respects the majority of
inter-individual differences within the data, which we hope
will coincide with the gender and ethnicity of the candidates.
In this case, the adversarial objective function is the classical
mean squared loss function :

LA =
1

N

N∑
i=1

(W
′

i − f(Hi))
2 (2)

where f denotes the dense layers on top of the GRL.
Second method: negative sampling. We propose a second

method, independent of the first, shown at the bottom of the
Figure 1. Rather than relying on a compressed representation
of the candidates’ faces, we sample k − 1 negative faces rep-
resentation from other candidates. Like the previous method,
a GRL is grafted just after the processing of the interview
representation H . Then the task of the adversarial branches
is to identify which face is associated with the interview
representation H . More precisely we compute for each pair
(H,Wl)l=1..k the value of interest pl :

pl =
exp(g(H,Wl))∑k
j=1 exp(g(H,Wj))

(3)

where g is a learnt function behaving as a similarity function
between H and Wl. Finally, we obtain the following adver-
sarial loss function :

LA =
1

N

N∑
i=1

k∑
l=1

δil log(pl) =
1

N

N∑
i=1

log(pi) (4)

where δil = 1 if face l matches the ith interview, 0
otherwise.

In practice, as shown at the bottom of the Figure 1, g
consists of three sub-components. The first one is the encoding
of the faces (left of the frame on the figure). The second one
is, like the previous method, a branch based on a GRL in
charge of encoding the representation of the interviews. The
third one consists of a Hadamard product between the face
and the interview representation followed by a dense layer.
We chose k equal to 5 resulting in batches of one positive and
4 negative pairs.

IV. EXPERIMENTS

In order to assess our approach, we compare the algorithms
from Section III with a standard adversarial baseline which
explicitly uses the protected variables of gender and ethnicity.

A. Evaluation metrics and baseline classifiers

Hireability metrics. Evaluation metrics used for the hire-
ability task are the accuracy (ACC) and the Area under
the ROC curve (AUC). These evaluation metrics are well
suited for binary classification and have been widely used in
automatic analysis of AVIs [2], [13].

Fairness metrics. In order to assess the presence of sen-
sitive information in the latent representation of the base
network, we use a standard privacy-inspired metric: first, we
train two diagnostic classifiers, Logistic Regression (LR) and
XGBoost [31] (XGB) to recover the protected variable (gender
or ethnicity) from the latent representation of the network,
using the same training, validation and test sets. We use the
AUC of these classifiers as a metric. In the case of a multi-class
problem, we report the macro one-vs-rest AUC. This protocol
is widely used in the privacy and fairness literature [20], [23].
Good performance of the diagnostic classifiers means that sen-
sitive information is still contained in the latent representation.

The second metric we use is the Disparate Impact (DI):

DI =
Pr(Y = 1|Z = unprivileged)

Pr(Y = 1|Z = privileged)
(5)

Although it is not explicitly optimized by our proposed
approach, it enables us to monitor any potential change in
the DI as this metric is used in human resources and in the
fair machine learning literature [9]. A DI closer to 1 induces
a fairer selection rate across groups.

Standard supervised adversarial learning. We compare
our approach to a standard adversarial method which explicitly
uses either gender or ethnicity variables. These baselines have
the same architecture as the first method from Section III-B,
except that the adversarial head is replaced by a sigmoid
(gender) or a softmax (ethnicity) to predict the class, and are
called “Supervised” in the following.

Size of the representations. As pointed out in section
Section III-B, the dimensions of the compressed representa-
tion W could be critical. In order to investigate this aspect, we
run our experiments by varying this dimension. Specifically,
we evaluate both approaches by using either dimensions 2
(highly compressed representation) or 16 (low dimensional
representation).

B. Experiments results

Table II presents the results of the experiments, averaged
over 3 runs. Proposed methods appear under the name “Static
faces” and “Negative sampling”, followed by the size of the
representation. The results are detailed for each modality and
each hireability classifier, allowing comparison of the base
“unprotected” network to the adversarially trained networks.
The Hireability column gives the performance for the main
task. Columns AUC Gender and AUC Ethnicity present the



Hireability Gender Ethnicity DI Gender DI Ethnicity

AUC ACC AUC AUC

Language modality
Unprotected 0.613 0.584 0.584 0.500 0.984 0.867
Supervised gender 0.611 ±9.8e-4 0.582 ±6.4e-4 0.567 ±2.5e-2 - 0.957 ±1.1e-2 -
Supervised ethnicity 0.609 ±1.3e-5 0.576 ±2.9e-3 - 0.522 ±1.9e-2 - 0.832 ±2.7e-2
Static faces 2 0.611 ±1.0e-3 0.580 ±9.7e-4 0.578 ±5.0e-3 0.503 ±6.7e-3 0.986 ±1.2e-2 0.818 ±2.9e-2
Static faces 16 0.612 ±1.1e-3 0.580 ±2.3e-3 0.573 ±4.0e-3 0.506 ±1.3e-2 0.963 ±1.0e-2 0.834 ±1.6e-2
Negative sampling 2 0.604 ±5.8e-3 0.578 ±1.3e-3 0.527 ±2.2e-2 0.527 ±4.9e–3 0.974 ±1.0e-2 0.828 ±1.1e-1
Negative sampling 16 0.609 ±1.7e-3 0.578 ±5.8e-3 0.565 ±2.3e-2 0.500 ±0.0 0.973 ±2.0e-2 0.845 ±4.1e-2

Audio modality
Unprotected 0.695 0.642 0.850 0.506 0.837 0.913
Supervised gender 0.692 ±1.3e-4 0.638 ±6.7e-3 0.584 ±6.7e-3 - 0.954 ±8.6e-3 -
Supervised ethnicity 0.695 ±4.4e-4 0.640 ±2.3e-3 - 0.511 ±7.1e-3 - 0.892 ±1.1e-2
Static faces 2 0.674 ±5.8e-3 0.597 ±2.5e-2 0.593 ±1.4e-2 0.501 ±2.5e-2 0.880 ±3.1e-2 0.946 ±2.0e-2
Static faces 16 0.695 ±5.6e-4 0.642 ±6.4e-4 0.811 ±2.6e-2 0.505 ±1.2e-2 0.847 ±3.7e-3 0.903 ±1.9e-2
Negative sampling 2 0.678 ±4.2e-3 0.645 ±9.6e-3 0.593 ±4.0e-2 0.514 ±8.4e-3 0.947 ±3.7e-2 0.856 ±3.2e-2
Negative sampling 16 0.674 ±1.6e-2 0.633 ±9.8e-3 0.642 ±6.1e-2 0.519 ±2.2e-2 0.956 ±5.2e-2 0.881 ±4.3e-2

Video modality
Unprotected 0.700 0.647 0.745 0.661 0.591 0.708
Supervised gender 0.693 ±3.5e-3 0.647 ±3.2e-3 0.650 ±1.1e-2 - 0.769 ±2.0e-2 -
Supervised ethnicity 0.698 ±1.2e-3 0.654 ±3.3e-3 - 0.520 ±1.7e-2 - 0.744 ±3.3e-3
Static faces 2 0.700 ±5.9e-4 0.650 ±4.0e-3 0.665 ±5.3e-3 0.646 ±9.1e-3 0.704 ±1.8e-2 0.864 ±6.7e-2
Static faces 16 0.699 ±8.3e-4 0.651 ±1.9e-3 0.708 ±1.6e-2 0.643 ±1.2e-3 0.636 ±9.2e-3 0.775 ±7.2e-3
Negative sampling 2 0.658 ±6.4e-3 0.613 ±4.3e-3 0.659 ±1.9e-2 0.585 ±1.3e-2 0.971 ±4.5e-2 0.745 ±9.0e-2
Negative sampling 16 0.693 ±2.2e-3 0.643 ±1.6e-3 0.656 ±1.3e-2 0.630 ±2.2e-2 0.692 ±2.6e-2 0.707 ±1.5e-2

Multimodality
Unprotected 0.741 0.682 0.762 0.582 0.695 0.656
Supervised gender 0.730 ±5.2e-3 0.675 ±1.1e-2 0.647 ±5.6e-2 - 0.851 ±9.5e-2 -
Supervised ethnicity 0.731 ±2.7e-2 0.669 ±5.5e-3 - 0.538 ±3.2e-2 - 0.636 ±3.2e-2
Static faces 2 0.730 ±1.9e-3 0.667 ±8.4e-3 0.644 ±6.2e-2 0.510 ±3.0e-2 0.847 ±2.9e-2 0.640 ±7.2e-2
Static faces 16 0.741 ±1.1e-3 0.683 ±2.0e-3 0.752 ±2.2e-2 0.552 ±7.2e-3 0.759 ±3.9e-3 0.652 ±1.1e-2
Negative sampling 2 0.706 ±1.8e-2 0.655 ±1.6e-2 0.615 ±1.7e-2 0.535 ±1.4e-2 0.911 ±6.2e-2 0.852 ±2.2e-2
Negative sampling 16 0.718 ±4.2e-3 0.656 ±9.7e-4 0.649 ±2.3e-2 0.509 ±1.3e-2 0.860 ±1.0e-2 0.772 ±5.7e-2

TABLE II
PERFORMANCE (AUC AND ACC) OF THE DEEP NETWORKS FOR THE HIREABILITY TASK, MAXIMUM PERFORMANCE (AUC) BETWEEN THE DIAGNOSTIC

CLASSIFIERS (LR OR XGB) FOR THE IDENTIFICATION OF GENDER AND ETHNICITY FROM THE LATENT REPRESENTATION OF THE NETWORKS, AND
DISPARATE IMPACT (DI) FOR GENDER AND ETHNICITY OF THE NETWORKS, FOR THE FOUR ARCHITECTURES.

maximum performance of the diagnostic classifiers, LR or
XGB, for the task of predicting gender and ethnicity from
the latent representation of the networks. Columns DI Gender
and DI Ethnicity give the disparate impact of each classifier
for the base network and each adversarially trained classifier.
For each modality and fairness metric, best scores for indirect
methods are shown in bold. We discuss the results as a series
of questions and answers:

Do automatic predictions amplify the bias present in human
annotation? We compare the DI columns for “unprotected”
networks to the DI displayed in Table I, which is linked
to the annotations of the dataset. Regarding gender, DI for
audio, video and multimodal models is lower than with human
annotations, hence the predictions are less fair than gold truth
annotations. On the other hand, predictions based on language
modality are fairer. Regarding ethnicity, the language and au-
dio models show a higher disparate impact than actual human
annotations, whereas video and multimodal models seem to
degrade disparate impact. Interestingly, the multimodal model
is the worst model regarding disparate impact whereas it
presents the best performance regarding hireability.

Can we recognize gender and ethnicity given represen-
tations trained solely for hireability task? We discuss here
the AUC scores of diagnostic classifiers for both gender and
ethnicity on the unprotected networks. The high AUC values
show that gender can be retrieved from the audio, video and
multimodal models, but not from the language model. AUC
scores for ethnicity are important only for video and, to a lesser
extent, multimodal models, meaning that some information is
retrievable. Finally, contrary to [23], our multimodal model
does not show a higher leakage than our unimodal models.

What is the impact of supervised adversarial training on
protected variables? As our work is the first to apply ad-
versarial methods to AVIs, we comment on the effectiveness
of classical adversarial methods. By comparing the AUC
and accuracy values in the first columns between the unpro-
tected method and the two supervised methods, we observe a
marginal decrease in performance. For the audio, video and
multimodal modalities, the decrease in AUC of the diagnostic
classifiers shows that sensitive information is effectively re-
moved from the latent representation. These scores provide a
gold standard for the indirect methods we propose.



What is the impact of indirect adversarial methods on hire-
ability performance and protected variables? We discuss here
the columns Hireability, Gender and Ethnicity for the indirect
methods we propose, Static faces and Negative sampling. For
the audio modality, the indirect methods decrease the AUC
of the diagnostic classifier for gender (except for the Static
faces 16 method, discussed in the next question). This results
in a score comparable to the supervised method in two cases,
but also slightly affects the AUC for Hireability. Ethnicity is
little affected, since the diagnostic classifiers have an AUC
very close to 0.5 even for the Unprotected classifier. For the
video modality, there is little gain for gender. However, for
ethnicity, only the Negative sampling 2 method obtains an
important drop in AUC from the diagnostic classifier, but this
performance comes at the price of a drop in performance on
the hireability prediction task. In the multimodal case, the
indirect methods obtain good results with only a slight impact
on the classifier’s performance.

What is this impact of dimensionality of the compressed rep-
resentation? In all columns, there are differences in outcome
among the 4 indirect adversarial approaches. In particular,
we notice that approaches using a 2-dimensional represen-
tation for faces generally perform better than the same 16-
dimensional approach. The diagnostic AUCs of the Unpro-
tected and the Static faces 16 methods are very close, showing
that the latter is particularly inefficient. On the contrary, the
Negative sampling 2 method obtains generally low AUC di-
agnostic scores, and performs better than the other approaches
for gender in language, for ethnicity in video and for the
multimodal modality in general. However, it is also the model
which obtains the worst performance on the Hireability task,
particularly in the video and multimodal cases, reflecting the
tradeoff between the two competing tasks.

What is the impact of indirect adversarial methods on the
fusing step for the multimodal model? Modalities are fused
by the GMU through a weighted sum of each modality. As
the model is simple enough we can investigate the norm of
the vector for each modality, which reflects their degree of
contribution to the multimodal representation. We display in
Figure 2 the boxplots of the contribution of each modality
to the multimodal vector depending on indirect adversarial
methods used. Here, we observe that, for the unprotected
model, the visual modality contributes the most, followed by
the audio and language modalities. We then observe that the
adversarial training does have an impact on the fusing step
for the multimodal model especially for the Static Face 2,
NS 2 and NS 16 methods. This influence is reflected in a
greater contribution of the language modality and in a smaller
contribution of the visual modality. Interestingly, the Static
Face 16 method does not show this influence reinforcing
our thinking that this method performs worse than the other
three. Overall, we can assume that adversarial training tends
to decrease the contribution of the most problematic modality
and strengthens the contribution of the modality least likely to
leak sensitive information.

Does our approach improve Disparate Impact as well?

Fig. 2. Boxplots of the contribution of each modality constituting multimodal
vector through the GMU depending on the different adversarial training
methods. NS stands for Negative Sampling. The number stands for the
dimension of the representation.

Although the approach we propose aims to reduce the poten-
tial disparity of treatment for automatic evaluation of AVIs,
measuring the Disparate Impact shows that this improvement
can also benefit group fairness. Thus, the last two columns
of the Table II show that adversarial methods often improve
the Disparate Impact (with the exception of the Supervised
Ethnicity method) compared to the Unprotected network, and
that this increase is often even greater for indirect approaches
that have succeeded in removing sensitive information from
the latent representation. Both types of fairness can thus
coexist, to a certain extent.

V. CONCLUSION AND FUTURE WORK

Guaranteeing equal treatment of candidates is crucial during
a job interview. Here, we evaluate the potential for discrimi-
nation in a state-of-the-art hiring system on a public dataset.
Despite not using sensitive features as input, we show that gen-
der and ethnicity are retrievable from the latent representation
of the system. Taking into account the fact that some countries
prohibit the collection of this protected information in the
context of recruiting, we use adversarial learning to remove
sensitive information from the latent representation using
accessible information which can be easily extracted from the
video interviews as a proxy – the face of the candidates. Com-
paring this to more standard adversarial baselines, we show
that our approach succeeds in removing protected information
from the latent representations of the models. Moreover, we
observe experimentally that the proposed algorithms generally
improve the disparate impact even if group fairness is not
targeted by our methods. Overall, we would like to reiterate
that automatic hiring decisions should not be made without
any human intervention and we believe that our work is a
first step towards better addressing ethical issues in automatic
analysis of AVI. In future work, we aim to test our approach
on different datasets (e.g. more realistic or balanced), or other
critical tasks such as automatic emotion recognition.
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APPENDIX

A. Formalization

In our model, we denote each instance by the triplet
X,Y, Z where X denotes the candidate’s answer, Y the
hireability label of this candidate and Z the protected variables
which must not be used for inference of Y . Let X{L,V,A}
∈ RT{L,V,A}×d{L,V,A} the sequence of low level descriptors
describing the candidate’s answer respectively from the three
modalities: language (L), video (V) and audio (A). Tm and dm
represent the sequence length and feature dimension of the
modality m ∈ {L, V,A} as each modality has a different
sampling frequency and feature dimension. We consider our
problem for the main task as a classification problem: Y is a
binary variable (i.e. hirable or not hirable). Finally protected
variable Z is a categorical variable (e.g. gender or ethnicity).

B. Architecture

The goal of our model is to maximize the performance of
the main task (e.g. hireability prediction) while minimizing
the performance to predict Z. In that sense, our system
is composed of three parts: a) the main network which
encodes information from the multimodal answer X to a
latent representation H , b) the hireability classifier which
classifies the answer based on the representation H and c)
the adversarial branch network which tries to predict Z based
on the representation H .

Base network for hireability. Previous literature [5] sug-
gests the relevance of recurrent neural networks for modeling
the sequentiality of job video interviews. Inspired by such
approaches we encode each modality separately by a specific
modality encoder in order to obtain a better representation of
each element for the intra-modality representation [32]. For
that purpose, we use a reccurrent neural network component,
namely a Bidirectional Gated Recurrent Unit (BiGRU).

zmt = BiGRU(xt), t ∈ [1, Tm] (6)

In order to obtain a fixed size vector for each modality
and to account for salient moments in the candidate’s answer
[5], we use an additive attention mechanism, described by the
following equations:

umt = tanh(Wm
A z

m
t + bm)

αmt =
exp(um>p umt )∑
t′ exp(u

m>
p umt′ )

om =
∑

t
αmt z

m
t (7)

where Wm
A are weight matrices, ump and bm are weight vectors

and um>p denotes the transpose of ump respectively for m ∈
{L,A, V }.

Previous work on job interview analysis using deep learning
approaches [5], [14] do not offer satisfactory multimodal
representation of the inputs. We thus propose to improve
the multimodal representation by fusing the three modalities
through the use of a Gated Multimodal Unit (GMU, [27]).
The GMU works by projecting all modalities on the same
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space and learning the contribution of each through a gated
mechanism. We propose to use it on top of the attention
mechanism of each modality.

õa = tanh(WAprojo
a)

õl = tanh(WLprojo
l)

õv = tanh(WV projo
v)

σa = σ(WAgating[o
a, ol, ov])

σv = σ(WLgating[o
a, ol, ov])

σl = σ(WV gating[o
a, ol, ov])

omultimodal = σa ∗ õa + σl ∗ õl + σv ∗ õv (8)

where WAproj , WLproj , WV proj , WAgating , WLgating ,
WV gating are weight matrices, σ is the sigmoid function
and [x, y] is the concatenation of x and y. Output of the
multimodal unit is then given by omultimodal, which represents
the multimodal information of the answer.

On top of the multimodal representation, we choose to
use a simple combination of two dense layers, which is a
simplification of the architectures found in the literature and
built on the structure of AVIs [5], [14]:

h1 = tanh(W>1 o
multimodal + b1) (9)

H = tanh(W>2 h1 + b2) (10)

where W1 and W2 are weight matrices and b1 and b2 are
weight vectors. We denote by θH the parameters of the main
network.

Hireability classifier. Once H is obtained, we use it as
representation in order to infer hireability:

Ŷ = σ(WvH + bv) (11)

where Wv is a weight matrix and bv a weight vector. We
denote by θD parameters of the hireability classifier.

As the problem we are facing is that of a binary classifica-
tion, the loss function of the main task is:

LT = − 1

N

N∑
i=1

Yi log Ŷi + (1− Yi) log(1− Ŷi)

where Y denotes the true labels of hireability of candidates.
Supervised Adversarial Branch Network. In order to

force the network to forget sensitive information, we use an ad-
versarial approach to train a second branch on top of the latent
representation H , which learns to recover sensitive information
about the candidates. This second branch is grafted on the
main network through a Gradient Reversal Layer (GRL, [29]).
A GRL is a special layer with no weight vector or matrix,
which behaves as the identity function during the forward pass,
but negates the gradient during the backward pass, resulting
in the network unlearning the corresponding information. In
order to obtain a fairer representation, we decide to use a
deeper network than the hireability branch. Also, as type of

protected variables change, we use different activation or loss
function. More precisely:

Ẑ = softmax (W4σ(W3H + b3) + b4)

where W3, W4 are trainable weight matrices and b3, b4 are
trainable vectors. We denote by θA the parameters of the
adversarial branch. Then, the loss of the adversarial branch
is as follow :

LA = − 1

N

N∑
i=1

C∑
j=1

Zij log(Ẑij)

where C denotes the number of classes for categorical Z (e.g.
2 for gender and 3 for ethnicity in our case).

Following the notations used in the main article, the com-
plete model is trained by optimizing the following min-max
objective:

min
θH ,θD

max
θA
LT (θH , θD)− λLA(θH , θA)

where λ ≥ 0 is a trade-off hyperparameter between the
hireability objective and the adversarial objective.

C. Indirect adversarial approach method 1 : static represen-
tation of the faces

We describe in this subsection the function f applied to the
representation H refered in section 3.2 ”First method: static
representation of the faces” of the main article.
f consists in two dense layers, more precisely :

f(H) =W6(W5H + b5) + b6

where W5, W6 are trainable weight matrices and b5, b6 are
trainable vectors.

D. Indirect adversarial approach method 1 : static represen-
tation of the faces

We describe in this subsection the function g applied to each
pair (H,Wl)l=1..k referred in Section 3.2 ”Second method:
negative sampling” of the main article.
g consists in three sub-components, more precisely :

Ŵl = g1(Wl) = tanh(W7Wl + b7)

g1 is responsible for encoding the face represention in a low
dimensional space. W7 is a trainable weight matrix and b7 is
a trainable vector.

Ĥ = g2(H) = tanh(W9(W8H + b8) + b9)

g2 is responsible for encoding the interview represention. W8,
W9 are trainable weight matrices and b8, b9 are trainable
vectors.

g(Wl, H) = g3(Ŵl, Ĥ) =W10(Ŵl � Ĥ + b10)

g3 is responsible for estimate similarity measure between Ŵl

and Ĥ . W10 is a trainable weight matrix and b10 is a trainable



vector, � stands for the Hadamard product (element-wise
product).

We have followed this training strategy in order to train the
model :

1) First we train the main network and the hirability branch
(θH and θD).

2) Then, we train only the adversarial branch (θA)
3) The adversarial training is then organized by alterna-

tively train the full network (θH ,θD, and θA) or only
the adversarial branch (θA)

a) Train the whole network (main network, hirability
branch, adversarial branch on top of the GRL) for
one epoch (θH ,θD, and θA)

b) reset weights of the adversarial branch (θA)
c) train adversarial branch until any improvement on

the validation loss (θA)
We reiterate this loop until the validation loss defined
by

min
θH ,θD

max
θA
LT (θH , θD)− λLA(θH , θA)

does not improve.
All the experiments, including the pretraining of base mod-

els for hireability, are ran 3 times and results are averaged. As
mentionned in the attached code archive, all the experiments
have been ran on a 32-core CPU server with 93 GB of RAM
and P100 NVidia Tesla GPU with 16 GB of VRAM. The total
runtime is between 3 weeks and 1 month.

E. Hyperparameters of the model

We describe here the hyperparameters (optimizer, layers
sizes. . . ) used for the architecture detailed in Section 4.2 in
the main paper. In order to find the best hyperparameters,
we conducted a grid search on the first task (hireability
prediction), but observed little variation in the results. The final
hyperparameters are displayed in Table III, using the same
notations as in the paper.

Note that size of W4 and b4, which describe the final
dense layer of the adversarial branch, vary depending on
the protected variable: 1 for gender (sigmoid output), 3 for
ethnicity (softmax output).

During the adversarial training, we observed that the λ
hyperparameter had a somewhat important effect on the perfor-
mance. For the experiments, the grid used for the lambda value
was {0.5, 1, 2, 5, 10}. For a given modality, the selected λ
parameter is the one corresponding to the minimum final
values of the loss function LT − LA on the validation set,
which represents a trade-off between the hireability and the
privacy-inducing tasks. Table IV displays the value chosen for
all the models.

F. Hyper parameters for diagnostic classifiers

Two diagnostic classifiers are used to retrieve the protected
variables from the network latent representation, Logistic
Regression (LR) and XGBoost. During our initial experiments,
we conducted a grid search on the hyperparameters of the two
algorithms, but observed little variation on the performance of

Hyper parameter Value or Dimensions
Optimizer Adam
Units of intra-modality Bi-
GRU

16

Wm
A , ump and bm [30,16],30,30

WAproj , WLproj , WV proj [48,16],[48,16],[48,16]
WAgating , WLgating ,
WV gating

[1,48],[1,48],[1,48]

W1, b1 [16,48],16
W2, b2 [16,16],16
Wv , bv [1,16],1
W3, b3 [30,16],30
W4, b4 depending on the out-
put

[(1/3),30],(1/3)

W5, b5 [30,16],30
W6, b6 depending on the out-
put

[(2/16),30],(2/16)

W7, b7 depending on the hid-
den size chosen

[(2/16),512],(2/16)

W8, b8 [32,16],32
W9, b9 depending on the out-
put

[(2/16),32],(2/16)

W10, b10 depending on the
hidden size chosen

[1,(2/16)],1

Batch size 32
Regularization L2 10−4

Dropout 0.2
Gradient Clip 1.0
Learning rate joint training 0.0001
Learning rate adversarial
branch

0.003

TABLE III
HYPER PARAMETERS USED FOR TRAINING THE MODEL

XGBoost classifier. Because the hyperparameter search was
very extensive for this classifier, we decided to select a set
of average values for the parameters: loss reduction split γ is
fixed to 0.1, regularization parameter α ∈ {0.3, 0.5} and num-
ber of estimators is 500. For LR, we observed more variation
in the output depending on the regularization parameter. We
thus run a hyperparameter search each time, selecting the best
value in the range 10−4...104, depending on the performance
on the validation set, and both `1 and `2 norms were tested.

Although the ChaLearn dataset comes with a proposed
3-way split between training, validation and test sets, we
found that 84 % of clips from the test set have at least one
clip in the train set extracted from the same Youtube video.
This overlap is potentially problematic, since it could allow
classifiers to obtain good results on the hireability prediction
task by learning speakers’ specific features, e.g. facial or audio,
a strategy that makes no sense from the point of view of
recruitment. For this reason, we use our own 3-way split with
no overlap. Table V presents the statistics of the protected
variables for the new split.

G. Experiments on the original dataset

As an illustration of the differences between the two sets, we
conduct two experiments. Firstly, we show that it is possible
to obtain good results to the original ChaLearn challenge by
using a naive baseline. For this, we use the original test set and,
for each video, predict an hireability score by computing the
average of the original hireability (binary) labels for candidates



Protected variable Language Audio Video Multimodal
λ Static faces 2 5.0 2.0 2.0 10.0
λ Static faces 16 10.0 5.0 2.0 1.0
λ Negative sampling 2 5.0 10.0 10.0 2.0
λ Negative sampling 16 10.0 5.0 2.0 1.0
λ Supervised gender 0.5 0.5 1.0 0.5
λ Supervised ethnicity 10.0 0.5 1.0 10.0

TABLE IV
SUMMARY OF LAMBDA CHOSEN DEPENDING ON MODALITY AND PROTECTED VARIABLES

Protected variable Complete dataset Training set (6991 clips) Validation set (1448 clips) Test set (1559 clips)
Gender - Female 0.560 0.560 (3053) 0.575 (702) 0.541 (783)
Gender - Male 0.495 0.482 (3938) 0.524 (746) 0.519 (776)
Disparate Impact 0.883 0.860 0.911 0.959
Ethnicity - Asian 0.570 0.584 (236) 0.718 (32) 0.444 (63)
Ethnicity - Caucasian 0.541 0.537 (5998) 0.545 (1273) 0.554 (1327)
Ethnicity - Afro-Americans 0.434 0.424 (757) 0.559 (143) 0.374 (171)
Disparate Impact 0.761 0.726 0.759 0.675

TABLE V
SUMMARY OF INITIAL BIAS ON THE PROPOSED SPLIT

LR XGBoost
ACC AUC ACC AUC

Original split 0.680 0.742 0.745 0.811
Proposed split 0.650 0.695 0.622 0.672

TABLE VI
DIFFERENCES BETWEEN THE TWO SPLITS OF THE DATASET FOR

HIREABILITY PREDICTION USING ONLY STATIC FACES.

also present in training set. Missing values (candidates present
in the test set only) are replaced with the average label on
training and validation set. Comparing these values to the
original labels of the test set, we obtain an AUC of 0.797
and an accuracy of 0.7215, which are comparable to the
performance of most classifiers reported during the original
challenge. Secondly, we extract face representations of the
candidates and train two classifiers (LR and XGBoost) on
each of the splits. We report evaluation metrics regarding
hireability in table VI. Classifiers trained on the original split
have a higher score (AUC of 0.811) than the score obtained by
classifiers trained and evaluated on the proposed split (AUC
of 0.695): we interpret this result as proof that the sharing
of videos occurring in the original split makes the task easier
and could potentially reduce the hirability task to a person’s
identity recognition task.

H. Hirability Performance depending on splits

Finally, we report in Table VII the performance of the 4
models studied in the paper on the original and proposed splits.
We observe that the drop of performance between the two
sets is not very important, except for the video modality. We
interpret this as proof that the classifiers do not rely too much
on information shared between the two sets and that they are
pretty stable. This impression is strengthened by comparing
these results to the Table VI.



Language Audio Video Multimodal
ACC AUC ACC AUC ACC AUC ACC AUC

Original split 0.601 0.607 0.664 0.721 0.686 0.751 0.701 0.766
Proposed split 0.584 0.610 0.642 0.695 0.647 0.700 0.682 0.741

TABLE VII
RESULTS FOR HIRABILITY TASK
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