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We consider the problem of learning a graph modeling the statistical relations of the $d$ variables from a dataset with $n$ samples $X \in \mathbb{R}^{n \times d}$. Standard approaches amount to searching for a precision matrix $\Theta$ representative of a Gaussian graphical model that adequately explains the data. However, most maximum likelihood-based estimators usually require storing the $d^2$ values of the empirical covariance matrix, which can become prohibitive in a high-dimensional setting. In this work, we adopt a “compressive” viewpoint and aim to estimate a sparse $\Theta$ from a sketch of the data, i.e., a low-dimensional vector of size $m \ll d^2$ carefully designed from $X$ using non-linear random features. Under certain assumptions on the spectrum of $\Theta$ (or its condition number), we show that it is possible to estimate it from a sketch of size $m = \Omega((d + 2k) \log(d))$ where $k$ is the maximal number of edges of the underlying graph. These information-theoretic guarantees are inspired by compressed sensing theory and involve restricted isometry properties and instance optimal decoders. We investigate the possibility of achieving practical recovery with an iterative algorithm based on the graphical lasso, viewed as a specific denoiser. We compare our approach and graphical lasso on synthetic datasets, demonstrating its favorable performance even when the dataset is compressed.
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1. Introduction

Inferring a complex network from data is used in many applications, such as in neuroscience for the treatment of epilepsy [32], for biological networks [82] or in genomics to identify gene interactions [56, 88]. We consider in this paper the problem of estimating a certain graph representing the statistical relations between $d$ variables from $n$ observed signals $x_1, \cdots, x_n$ where $x_i \in \mathbb{R}^d$ follow a certain distribution $\mu$, assumed to be centered for simplicity and with covariance matrix $\Sigma$. This graph is often associated with the so-called precision matrix $\Theta = \Sigma^{-1}$ which is sparse in many practical situations due to limited conditional dependencies [31]. However, simply inverting the empirical covariance matrix $\hat{\Sigma}$ usually does not yield a sparse estimation of the precision matrix estimation. The challenge is thus to infer a sparse precision matrix from $\hat{\Sigma}$. One of the most popular methods to do this graph estimation is probably the graphical lasso [2, 31]. Given the empirical covariance matrix

$$\hat{\Sigma} \triangleq \frac{1}{n} \sum_{i=1}^{n} x_i x_i^\top,$$

the graphical lasso estimator searches for a certain matrix $\hat{\Theta}_{GL} \in \mathbb{R}^{d \times d}$, representative of the graph edges, that solves the optimization problem

$$\hat{\Theta}_{GL} \triangleq \arg \min_{\Theta \succ 0} - \log \det(\Theta) + \langle \hat{\Sigma}, \Theta \rangle + \lambda \|\Theta\|_{1,\text{off}},$$
where the arg min is taken over the set of symmetric positive definite matrices and \(\|\Theta\|_{1, \text{off}} \approx \sum_{i<j} |\Theta_{ij}|\) promotes sparsity. An interpretation is as follows: for a Gaussian model \(\mu = \mathcal{N}(0, \Sigma = \Theta^{-1})\), equation (1.2) corresponds to an \(\ell_1\)-penalized maximum likelihood estimator [86]. In other words, the graphical lasso estimates a sparse graph that best fits the data. More precisely, in the Gaussian model, the pattern of zeros of the precision matrix \(\Theta\) corresponds to conditional independencies among the variables, hence \(\Theta\) encodes the statistical relations between them [25, 53]. Despite its many good properties, the graphical lasso suffers from a scaling problem with respect to the dimension. Indeed computing (1.2) requires to store in memory the entire empirical covariance matrix \(\Sigma\) and thus has a space complexity of \(O(d^2)\); this is problematic for applications where \(d\) is very large, such as high-resolution fMRI datasets or gene-microarray data where the number of genes \(d\) is typically around tens of thousands.

Graphical models estimation is a very active field of research and many alternatives to graphical lasso have been proposed in the literature. Numerous strategies aim to address the computational scalability of the optimization problem (1.2) through the use of approximation techniques, e.g. QUIC [41], BIG & QUIC [42], SQUIC [7]. Others are looking for estimators that have either better statistical guarantees or better algorithmic properties. We can mention some estimators that rely on non-convex penalties [28, 69, 71, 80], \(\ell_2\) penalties [50] or other estimators like CLIME (and Dantzig-like estimators) [13, 85], RobustCLIME [77], D-trace [87] or Elem-GGM [81]. Finally, some approaches make assumptions on the underlying graph (e.g. that it is chordal) in order to find fast algorithms or try to constrain the structure of the graph sought in the estimation [26, 51, 83].

1.1. Compressive learning of graphical models

In this work we take another path: that of compression. Inspired by the theories of compressed sensing [30] and sketching [35], we try to estimate a sparse precision matrix \(\Theta\) associated to a covariance matrix \(\Sigma = \Theta^{-1}\), not from the whole dataset, nor from the empirical covariance matrix \(\hat{\Sigma}\), but from a compressed version of the data called sketch. More precisely, and given a well-chosen function \(\Phi : \mathbb{R}^d \rightarrow \mathbb{R}^m\), we seek to estimate \(\Theta\) from the vector \(s \in \mathbb{R}^m\) defined by (see Figure 1)

\[
s \triangleq \frac{1}{n} \sum_{i=1}^{n} \Phi(x_i) \in \mathbb{R}^m.
\]  

In sketching theory the \(\Phi\) function is typically an adequately chosen random function and the reconstruction guarantees are usually based on ideas from compressed sensing [33]. The advantages of this
type of approach are multiple: 1) when \( m \ll nd \) the dataset is massively compressed, with benefits for storage and transfer 2) as averages, the sketches can be computed online, in one pass on the data, or in a distributed manner 3) as the data get aggregated, sketches have also good properties regarding differential privacy [17]. The main objective of this paper is to use the sketching approach and to answer the following question:

**Objective** Can we find \( \Phi \) and a sketch dimension \( m \ll d^2 \) such that the sparse precision matrix \( \Theta \) can be well estimated from a sketch of the data \( s = \frac{1}{n} \sum_{i=1}^{n} \Phi(x_i) \in \mathbb{R}^m \)?

In other words, can we obtain an estimate of the graph structure using a small-sized vector compared to the size of the empirical covariance matrix? We will shortly furnish a precise definition of what we consider to be “well estimated”. However, the underlying intuition guiding this inquiry is that, similar to the graphical lasso model, graphs estimated from data typically demonstrate sparsity. Therefore, there is hope that good approximations of these graphs can be obtained by accessing only a limited number of measurements compared to \( \Theta(d^2) \), the total number of elements in the covariance matrix.

1.2. **Contributions**

The article presents the following key contributions:

1. We investigate, from an information-theoretic perspective, a sketching mechanism where we project against i.i.d. rank-one matrices. We show that when \( m \gtrsim \|\Theta\|_0 \log(d) \), where \( \|\Theta\|_0 \) denotes the number of non-zero coefficients of \( \Theta \), the relevant information is preserved during the sketching phase. More precisely, we prove that the corresponding sketching operator satisfies a *Restricted Isometry Property* (RIP), ensuring that the precision matrix can be reconstructed accurately using a so-called robust decoder.

2. This robust decoder being *a priori* intractable, we propose a practical decoding scheme to estimate the sparse precision matrix from the sketch of the data. The algorithm relies on an iterative procedure that alternates between a gradient descent step associated to a sketch fidelity term and a “denoising step” performed by the graphical lasso.

3. For practical applications, we propose to deviate from the theoretical framework of 1) and leverage structured matrices (e.g., Walsh-Hadamard matrices) to define a similar sketching mechanism but with boosted algorithmic efficiency. We demonstrate in the experiments that the combination of this sketching mechanism and our practical decoding scheme is able to significantly compress the data (i.e., \( m \ll d^2 \)) while still retaining the ability to recover the covariance and precision matrices.

1.3. **Organization**

The paper is organized as follows. Section 2 outlines the main information-theoretic results. The main theorem (Theorem 3) proves that the sketching operator satisfies a certain RIP with high probability. For an easier read, the technical part required to prove this theorem is deferred to the end of the paper, Section 5, where we obtain the control of covering numbers and a concentration inequality for the sketching operator. In Section 3, we present a random *structured* matrix approach for the sketching phase (i.e., encoding phase) with better memory and computational efficiency. We also provide a practical algorithm to retrieve the precision matrix (i.e., decoding phase) from the sketch. Section 4 presents the experiments on the encoding and decoding phases.
1.4. Notations and definitions.

For any integer $m$, $[m] \triangleq \{1, \ldots, m\}$. $S_d(\mathbb{R})$ is the linear space of symmetric matrices of size $d \times d$, while $S_d^+ (\mathbb{R})$ (resp. $S_d^- (\mathbb{R})$) is the set of symmetric positive definite matrices (resp. positive semi-definite). We often write $A \in S_d^+(\mathbb{R})$ as $A > 0$ (resp $A \succeq 0$ for $S_d^+(\mathbb{R})$). We denote by $\| \cdot \|_2, \| \cdot \|_2^2$ the 2-operator norm or spectral norm for matrices i.e. $\| A \|_2 \triangleq \sup_{\| x \|_2 \leq 1} \| A x \|_2 = \sigma_{\text{max}}(A)$ where $\sigma_{\text{max}}(A)$ denotes the largest singular value of $A$. The spectrum of $A \in S_d(\mathbb{R})$ is denoted by $\langle \cdot, \cdot \rangle$ and its associated norm (the Frobenius norm) is denoted by $\| \cdot \|_{\text{Fro}}$. We denote by $\| A \|_0$ the number of non-zeros components of $A$, that is to say the $\ell_0$ “norm” of $A$. We also introduce the function $\text{inv}(A) \triangleq A^{-1}$.

2. Recovery guarantees

The sketching procedure proposed in this article is based on rank-one projections and (well-chosen) randomness. Recall that we are given a sample of $d$-dimensional vectors $(x_1, \ldots, x_n)$, and we want to define a function $\Phi : \mathbb{R}^d \rightarrow \mathbb{R}^m$ such that the sketch is the average of the $m$-dimensional vectors $\Phi(x_i)$ as in (1.3). Given a collection of $d$-dimensional random vectors $(a_1, \ldots, a_m)$ we consider in this work

$$\Phi(x) \triangleq \frac{1}{m} \left( | a_1^\top x |^2, | a_2^\top x |^2, \ldots, | a_m^\top x |^2 \right)^\top. \tag{2.1}$$

Before proceeding, it is important to note that $\Phi$ can also be computed as $\Phi(x) = \frac{1}{m} \{ a_j^\top x x^\top a_j \}_{j \in [m]} = \frac{1}{m} \{ \langle a_j a_j^\top, xx^\top \rangle \}_{j \in [m]}$. Therefore, by linearity of the inner product and equations (1.1) and (1.3), the induced sketch $s$ is the vector whose coordinates are the projections of the empirical covariance matrix $\tilde{\Sigma}$ against the rank-one matrices $a_j a_j^\top$: $s = \frac{1}{m} \{ \langle a_j a_j^\top, \tilde{\Sigma} \rangle \}_{j \in [m]}$.

Consequently, the entry point of our theoretical analysis is to notice that the random function $\Phi$ defined in (2.1) involves a linear operator on symmetric matrices [24]. Indeed, our objective can be reformulated as finding $\Theta = \Sigma^{-1}$ from $s = \mathcal{A}(\Sigma)$ where $\mathcal{A} : S_d(\mathbb{R}) \rightarrow \mathbb{R}^m$ is defined by

$$\mathcal{A}(M) \triangleq \frac{1}{m} \left\{ \langle a_j a_j^\top, M \rangle \right\}_{j \in [m]} \tag{2.2}.$$

We can therefore reformulate our problem as a compressed sensing problem: given a noisy linear measurement of the true covariance matrix $s = \mathcal{A}(\Sigma) + e \in \mathbb{R}^m$, where $e = \mathcal{A}(\Sigma - \Delta)$ is the noise, we want to recover the precision matrix $\Theta = \Sigma^{-1}$ that underlies certain sparsity assumptions. There are two difficulties here. First $m < d^2$, thus the problem is a priori ill-posed. Second, the sparsity assumption does not involve the “signal” $\Sigma$ itself but a non-linear transformation of it, given by its inverse $\Theta = \Sigma^{-1}$.

**Remark 1** (Related works) This sketching mechanism appears in various works on compressed sensing, in particular for low-rank matrix completion [12, 14, 19, 47, 49], estimation of low-rank & positive semi-definite (PSD) matrices [55, 70], low-rank & sparse matrices [1] or in statistical learning for PCA [33] and in phase retrieval [46]. Here we propose to study it for the recovery of sparse precision matrices.

---

1 Readers familiar with sketching methods might be puzzled by the factor $1/m$ rather than the usual $1/\sqrt{m}$. In our case, as we will consider the $\ell_1$-norm on $\mathbb{R}^m$, it is in fact the right scaling to obtain averages.
Remark 2 (Dense Gaussian projections) We want to mention that another compressive scheme, maybe more natural for theoretical analysis, could have been considered. Instead of projecting against rank-one matrices, one could project against symmetric matrices with independent Gaussian entries via 
\[ \Phi(x) = \{ x^T A_j x \}_{j \in [m]} \] where \( A_j \in \mathbb{R}^{d \times d} \) are dense Gaussian matrices. The theoretical analysis of this approach would be quite straightforward following classical compressed sensing works [30, 62]. However, this sketching mechanism would be far from efficient as the computation of \( \Phi(x) \) would have an \( \mathcal{O}(md^2) \) time and space complexity, which is even greater than directly storing \( \hat{\Sigma} \). Nevertheless, it is worth noting that optical computing, which relies on optical processing units, could be leveraged to compute these random features in constant time in any dimension [68], albeit constrained by the current hardware capabilities.

2.1. Recipe for recovery guarantees

The general idea to obtain guarantees is the following: we will assume that \( \Theta \) lies in a “low dimensional” set so that it is possible to estimate it from a very small number of measurements compared to the ambient dimension \( d^2 \) [9]. This hypothesis is formalized here by assuming that the true covariance matrix \( \Sigma \) belongs to a certain subset of \( S^+_{d++}(\mathbb{R}) \), called model set. More precisely, and given \( k \in \mathbb{N}, 0 < a \leq b \), we will study here the model set

\[
\mathcal{S}_{k,a,b} \overset{\Delta}{=} \left\{ \Sigma \in S^+_{d++}(\mathbb{R}) : \Theta = \Sigma^{-1} > 0, \| \Theta \|_0 \leq d + 2k \text{ and } \text{spec}(\Theta) \subseteq [a,b] \right\}. \tag{2.3}
\]

This set corresponds to covariance matrices associated to the \( d + 2k \)-sparse precision matrices whose spectra are well localized in \([a,b]\). This constraint on the spectrum of the precision matrix can be relaxed to a constraint on its condition number as we will see later. Similar spectral conditions are usually assumed in the case of graphical lasso to derive sample complexities of the estimators [13, 57, 78]. The number \( k \) represents the maximal number of non-zero components of \( \Theta \) on its upper triangular part, i.e., the maximal number of edges of the graph corresponding to \( \Theta \), without counting self-loops. The sparsity of the graph is also quite natural in many applications where one wants to have a simple graph thus with few connections.

We will see later that \( \mathcal{S}_{k,a,b} \) is the image by \( \text{inv} \) of a “low dimensional” set and, by using a certain notion of stability of the inverse, we will be able to recover \( \Theta \) from \( s \). We emphasize that while we have presented this specific model set, the majority of the results in this paper are general and can be extended to accommodate other model sets. Consequently, these results can apply to alternative assumptions concerning the underlying graph structure.

The central property for our guarantees is the Restricted Isometric Property (RIP) [15, 62], adapted to our context. In the following, we consider two general norms \( \| \cdot \|_{S_d} \) and \( \| \cdot \|_{\mathbb{R}^m} \) on \( S_d \) and \( \mathbb{R}^m \), respectively.

**Definition 1** (RIP) A linear operator \( \mathcal{A} : (S_d(\mathbb{R}), \| \cdot \|_{S_d}) \rightarrow (\mathbb{R}^m, \| \cdot \|_{\mathbb{R}^m}) \) satisfies the RIP for some \( \delta \in [0, 1] \) on a set \( \mathcal{S} \subset S^+_{d++}(\mathbb{R}) \) if for every \( (\Sigma_1, \Sigma_2) \in \mathcal{S}^2 \), it satisfies

\[
(1 - \delta) \| \Sigma_1 - \Sigma_2 \|_{S_d} \leq \| \mathcal{A}(\Sigma_1 - \Sigma_2) \|_{\mathbb{R}^m} \leq (1 + \delta) \| \Sigma_1 - \Sigma_2 \|_{S_d}. \tag{2.4}
\]

We can show that, when the linear operator \( \mathcal{A} \) satisfies the RIP, we can find a decoder that is robust to noise and that will allow us to recover \( \Sigma \) from \( s \). More precisely, following standard results
in compressed sensing [30, 48], we have the following result (the proof is given in Appendix A.1.1 for completeness):

**Theorem 1** Let \( \mathcal{A} : (S_d(\mathbb{R}^2), \| \cdot \|_{S_d}) \to (\mathbb{R}^m, \| \cdot \|_{\mathbb{R}^m}) \) be a linear operator. Suppose that \( \mathcal{A} \) satisfies RIP\(_{\delta} \) on a model set \( \mathcal{G} \subset S_d(\mathbb{R}^2) \) and consider the decoder \( \Delta : \mathbb{R}^m \to \mathcal{G} \) defined by

\[
\Delta[s] \in \arg\min_{\Sigma \in \mathcal{G}} \| \mathcal{A}(\Sigma) - s \|_{\mathbb{R}^m}.
\]

Suppose that \( x_1, \ldots, x_n \) \( i.i.d. \) \( \mu \) where \( \mu \) is a centered probability distribution with covariance \( \Sigma = \mathbb{E}x_i \cdot \mu \mathbb{E}[xx^T] > 0 \). Consider \( \hat{\Sigma} = \frac{1}{n} \sum_{i=1}^n x_i x_i^T \) the empirical covariance matrix and \( s = \mathcal{A}(\hat{\Sigma}) \). If \( \Sigma \in \mathcal{G} \), then \( \Sigma^* \overset{\Delta}{=} \Delta[s] \) satisfies

\[
\|\Sigma^* - \Sigma\|_{S_d} \leq \frac{2}{1 - \delta} \|\mathcal{A}(\hat{\Sigma}) - \mathcal{A}(\Sigma)\|_{\mathbb{R}^m}.
\]

When \( \Sigma \notin \mathcal{G} \), the bound (2.6) still holds up to an additional “modeling error” term \( d^\varepsilon(\Sigma, \mathcal{G}) \) which quantifies the distance from \( \Sigma \) to \( \mathcal{G} \) (see Appendix A.1.1).

We always assume that the minimization problem (2.5) has at least one solution. The decoder can be adjusted as in [9], to handle the case where the argmin is only approximated to a certain accuracy. The estimator given by (2.5) has many desirable properties: 1) it is robust to noise as shown in [33, 48] 2) it allows a recovery of \( \Sigma \) from \( s \) as the number of samples \( n \) grows. Indeed \( \|\mathcal{A}(\hat{\Sigma}) - \mathcal{A}(\Sigma)\|_{\mathbb{R}^m} \leq (\sup_{U \in S_d} \|\mathcal{A}(U)\|_{\mathbb{R}^m}) \|\hat{\Sigma} - \Sigma\|_{S_d} \) and \( \|\hat{\Sigma} - \Sigma\|_{S_d} \) typically behaves as \( \mathcal{O}(n^{-1/2}) \) under standard sub-Gaussian assumptions [76, Section 6]. Thus, solutions of the optimization problem (2.5) theoretically yield good approximations of \( \Sigma \). As an additional outcome, by leveraging the regularity of the inverse mapping for matrices with bounded spectra, this estimation of \( \Sigma \) also results in a reliable estimate of \( \Theta \). We refer to the discussion below Theorem 3 for a more precise statement.

With these remarks in mind, the strategy is now to obtain this RIP assumption, which enables the information-theoretic decoder and recovery guarantees. By the linearity of \( \mathcal{A} \), we can observe that obtaining RIP\(_{\delta} \) is equivalent to showing that, for \( 0 \leq \delta < 1 \),

\[
\sup_{U \in S[\mathcal{G}]} \|\mathcal{A}(U)\|_{\mathbb{R}^m} - 1 < \delta,
\]

where we set

\[
S[\mathcal{G}] \overset{\Delta}{=} \left\{ \frac{\Sigma_1 - \Sigma_2}{\|\Sigma_1 - \Sigma_2\|_{S_d}} : (\Sigma_1, \Sigma_2) \in \mathcal{G} \cup \mathcal{G}^2, \|\Sigma_1 - \Sigma_2\|_{S_d} > 0 \right\}.
\]

This set is called the *normalized secant set* of \( \mathcal{G} \) [62]. We will provide a more detailed description of the space \( S[\mathcal{G}] \) later on. For now, we present the classical framework that will enable us to prove the RIP\(_{\delta} \) property of \( \mathcal{A} \).

The operator \( \mathcal{A} \) being random we will show that, given a sufficient (but reasonable) dimension \( m \), we can have a control of type (2.7) with high probability. In the following we denote by \( \mathcal{N}(S[\mathcal{G}], \| \cdot \|_{S_d}, \varepsilon) \) the *covering number* of \( S[\mathcal{G}] \) which, informally, quantifies the effective “dimension” of this set (see Section 5.1 for more details). The following theorem (whose proof is deferred to Appendix A.1.2) describes the main ingredients for establishing RIP\(_{\delta} \).
Theorem 2 Consider a random sketching operator $\mathcal{A} : S_d(\mathbb{R}) \to \mathbb{R}^m$ and denote its operator norm by $\|\mathcal{A}\| \triangleq \sup_{\|U\|_{S_d} = 1} \|\mathcal{A}(U)\|_{\mathbb{R}^m}$. Suppose that we are given two functions $C_1, C_2 : \mathbb{R}_+ \to \mathbb{R}_+$ such that

$$\forall t > 0, \quad \mathbb{P}(\|\mathcal{A}\| > t) \leq C_1(t),$$

$$\forall U \in S(\mathbb{G}), \quad \forall t > 0, \quad \mathbb{P}(\|\mathcal{A}(U)\|_{\mathbb{R}^m} - 1 > t) \leq C_2(t).$$

Then, for any $\varepsilon > 0$ and $\delta \in [0, 1]$, 

$$\sup_{U \in S(\mathbb{G})} \|\mathcal{A}(U)\|_{\mathbb{R}^m} - 1 < \delta,$$  

with probability at least $1 - \mathcal{N}(S(\mathbb{G}), \|\cdot\|_{S_d}, \varepsilon) C_2(\frac{\delta}{2}) - C_1(\frac{\delta}{2\varepsilon})$. Consequently with the same probability the operator $\mathcal{A}$ satisfies RIP$_{\delta}$ on $\mathbb{G}$.

Remark 3 The above theorem is presented in its most usual form, with both controls (2.9) and (2.10). However, (2.10) is sometimes easier to obtain (by leveraging classical concentration inequalities). Fortunately, we can obtain (2.9) from (2.10), as for $\varepsilon' > 0$, defining $C_1$ by

$$C_1(t) = \mathcal{N}(B_{S_d}, \|\cdot\|_{S_d}, \varepsilon') C_2((1 - \varepsilon')t - 1) \quad \forall t > 1/(1 - \varepsilon'),$$

where $\mathcal{N}(B_{S_d}, \|\cdot\|_{S_d}, \varepsilon')$ is the covering number of the unit sphere $B_{S_d} = \{U \in S_d : \|U\|_{S_d} = 1\}$, yields a valid upper-bound of $\mathbb{P}(\|\mathcal{A}\| > t)$. See Appendix A.1.3 for the proof.

2.2. Main theoretical result

Guided by Theorem 2 we need to control the covering number of $S(\mathbb{G}, \mathbb{G}, b)$ as well as the concentration of the random operator $\mathcal{A}$ to obtain the desired RIP$_{\delta}$ with high probability. To do so, the randomness related to the vectors $a_1, \ldots, a_m$ needs to be specified. We consider in this section two probability distributions for the vectors $a_1, \ldots, a_m$.

One being $\Lambda = \Lambda_G \triangleq \mathcal{N}(0, \frac{1}{d} I_d)$ the multivariate Gaussian distribution with covariance matrix $d^{-1} I_d$ and the other $\Lambda = \Lambda_U \triangleq \mathcal{U}(S_d^{d-1})$ the uniform distribution on the hypersphere. The scaling of the random vectors $a_j$ is such that they have unit expected square Euclidean norm under both distributions. These distributions are classic choices when it comes to random projections. We envision that our results remain valid for any choice of sub-Gaussian rotational-invariant distribution. Both norms $\|\cdot\|_{S_d}$ and $\|\cdot\|_{\mathbb{R}^m}$ in Theorem 2 must also be defined. For the former, we choose a norm that is specific to how our random operator $\mathcal{A}$ is drawn. Indeed, the probability distribution $\Lambda \in \{\Lambda_G, \Lambda_U\}$ induces a norm on $S_d(\mathbb{R})$ defined by

$$\forall M \in S_d(\mathbb{R}), \quad \|M\|_{\Lambda} \triangleq E_{a \sim \Lambda} \left[ \langle aa^T, M \rangle \right] = E_{a \sim \Lambda} \left[ a^T Ma \right].$$

This choice is adapted to our problem when $\|\cdot\|_{\mathbb{R}^m} = \|\cdot\|_1$ since $E_{a \sim \Lambda} [\|\mathcal{A}(M)\|_1] = \|M\|_{\Lambda}$. Therefore, if for every $U \in S(\mathbb{G})$, $\|\mathcal{A}(U)\|_1$ well concentrates around its expectation, then it has a high probability of being close to its expectation $\|U\|_{\Lambda} = 1$, and thus (2.11) will hold.

From these choices, we show that with a reasonable value of $m$ the rank-one operators $\mathcal{A}$ satisfy the RIP on $\mathbb{G}, k, a, b$. It is formalized in the theorem below which is the main theoretical result of the paper.
We advise readers that are interested in the proof to refer to Section 5 where the results on the covering numbers (Section 5.1) and the concentration of \( \mathscr{A} \) (Section 5.2) are derived.

**Theorem 3** Let \( \mathscr{A} : (S_d(\mathbb{R}), \| \cdot \|_\Lambda) \to (\mathbb{R}^m, \| \cdot \|_1) \) be a rank-one projection operator as defined in (2.2), with \( (a_j)_j \) either Gaussian or uniform \( (\Lambda \in \{ \Lambda_G, \Lambda_U \}) \). For all \( \delta, \rho \in [0, 1] \), there exists \( C = C(\delta, \rho, b/a) \), independent of \( m, k \) and \( d \), such that, whenever

\[
m \geq C(d + 2k) \log d,
\]

the operator \( \mathscr{A} \) satisfies RIP\( _\delta \) on \( \mathcal{G}_{k,a,b} \) with probability at least \( 1 - \rho \). In particular the following holds uniformly on \( \Sigma \in \mathcal{G}_{k,a,b} \) with probability at least \( 1 - \rho \): Let \( \mathbf{x}_1, \cdots, \mathbf{x}_n \sim \mu \) with \( \mu \) a centered probability distribution with covariance \( \Sigma \), \( \hat{\Sigma} \) the empirical covariance matrix and \( s = \mathscr{A}(\hat{\Sigma}) \) a sketch of the data. The estimator \( \Sigma^* = \Delta[s] \) defined in (2.5) satisfies

\[
\| \Sigma^* - \Sigma \|_\Lambda \leq \frac{2}{1 - \delta} \| \mathscr{A}(\hat{\Sigma}) - \mathscr{A}(\Sigma) \|_1.
\]

A more precise condition on \( m \) can be found in the proof of this theorem in Appendix A.3.3 (in particular see (A.46)). This theorem shows that our sketching operators satisfies the RIP with high probability with a sketching dimension \( m \gtrsim (d + 2k) \log d \), which is much smaller than the \( d^2 \) required to recover a matrix of size \( d \times d \). Let us mention that although in (2.15) the error between the estimator \( \Sigma^* \) and the true covariance matrix \( \Sigma \) is measured with the unusual \( \Lambda \)-norm, we can have the same type of control for \( \| \Sigma^* - \Sigma \|_{\text{Fro}} \), at the expense of a multiplicative constant \( 1/c_{\text{Fro}} = 9\sqrt{15}/2d \leq 18d \) (see Proposition 4). In addition, (2.15) also provides guarantees for the recovery of the precision matrix \( \Theta \).

By making use of the bounded spectra of \( (\Sigma^*)^{-1} \) and \( \Theta \), we can exploit the regularity of the inverse map to obtain \( \| (\Sigma^*)^{-1} - \Theta \|_{\text{Fro}} \leq b^2 \| \Sigma^* - \Sigma \|_{\text{Fro}} \). Hence, whenever (2.15) is verified, we also have

\[
\| (\Sigma^*)^{-1} - \Theta \|_{\text{Fro}} \leq \frac{9\sqrt{15} b^2 d}{1 - \delta} \| \mathscr{A}(\hat{\Sigma}) - \mathscr{A}(\Sigma) \|_1.
\]

**Remark 4** (A similar result with an unbounded model set.) We want to point out that in (A.46), the condition on \( m \) depends on \( a \) and \( b \) only through the ratio \( b/a \). This might suggest that the fundamental quantity to consider is the ratio between the largest and smallest eigenvalues, i.e., the condition number of the matrix, instead of the eigenvalues themselves. In Appendix A.6, we introduce a model set \( \mathcal{G}_{k,k_0} \), where precision matrices have a condition number bounded by some \( k_0 \geq 1 \). Even though \( \mathcal{G}_{k,k_0} \) is much “bigger” than \( \mathcal{G}_{k,a,b} \), as the latter is bounded and the former is not, we obtain an upper-bound on the covering number of its normalized secant \( S[\mathcal{G}_{k,k_0}] \) (see Theorem 5 in Appendix A.6). This is sufficient to derive a result similar to Theorem 3 with the same \( m \gtrsim (d + 2k) \log d \) condition, yielding guarantees on the recovery of \( \Sigma \) with only bounded condition numbers rather than bounded spectra.

2.3. Connection to prior works

Theorem 3 indicates that it is theoretically possible to recover \( \Theta \), with a \( O(n^{-1/2}) \) error, by keeping in memory only a single sketch of size \( m \gtrsim (d + 2k) \log d \). To the best of our knowledge this is the first result for compressive recovery of sparse precision matrices from empirical covariance measurements. It can however be put in perspective with [58] which tries to find the support of \( \Theta \) by observing, in an adaptive manner, only a small fraction of the entries of the true covariance \( \Sigma \). The authors show that it
is possible to find $\Theta$ from $O(d \log d)$ elements of $\Sigma$ with some assumptions on the graph (small treewidth). Interestingly enough, we are able to obtain the same type of guarantees but with the big difference that, in our case, we observe a non-adaptive compressed version of the empirical covariance that takes the whole matrix into account, which is more in line with concrete applications.

2.4. Practical limitations of Theorem 3

Theorem 3 indicates that the sketch contains the necessary information to recover the true covariance matrix using the decoder

$$\Delta[s] \in \arg \min_{\Sigma \in \mathcal{G}_{k,a,b}} \| \mathcal{A}(\Sigma) - s \|_{\mathbb{R}^m}. \quad (2.17)$$

However, even though this theorem holds theoretical significance, its practical application encounters two significant challenges when employing the decoder (2.17) and the sketching operator with independent rank-one projections.

- To retrieve $\Theta$ from the sketch, one needs to use $\mathcal{A}$ and thus to store the $m d$-dimensional vectors $(a_j)_{j \in [m]}$. Hence, the overall memory cost comprises a reasonable $O(m)$ expense to store the sketch $s$ but also an additional $O(md)$ cost to store the $(a_j)_{j \in [m]}$. Unfortunately, according to Theorem 3, the sketch size must be $m \geq d \log d$, yielding a total memory cost larger than $O(d^2)$, similar to the cost of storing the empirical covariance matrix.

- Directly solving the optimization problem (2.17) is probably intractable as the constraint $\Sigma \in \mathcal{G}_{k,a,b}$ implies to search among the matrices $\Sigma$ such that $\|\Sigma^{-1}\|_0 \leq (d + 2k)$ which is a highly non-convex constraint.

3. Towards practical recovery

As a remedy to the above-mentioned issues, we propose in this section to use structured matrices for efficient sketching and a tractable approximate decoder as a more practical alternative to (2.17).

3.1. Structured matrices for efficient sketching

Using structured random matrices is a recurrent idea in compressive learning [18, 54, 84]. It reduces the degrees of freedom while mimicking the behavior of random matrices with i.i.d. columns. In the following, we assume that $d = 2^K$ is a power of 2 and that $m = B \times d$ is a multiple of $d$. Padding strategies can be implemented when these requirements are not met, but we leave this technicality out of the scope of this paper for the sake of simplicity and refer the interested reader to [17]. Here, we adopt the same approach as [18, 84]. Instead of independent random vectors, we define $(a_1, \ldots, a_m)$ as the columns of the random matrix $A = (B_1 | \ldots | B_B) \in \mathbb{R}^{d \times m}$ made of $B$ independent structured blocks $B_l \in \mathbb{R}^{d \times d}$ defined as triple-Rademacher matrices:

$$B_l \triangleq \frac{1}{d^{3/2}} HD_l^{(1)} HD_l^{(2)} HD_l^{(3)}. \quad (3.1)$$

The matrix $H$ denotes the Walsh-Hadamard matrix with entries in $\{\pm 1\}$ and $D_l^{(k)}$ are independent random diagonal “sign-flipping” matrices, i.e., random diagonal matrices with independent Rademacher entries. The scaling factors $d^{3/2}$ yields $\|a_j\|_2 = 1$. We emphasize that this strategy results in the use of dependent random vectors $a_1, \ldots, a_m$. 
Algorithm 1 Algorithm for solving the decoding problem

1: Input: Sketching operator $\mathcal{A}$ and sketch of the data $s = \frac{1}{n} \sum_{i=1}^{n} \Phi(x_i) = \mathcal{A}(\hat{\Sigma}) \in \mathbb{R}^m$.
2: Initial guess $\Sigma_0 > 0$, regularization parameter $\lambda > 0$, step size $\gamma > 0$, and maximum number of iterations $t_{\text{max}}$.
3: for $t = 0, 1, \cdots, t_{\text{max}} - 1$ do
4: \[ \Sigma_{t+\frac{1}{2}} \leftarrow \Sigma_t - \gamma \mathcal{A}^*(\mathcal{A}(\Sigma_t) - s) \]
5: \[ \Sigma_{t+1} \leftarrow \text{GLASSO}_{\lambda} [\Sigma_{t+\frac{1}{2}}] \] // with standard graphical lasso solver
6: end for
7: return estimated covariance $\Sigma_{t_{\text{max}}}$ and precision $\Sigma_{t_{\text{max}}}^{-1}$.

This approach has a dual advantage: it improves both memory and computational efficiency. Indeed, notice that $\Phi(x)$ can be expressed as $\Phi(x) = \{ (A^\top x)_j \}_{j \in [m]} = (A^\top A) \odot (A^\top x)$ where $\odot$ denotes the Hadamard product. Thus the memory and computational bottleneck \textit{a priori} lies in the storage of $B_i$ and the computations of $B_i x$ for $i \in [B]$. Fortunately, we benefit from the properties of the fast Walsh-Hadamard transform: 1) it computes $H^\top y$ for any vector $y$ without storing $H$ as it is hard-coded into the algorithm, 2) the matrix-vector multiplication $H^\top y$ requires only $O(d \log d)$ operations. As a consequence for our sketching mechanism, only the diagonal matrices $D_j^{(k)}$ must be stored. This reduces the space complexity of storing the dense matrix $A \in \mathbb{R}^{d \times m}$ from $O(md)$ to $O(m)$ [29, 84]. Moreover, point 2) implies that $\Phi(x)$ can be computed with a time complexity of $O(m \log d)$ as each of the $B$ matrix-vector multiplications $B_i x$ requires $O(d \log d)$ operations with the fast Walsh-Hadamard transform.

Theoretical examination of recovery guarantees for these structured sketching operators is deferred to future research. To achieve the same reconstruction guarantees as in the independent case, the key lies in verifying the concentration of $\mathcal{A}$ in the structured case, which amounts to proving a result similar to Proposition 3. We expect that guarantees comparable to those in the independent case can be obtained.

3.2. Algorithmic solution to decoding

Finally, we present a heuristic algorithmic approach to obtain the precision matrix from a sketch of the data. We will demonstrate that a computationally simpler alternative decoder to (2.17) works effectively in practice.

The graphical lasso as a denoiser Our algorithmic solution is inspired by the connections between proximal operators and denoisers in the context of inverse problems. Numerous studies have indeed demonstrated that proximal operators can be regarded as efficient denoisers [21, 22, 44, 45]. The core concept behind our approach thus revolves around utilizing a decoder that relies on the graphical lasso (1.2), which not only benefits from efficient algorithms but also carries the interpretation of a proximal operator [6]. Subsequently, we introduce

\[
\text{GLASSO}_{\lambda} [Z] = \arg \min_{\Sigma_{>0}} - \log \det \Sigma^{-1} + \langle Z, \Sigma^{-1} \rangle + \lambda \|\Sigma^{-1}\|_{1,\text{off}},
\]

where we recall that $\|M\|_{1,\text{off}} = \sum_{i<j} |M_{ij}|$. This operator is equivalent to the one introduced in (1.2), which computes the precision matrix instead of the covariance matrix. Indeed, although (3.2) is non-convex, a solution can be computed by solving the convex graphical lasso problem (1.2) with the change of variable $\Theta = \Sigma^{-1}$. We also emphasize that most graphical lasso solvers such as [2, 31, 59] compute
both the covariance $\Sigma$ and the precision $\Theta = \Sigma^{-1}$, without calculating the inverse, by relying instead on duality theory. We argue that the operator (3.2), when applied to the empirical covariance of the data $\hat{\Sigma}$, can be interpreted as a “denoiser” of $\hat{\Sigma}$ in the sense that it returns a covariance matrix whose inverse is sparse. This interpretation is motivated by the fact that the graphical lasso can be seen as a specific proximal operator in the framework of Bregman divergences [11, 16] which we now briefly describe (we refer to [72] for a more precise discussion). Let $\mathcal{H}$ be a Hilbert space and $h : \mathcal{H} \to \mathbb{R} \cup \{+\infty\}$ be proper, convex and differentiable on its open domain $\text{dom}(h)$. The Bregman divergence associated to $h$ is given by

$$\forall x, y \in \mathcal{H} \times \mathcal{H}, D_h(x|y) = \left\{ \begin{array}{ll} h(x) - h(y) - \langle \nabla h(y), x - y \rangle & \text{if } y \in \text{dom}(h), \\ +\infty & \text{otherwise.} \end{array} \right. \tag{3.3}$$

The function $D_h$ measures a similarity or “distance” between the points in $\mathcal{H}$. For instance if $\mathcal{H} = \mathbb{R}^d$ and $h = \frac{1}{2} \| \cdot \|^2_2$ then $D_h$ is simply $D_h(x|y) = \frac{1}{2} \| x - y \|^2_2$. For a function $\varphi : \mathcal{H} \to \mathbb{R}$, the so-called (left) Bregman proximal operator of $\varphi$ is defined as $\text{prox}^\varphi_h(z) \overset{\Delta}{=} \arg \min_x \varphi(x) + D_h(x|z) \tag{72, Definition 2.3}$. It generalizes the standard Euclidean proximal operator that can be computed with $h = \frac{1}{2} \| \cdot \|^2_2$. To relate with the context of the graphical lasso, we introduce the function $h(X) = - \log \det X$ if $X \succ 0$ and $h(X) = +\infty$ otherwise. It is strictly convex, continuously differentiable over its domain, and $\nabla h(X) = -X^{-1}$ \cite[Appendix A.4.1]{10}. The associated Bregman divergence writes (see e.g. \cite{61, 64})

$$\forall X, Y \in S_{d,+}^+ (\mathbb{R}), D_h(X|Y) \overset{\Delta}{=} - \log \det(X) + \log \det Y + \langle Y^{-1}, X \rangle - d. \tag{3.4}$$

Based on the definition of $D_h$ we can rewrite the operator (3.2) as $\text{GLASSO}_\lambda[Z] = \arg \min_{\Sigma \succ 0} \lambda \| \Sigma^{-1} \|_{1, \text{off}} + D_h(Z|\Sigma)$. The graphical lasso can thus be interpreted as a proximal Bregman operator of the function $\varphi : \Sigma \mapsto \lambda \| \Sigma^{-1} \|_{1, \text{off}}$ but by operating on the right variable of the Bregman divergence. Although not previously studied with the graphical lasso, this type of operators, known as right proximity operator \cite{4, 5, 52}, has nevertheless been considered in the context of Poisson inverse problems \cite[Section 4]{3}, for image restoration problems \cite[Section 4]{79} or in \cite{36} where it was shown to admit a characterization in terms of gradient of a convex function. This discussion highlights that $\text{GLASSO}_\lambda[Z]$ computes a covariance matrix candidate which is both close to $\hat{\Sigma}$ in the sense of $D_h$ and whose inverse tends to be sparse.

**Algorithm** Inspired by this interpretation of the graphical lasso as a denoiser, we present an iterative algorithm for estimating the true covariance from the sketch. In the following, we consider the data fidelity term $f(\Sigma) \overset{\Delta}{=} \frac{1}{2} \| \mathcal{A}(\Sigma) - s \|^2_2$ whose gradient is $\nabla f(\Sigma) = \mathcal{A}^* (\mathcal{A}(\Sigma) - s)$ where

$$\mathcal{A}^* : y \in \mathbb{R}^m \mapsto \frac{1}{m} \sum_{j=1}^m y^t a_j a_j^t \in S_d \tag{3.5}$$

is the adjoint operator of $\mathcal{A}$. Given an initial estimate $\Sigma_0 \succ 0$ and a step-size $\gamma > 0$, our proposed algorithmic solution computes

$$\forall t \in \{0, \cdots, t_{\text{max}}\}, \Sigma_{t+1} = \text{GLASSO}_{\gamma \lambda} [\Sigma_t - \gamma \nabla f(\Sigma_t)]. \tag{3.6}$$

In other words, we alternate between a gradient step $\Sigma_{t+\frac{1}{2}} = \Sigma_t - \gamma \nabla f(\Sigma_t)$ in the direction of minimizing $f$ and a denoising/proximal Bregman step $\Sigma_{t+1} = \text{GLASSO}_{\gamma \lambda} [\Sigma_{t+\frac{1}{2}}]$ (with parameter $\gamma \lambda$) in the vein
of standard forward-backward algorithms. The overall procedure is summarized in Algorithm 1. The computational bottleneck of this algorithm is the graphical lasso step that has a computational $O(d^3)$ complexity with standard graphical lasso solvers such as [2, 31, 59], which rely on the dual formulation of the graphical lasso, or [66] which rely on an iterative thresholding procedure. Although more efficient solvers exist [7, 41, 42] we choose to solve graphical lasso with the scikit-learn implementation [60]. It relies on the block coordinate procedure described in [59] and finds the solution of the graphical lasso with cubic complexity. It is noteworthy that the iterations of our algorithm, as described in (3.6), can be linked to Bregman Proximal Gradient (BPG) descent [3] with the Bregman divergence $D_h$. In Appendix A.4, we demonstrate that the iterations in (3.6) correspond to those of a BPG algorithm, albeit with a Riemannian gradient instead of the usual Euclidean gradient in (3.6). In practice, we observe that this algorithm always converges when $\gamma > 0$ is sufficiently small to ensure that the iterates $\Sigma_{t+1/2}$ remain positive definite (we give a safe step-size strategy ensuring this condition in Appendix A.5). The intriguing questions regarding the convergence rate of this algorithm and the minimizers associated with it are left for future research. We envision the use of guarantees inspired by Plug-and-Play literature, as described e.g. in [67]. However, we experimentally demonstrate in the next section that the associated estimator effectively recovers a precision matrix from a sketch of the data.

4. Experiments

In this section we provide experiments for assessing the efficiency of Algorithm 1. The following experiments are conducted using structured sketching as described in Section 3.1. The objectives of these experiments is to answer the following questions:

1. Does the decoder described in Algorithm 1 give qualitatively coherent results?
2. What is the impact of the sketch size $m$ on the final estimation? More precisely, can we obtain a good estimate of the true precision matrix with a number of measurements $m$ close to the theoretical $m_0 = C(d + 2k) \log(d)$ obtained in Theorem 3?
3. How does the sketching approach combined with the decoder described in Algorithm 1 compare to classical methods such as the graphical lasso in terms of performance?

In all experiments, the setting is as follows: we generate a true sparse precision matrix $\Theta \in S_{d+}^+(\mathbb{R})$ and we consider $x_1, \ldots, x_n \sim \mathcal{N}(0, \Theta^{-1})$ i.e. $n$ i.i.d. samples of a multivariate Gaussian with covariance $\Sigma = \Theta^{-1}$. In the experiments, we explore two methods for generating sparse precision matrices $\Theta$. For each method, the matrix $\Theta$ first consists of $L$ blocks, each having a size of $M \times M$ with $L \times M = d$. The generation of each block follows the distribution of a random graph. In the first method, referred to as Erdos, each block follows the distribution of an Erdős-Rényi graph [27] where the probability of connection is set to $p = 0.2$. In the second method, referred to as PowerLaw, the random graph is a tree with a power-law degree distribution. Both methods utilize the Networkx library [37] for generating these distributions. After fixing the support with the above strategy, the value of each coefficient is arbitrarily set to $\varepsilon u$ where $u \sim \text{Unif}[1, 4]$ and $\varepsilon = 1$ with probability 0.5 and $-1$ with probability 0.5. The matrix $\Theta$ is then symmetrized and made positive definite by adding a sufficiently large diagonal $(0.1 + \lambda_{\text{min}})I$. Finally a random permutation permutes the rows and columns of the matrix. Two examples of matrices $\Theta$ generated according to these procedures are shown on the left side of Figure 2 (for $d = 64$).
Empirical cov. \( \hat{\Sigma} \), \( n = 8000 \)
True precision \( \Theta \), nnz = 386
\( \Theta \) sketch, \( m = 1536 \), RE = 0.282

Empirical cov. \( \hat{\Sigma} \), \( n = 8000 \)
True precision \( \Theta \), nnz = 512
\( \Theta \) sketch, \( m = 1536 \), RE = 0.364

Fig. 2. Illustrative example of estimation using the decoding procedure described in Algorithm 1. The dimension is \( d = 64 \) and the sketch size \( m = 1536 \). We set \( \lambda = 0.008 \) for the \( \ell_1 \) penalty parameter for all solvers. RE stands for the relative error between the true precision matrix and the estimated one (4.1). (First row) With a precision matrix \( \Theta \) generated from the Erdos process. (Second row) With a matrix \( \Theta \) generated from the Powerlaw process. The columns are (from left to right): the empirical covariance \( \hat{\Sigma} \) for \( n = 8000 \), the true precision matrix \( \Theta \) and the decoder Algorithm 1 based on a sketch of the data with structured rank-one projections.

In the experiments, we consider two performance measures. The first one is the relative error computed as

\[
RE \triangleq \frac{\|\Theta_{\text{true}} - \Theta_{\text{est}}\|_{\text{Fro}}}{\|\Theta_{\text{true}}\|_{\text{Fro}}} \tag{4.1}
\]

and the second one is the \( F_1 \in [0, 1] \) score between the true matrix and the estimated one. It is calculated as \( F_1 = \frac{2tp}{2tp + fp + fn} \) where true positive \( tp \) stands for the case when there is an actual edge and the algorithm detects it; false positive \( fp \) stands for the case when there is no actual edge but the algorithm detects one, and false negative \( fn \) stands for the case when the algorithm failed to detect an actual edge.

4.1. First illustration

First, we qualitatively illustrate the behavior of our Algorithm 1. In this experiment, we set \( d = 64 \) and generate \( n = 8000 \) samples from \( \Theta \) using the Erdos and Powerlaw procedures. The number of non-zero elements are respectively 512 for PowerLaw and 386 for Erdos. We consider one draw of structured sketching operator as described in Section 3.1. We compute a sketch of the dataset \( s = \)
4.2. Impact of the number of measurements on the estimation - asymptotic regime

In order to quantitatively evaluate the impact of the number of measurements \( m \) on the final estimation we consider the asymptotic regime where \( n = +\infty \) or equivalently we sketch the true covariance matrix as \( s = \Sigma \) instead of the empirical covariance matrix. We take \( d = 256 \) and we draw three precision matrices from the settings PowerLaw and Erdos. For each setting PowerLaw and Erdos, each \( m \in \{256, 512, 1024, 2048, 4096, 8192, 16384, 32768 = d^2/2\} \), and each score function (RE and \( F_1 \)-score) we choose the parameter \( \lambda \in \{1e^{-4}, 5e^{-4}, 1e^{-3}, \cdots, 5e^{-1}\} \) that gives the best average score. We report the results in Figure 3.

We observe that for Erdos the estimator based on the sketching procedure and Algorithm 1 gives a recovery with a relative error that is below 10% starting from \( m \approx 4096 \) that is \( m/d^2/2 \approx 12\% \). This corresponds to a compression rate of approximately 88\%. This result is also consistent with the theoretical bound \( m \approx \|\Theta\|_0 \log(d) \) (represented by the vertical dashed lines) found in Theorem 3: we can see that the best average relative error is below 10% starting from this limit. From \( m/d^2/2 = 50\% \), the recovery is also nearly perfect. The \( F_1 \) score is in agreement with the relative error: starting from \( m \approx 4096 \), the \( F_1 \) score is above 0.8, indicating that our estimator captures the correct statistical relationships between the variables.

For the PowerLaw setting, the results are slightly less favorable, and a relative error below 10\% is only achieved for \( m/d^2/2 \approx 50\% \), resulting in a compression rate of approximately 50\%. This can be explained by the fact that the precision matrices in this case are less sparse (vertical dashed orange
Fig. 4. Comparison between our estimator and graphical lasso type estimators with the Erdos (top row) and PowerLaw settings (bottom row). The 10-th percentile for these scores are reported in shaded line.

line), and the theory also involves constants (e.g., the constant $C(\delta, \rho, b/a)$ in Theorem 3) that can have a significant impact on the actual number of measurements required for reconstruction.

In all cases, this experiment indicates that the proposed sketching method preserves information, and the decoding method allows for a good estimation in an optimistic scenario with a large number of samples and an optimally-chosen regularization parameter.

4.3. Comparison with graphical lasso type estimators - finite sample regime

In a last experiment we compare quantitatively our approach with the graphical lasso estimator (computed with the Scikit-learn implementation [60]) and we investigate the influence of the sample size on the final estimation. We consider $d = 256$ and $n$ samples $x_1, \ldots, x_n \sim \mathcal{N}(0, \Theta^{-1})$ with three draws of precision matrices for each Erdos and Powerlaw settings. We use a sketch of the data for a number of samples $n$ varying from 50 (in order to have the small sample regime) to 500000. We compute the sketch of the data for sketch size $m \in \{1024, 2048, 4096, 8192, 16384, 32768 = d^2/2\}$. As in the previous experiment, for each method, each $n$ and each score function we pick the regularization parameter $\lambda \in \{1e-4, 5e-4, 1e-3, \ldots, 5e-1\}$ that leads to the best average score.
We also consider a simple baseline, namely the pseudo-inverse of the empirical covariance matrix $\hat{\Sigma}^\dagger$ as an estimate for $\Theta_{\text{true}}$. Note that when $n > d$ the matrix $\hat{\Sigma}$ is almost surely invertible to that this baseline corresponds to the maximum likelihood estimator of $\Theta_{\text{true}}$ without $\ell_1$ regularization (same as graphical lasso with $\lambda = 0$ in this case). We report these results in Figure 4.

In both settings, the results show that our estimator improves as $m$ and $n$ increase, as expected. Moreover, for $m = 32768 = d^2/2$, the results of the graphical lasso and our estimator are nearly identical, demonstrating that our estimator is consistent with the graphical lasso when the number of measurements reaches the number of degrees of freedom of the empirical covariance matrix. Furthermore, we notice that for the Erdos setting, the performances are very similar to those of the graphical lasso even for $m \approx 8192$. This result indicates that even in the case of a finite number of samples, we are able to accurately estimate the precision matrices with a limited number of measurements (8192 corresponds to a compression rate of $\approx 75\%$). For the PowerLaw setting, the results in terms of relative error are more mixed. However, the $F_1$ score remains comparable to that of the graphical lasso, indicating that our approach captures the correct statistical dependencies, but may struggle to accurately estimate the intensity of these dependencies. In a rather reassuring way, in the small sample regime, our estimator outperforms the MLE estimator $(\hat{\Sigma})^\dagger$ in terms of relative error and consistently outperforms it in terms of the $F_1$ score (this is reasonable because $(\hat{\Sigma})^\dagger$ unlike $\Theta_{\text{true}}$).

5. Covering numbers bounds and concentration inequalities for Theorem 3

In this section, we provide the necessary ingredients to prove Theorem 3. Guided by Theorem 2, we start by giving general results to control covering numbers before applying them to the one considered in this article. Then, we provide the concentration inequality needed on the sketching operator $\mathcal{A}$.

5.1. Controlling covering numbers

We take the general point of view of normed vector spaces $E, F$ with norms $\|\cdot\|_E, \|\cdot\|_F$ and a function $f : \Omega \subseteq E \rightarrow F$ defined on some domain $\Omega = \text{dom}(f)$ of $E$. For a subset $\mathcal{X} \subseteq E$ the covering number of $\mathcal{X}$ w.r.t. $\|\cdot\|_E$ with radius $\varepsilon > 0$, denoted by $\mathcal{N}(\mathcal{X}, \|\cdot\|_E, \varepsilon)$, is the minimal number of closed balls of radius $\varepsilon$ (w.r.t. $\|\cdot\|_E$) required to entirely cover $\mathcal{X}$ and whose centers are in $\mathcal{X}$ (see Appendix A.2.1 for a formal definition).

**Remark 5** (Link with the precision matrix estimation problem) This section is presented in a general case, but its results will ultimately be applied to control the covering number of the normalized secant of our model set $\mathcal{S}_{k,a,b}$ defined in (2.3). Therefore, one should keep in mind that our final application framework will consider $E = F = S_d$, $f = \text{inv}$ with $\Omega$ the set of symmetric and invertible matrices and $\mathcal{X} = \mathcal{S}_{k,a,b}^{-1} = \{\Theta = \Sigma^{-1} : \Sigma \in \mathcal{S}_{k,a,b}\}$.

The core of our reasoning is based on the following sets, which generalize definition (2.8).

**Definition 2** (Normalized secant sets) We define the normalized secant set of some $\mathcal{X} \subseteq E$ as

$$S[\mathcal{X}] \triangleq \{ \frac{x-y}{\|x-y\|_E} : (x, y) \in \mathcal{X}^2, \|x-y\|_E > 0 \}.$$  \(5.1\)
We introduce also the normalized secant set of $\mathcal{X} \subseteq \Omega = \text{dom}(f)$ embedded by $f$ as

$$S[f(\mathcal{X})] \overset{\Delta}{=} \{ \frac{f(x) - f(y)}{\|f(x) - f(y)\|_F} : (x,y) \in \mathcal{X}^2, \|f(x) - f(y)\|_F > 0 \}. \quad (5.2)$$

The main contribution of this section is the control of the covering number of a normalized secant $S[f(\mathcal{X})] \subseteq F$ by the covering number of $\mathcal{X}$ and $S[\mathcal{X}]$, for a sufficiently smooth $f$. The intuition is the following: if we consider a signal $x \in \mathcal{X}$ in a “low-dimensional” space, then its image by $f$ is also “low-dimensional” if $f$ is sufficiently regular on $\mathcal{X}$.

To carry out the analysis of $S[f(\mathcal{X})]$ we introduce the notions of long and short chords. These objects are inspired by results in compressive independent component analysis and the theory of random projections on manifolds [20].

**Long and short chords** The set $S[f(\mathcal{X})]$ can be divided in two subsets that are more analytically tractable. First, we introduce, for $\eta > 0$, the following sets

$$C^+_\eta(\mathcal{X},f) \overset{\Delta}{=} \{ (x,y) \in \mathcal{X}^2 : \|f(x) - f(y)\|_F > \eta \},$$

$$C^-\eta(\mathcal{X},f) \overset{\Delta}{=} \{ (x,y) \in \mathcal{X}^2 : 0 < \|f(x) - f(y)\|_F \leq \eta \}. \quad (5.3)$$

With these notations, $S[f(\mathcal{X})]$ can be decomposed into long and short chords $S[f(\mathcal{X})] = S^+_\eta[f(\mathcal{X})] \cup S^-\eta[f(\mathcal{X})]$, where the long and short chords are respectively defined by

$$S^+_\eta[f(\mathcal{X})] \overset{\Delta}{=} \{ \frac{f(x) - f(y)}{\|f(x) - f(y)\|_F} : (x,y) \in C^+_\eta(\mathcal{X},f) \},$$

$$S^-\eta[f(\mathcal{X})] \overset{\Delta}{=} \{ \frac{f(x) - f(y)}{\|f(x) - f(y)\|_F} : (x,y) \in C^-\eta(\mathcal{X},f) \}. \quad (5.4)$$

In order to control the covering number of $S[f(\mathcal{X})]$ we will exploit its decomposition via the spaces $S^+_\eta[f(\mathcal{X})]$ whose covering numbers are easier to obtain, assuming some regularity of the function $f$ on $\mathcal{X}$.

**Definition 3** (Bi-Lipschitz assumption) Given positive constants $\alpha$ and $\beta$, we say that a function $f$ is $(\alpha, \beta)$-bi-Lipschitz if for all $(x,y) \in \mathcal{X}^2$ it verifies

$$\alpha \|x - y\|_E \leq \|f(x) - f(y)\|_F \leq \beta \|x - y\|_E. \quad (5.5)$$

In order to define the notion of differential we assume that the model set is contained in the interior of $\Omega = \text{dom}(f)$, i.e., $\mathcal{X} \subseteq \text{int}(\Omega)$. In particular when $f$ is differentiable on $\mathcal{X}$, (5.6) implies that $\sup_{x \in \mathcal{X}} \|Df_x\|_{\text{op}} \leq \beta < +\infty$, where $\| : \|_{\text{op}}$ is the operator norm defined as $\|Df_x\|_{\text{op}} \overset{\Delta}{=} \sup_{\|h\|_E \leq 1} \|Df_x(h)\|_F$.

We further consider the following regularity assumptions:

**Assumption A-1** (Second order approximation) $f$ is differentiable on $\text{int}(\Omega)$ and there exists $L > 0$ such that

$$\forall (x,y) \in \mathcal{X}^2, \|f(x) - f(y) - Df_y(x - y)\|_F \leq L \|x - y\|_E^2. \quad (5.7)$$
**Assumption A-2** (Bounded curvature) \( f \) is differentiable on \( \text{int}(\Omega) \) and \( \zeta \)-smooth on \( \mathcal{X} \), where \( \zeta > 0 \), i.e.
\[
\forall (x, y) \in \mathcal{X}^2, \quad \| Df_x - Df_y \|_{op} \leq \zeta \| x - y \|_E. \tag{5.8}
\]

As described in Lemma 4 (see Appendix A.2.2) the condition A-2 implies A-1 when \( \mathcal{X} \) is a convex model set.

Covering numbers of \( S^+_\eta [f(\mathcal{X})] \) controlling the covering with long chords is relatively easy under some assumptions on \( f \) as proven in the following proposition (proof in Appendix A.2.3).

**Proposition 1** Assume that \( f \) is \( \beta \)-Lipschitz as in (5.6). Then for any \( \eta > 0 \) and \( \varepsilon > 0 \),
\[
\mathcal{N}(S^+_\eta [f(\mathcal{X})], \| \cdot \|_F, \varepsilon) \leq \mathcal{N}(\mathcal{X}, \| \cdot \|_E, \frac{\eta}{16 \beta} \varepsilon)^2. \tag{5.9}
\]

In other words, the “dimension” of the long chords can be controlled by that of the model set itself, assuming only that \( f \) is Lipschitz-continuous.

Covering numbers of \( S^-_\eta [f(\mathcal{X})] \) controlling the covering number of short chords is a little more delicate and generally requires a fine analysis of \( \mathcal{X} \) [34]. However, by adding the hypothesis A-1 and A-2 we are able to prove the following result (proof in Appendix A.2.4).

**Proposition 2** Assume that \( f \) is \((\alpha, \beta)\)-bi-Lipschitz and satisfies assumptions A-1 and A-2. Then for any \( \varepsilon > 0 \) and \( \eta > 0 \),
\[
\mathcal{N}(S^-_\eta [f(\mathcal{X})], \| \cdot \|_F, 2(\varepsilon + \frac{L}{\alpha^2} \eta)) \leq \mathcal{N}(\mathcal{X}, \| \cdot \|_E, \frac{\alpha \varepsilon}{\zeta + \beta \alpha}) \times \mathcal{N}(S[\mathcal{X}], \| \cdot \|_E, \frac{\alpha^2 \varepsilon}{2(\zeta + \beta \alpha)}). \tag{5.10}
\]

*Intuition of the proof* The idea is to show that each element of \( S^-_\eta [f(\mathcal{X})] \) can be described by a “tangent” vector to \( S[\mathcal{X}] \) and that the set of tangent vectors has a covering number which can be controlled by those of \( \mathcal{X} \) and \( S[\mathcal{X}] \). □

By combining the two propositions we are now ready to state the main theorem of this section:

**Theorem 4** Assume that \( f \) is \((\alpha, \beta)\)-bi-Lipschitz and satisfies assumptions A-1 and A-2. Then for all \( \eta > 0, \varepsilon > 0 \), we have
\[
\mathcal{N}(S[f(\mathcal{X})], \| \cdot \|_F, 2 \left[ \varepsilon + \frac{L}{\alpha^2} \eta \right]) \leq \mathcal{N}(\mathcal{X}, \| \cdot \|_E, \frac{\eta}{8 \beta} \left[ \varepsilon + \frac{L}{\alpha^2} \eta \right]^2
\]
\[
\quad + \frac{\zeta + \beta \alpha}{\alpha^2 \varepsilon} \mathcal{N}(\mathcal{X}, \| \cdot \|_E, \frac{\alpha \varepsilon}{\zeta + \beta \alpha}) \times \mathcal{N}(S[\mathcal{X}], \| \cdot \|_E, \frac{\alpha^2 \varepsilon}{2(\zeta + \beta \alpha)}). \tag{5.11}
\]
Proof We use that for any \( \eta > 0 \) \( S[\mathbb{X}] = S^{+}_\eta[f(\mathbb{X})] \cup S^{-}_\eta[f(\mathbb{X})] \) thus the covering number of \( S[f(\mathbb{X})] \) is less than the sum of the coverings of \( S^{+}_\eta[f(\mathbb{X})] \) and \( S^{-}_\eta[f(\mathbb{X})] \). Then we apply Proposition 1 and Proposition 2. \( \square \)

Putting everything together in the case of sparse precision matrix we apply the previous results to our framework, that is \( E = F = S_d \), \( f = \text{inv} \) and \( \mathbb{X} = \mathcal{S}^{-1}_{k,a,b} = \{ \Theta = \Sigma^{-1} : \Sigma \in \mathcal{S}_{k,a,b} \} \). We set the norms as follow : \( \| \cdot \|_F \) the Frobenius norm and \( \| \cdot \|_A \) as defined in (2.13). We have the following lemma which shows that \( f = \text{inv} \) satisfies all the necessary regularity assumptions (the proof can be found in Appendix A.2.5).

**Lemma 1** Assume that there exist constants \( c_{\text{Fro}} \) and \( C_{\text{Fro}} \) such that \( c_{\text{Fro}} \| M \|_{\text{Fro}} \leq \| M \|_A \leq C_{\text{Fro}} \| M \|_{\text{Fro}} \). Then the function \( f = \text{inv} \) is \((\alpha, \beta)\)-bi-Lipschitz and satisfies assumptions A-1 and A-2 on \( \mathcal{S}^{-1}_{k,a,b} \) with \( \alpha = \frac{c_{\text{Fro}}}{\beta^2} \), \( \beta = \frac{C_{\text{Fro}}}{\alpha^2} \), \( L = \frac{C_{\text{Fro}}}{\alpha} \), \( \zeta = 2L \).

Note that expressions for the constants \( c_{\text{Fro}} \) and \( C_{\text{Fro}} \) will be provided in Proposition 4. In order to control the covering number of \( S[\mathcal{S}^{-1}_{k,a,b}] = S[\text{inv}(\mathcal{S}^{-1}_{k,a,b})] \) we only have to check those of \( \mathcal{S}^{-1}_{k,a,b} \) and \( \mathcal{S}[\mathcal{S}^{-1}_{k,a,b}] \). It is done in the following lemma (the proof can be found in Appendix A.2.6).

**Lemma 2** For any \( \varepsilon > 0 \) we have

\[
\mathcal{N}(\mathcal{S}^{-1}_{k,a,b}, \| \cdot \|_{\text{Fro}}, \varepsilon) \leq \left( \frac{ed^2}{2k} \right)^k \left( \frac{18}{\varepsilon^2} \right)^d + k \quad \text{and} \quad \mathcal{N}(S[\mathcal{S}^{-1}_{k,a,b}], \| \cdot \|_{\text{Fro}}, \varepsilon) \leq \left( \frac{ed^2}{4k} \right)^2 k \left( \frac{18}{\varepsilon^2} \right)^{d+k}.
\]

This result show that the box counting dimensions [65] (also called entropy dimensions) of \( \mathcal{S}^{-1}_{k,a,b} \) and \( S[\mathcal{S}^{-1}_{k,a,b}] \) are smaller than \((d+k) \log(d)\) and \((d+2k) \log(d)\) and thus much smaller than \(d^2\), which will allow us to have the guarantees presented in the introduction.

**Corollary 1** Assuming the existence of the constant \( C_{\text{Fro}}, c_{\text{Fro}} \) as in Lemma 1, there exist absolute constants \( c_0, c_1 \geq 1 \), such that, for any \( \varepsilon > 0 \), the covering number of \( S[\mathcal{S}_{k,a,b}] \) verifies

\[
\mathcal{N}(S[\mathcal{S}_{k,a,b}], \| \cdot \|_{A}, \varepsilon) \leq \left( \frac{ed^2}{2k} \right)^{2k} \left( \frac{c_0 \sqrt{d} \varepsilon c_{\text{Fro}}^2 b^5}{\varepsilon^2 c_{\text{Fro}}^2} \right)^{2(d+k)} + \left( \frac{c_1 \sqrt{d} \varepsilon c_{\text{Fro}}^2 (\frac{2}{c_{\text{Fro}}} + 1) b^5}{\varepsilon^2 c_{\text{Fro}}^2} \right)^{d+2k+1}.
\]

This is a direct consequence of Theorem 4, combined with Lemma 1 and 2. See Appendix A.2.7 for the proof. This corollary allows for a control of the covering number that is required to prove a RIP for rank-one projections.

5.2. Application to rank-one projections

The results of the previous section allowed us to control one of the three quantities of interest for establishing the RIP\( \delta \) : the covering number. We are left with studying the concentration properties of the operator \( \mathcal{A} \) (Theorem 2).
A natural choice for the norm $\| \cdot \|_R^m$ would be the standard Euclidean norm $\| \cdot \|_2$. However, in order for the RIP to hold, one would have to choose $\| M \|_{S_d} = \left( E_{A \sim \Lambda} \left[ \left| \left\langle M, M \right\rangle \right| \right] \right)^{1/2}$. Unfortunately, with these choices, we were unable to find sufficiently tight concentration functions $C_1, C_2$ that lead to better guaranties than $m \gtrsim d^2$. This phenomenon had already been observed, as written in [12] the rank-one projections lead to loose RIP constants for low-rank matrix completion problems (unless $m \gtrsim d^2$), and we envision that similar results hold in our case. The remedy found in [12] is to consider instead an $\ell_1$ norm for $\| \cdot \|_R^m$ in Definition 1 instead of the $\ell_2$ norm, leading to the choice of $\| \cdot \|_\Lambda$ defined in (2.13) for $\| \cdot \|_{S_d}$. This next part shows that this remedy helps for the recovery of covariance matrices and thus of precision matrices.

**Proposition 3** Consider the operator $\mathcal{A}(\Sigma) = \frac{1}{m} (a_1^\top \Sigma a_1, \ldots, a_m^\top \Sigma a_m)^\top$, where the vectors $a_1, \ldots, a_m$ are i.i.d. and either follow $\Lambda = \Lambda_G = \mathcal{N}(0, \frac{1}{d} I_d)$ or $\Lambda = \Lambda_G = \mathcal{N}(S^{d-1})$ with the associated norm $\| \Sigma \|_\Lambda = E_{a \sim \Lambda} |a^\top \Sigma a|$. Then, for any $U \in S_d(\mathbb{R})$ satisfying $\| U \|_\Lambda = 1$ and for any $t > 0$, we have

$$\Pr \left( \| \mathcal{A}(U) \|_1 - 1 > t \right) \leq 2 \exp \left( -\frac{m}{8e^2} \min \left( \frac{t^2}{K^2_\Lambda}, \frac{t}{K^2_\Lambda} \right) \right),$$

where $K_\Lambda$ is an absolute constant given by $K_{\Lambda G} = \frac{76e^2\sqrt{15}}{\log 2}$ and $K_{\Lambda U} = \frac{304e^2\sqrt{15}}{\log 2}$.

**Intuition of the proof** The proof is based on a Bernstein-type concentration inequality for sums of sub-exponential variables. The essential ingredient of the proof is thus to show that the centered random variable $|a^\top U a| - 1$ involved in $\| \mathcal{A}(U) \|_1 - 1$ is subexponential with a subexponential norm bounded by an absolute constant $K_\Lambda$. The full proof can be found in Appendix A.3.1. □

This result provides the function $C_2$ required to obtain a RIP with Theorem 2.

**Remark 6** This is essentially the only result that would need to be adapted if one wants to provide information-theoretic guarantees to the sketching operator defined from random structured matrices. Indeed, we emphasize that all previous results on covering numbers are still valid in the structured case.

Finally to be able to control the covering number, the norm $\| \cdot \|_\Lambda$ needs to verify the hypothesis of Corollary 1. This is done in the following proposition (see Appendix A.3.2 for the proof).

**Proposition 4** Let $\Lambda \in \{ \Lambda_G, \Lambda_U \}$ be either the Gaussian or uniform distribution on $\mathbb{R}^d$ and consider the associated $\Lambda$-norm defined in (2.13). Then,

$$\forall M \in S_d(\mathbb{R}), \quad \frac{2}{9\sqrt{15}d} \| M \|_{\text{Fro}} \leq \| M \|_\Lambda \leq \frac{1}{\sqrt{d}} \| M \|_{\text{Fro}}.$$

This gives $c_{\text{Fro}} = 2/(9\sqrt{15}d)$ and $C_{\text{Fro}} = 1/\sqrt{d}$ in Lemma 1.

In this section, we have established control over the covering numbers via Corollary 1 and introduced the concentration inequality for the sketching operator through Proposition 3. These components provide the necessary foundation for proving Theorem 3. The comprehensive proof of this theorem can be found in Appendix A.3.3.
6. Conclusion & perspectives

In this work, we have presented a compressive approach based on sketching to estimate sparse precision matrices. We have shown that it is possible to estimate a \((d + 2k)\)-sparse precision matrix from a data sketch of the order \((d + 2k) \log(d)\), which is significantly smaller than the typical memory complexity of \(d^2\) associated with the graphical lasso. Our analysis is supported by information-theoretic guarantees, where we have established restricted isometries and instance optimality properties. Finally, we have proposed a practical algorithmic solution for computing an estimation of the precision matrix from the sketch.

Our work opens several new lines of research. Given the generality of the tools presented in this paper, it would be interesting to explore whether similar guarantees can be established for other model sets based on specific graph structures [51]. Also, as practitioners are not always interested in the graph associated with the precision matrix per se but rather in some of its properties (e.g., a group structure among the nodes), it would be interesting to see how these properties can directly be inferred using a compressive learning approach and whether it can help further reduce the sketch’s dimension.

From an algorithmic point of view, our work also raises several questions. The proposed estimator is costly as it requires to solve several graphical lasso. An interesting further work would be to design a more efficient decoder that is sufficiently close to the optimal decoder given by the theory. In this context, the choice proposed in this paper is a first step toward practical recovery, but other algorithms could be used based on different precision matrix estimators like [81]. Finally, from an application point of view, an interesting perspective would be to use the sketching approach to learn, in an online way, a dynamic graph, in the way of the time varying graphical lasso [38].

A. Proofs

A.1. Proofs of Section 2.1

A.1.1. Proof of Theorem 1

*Proof* With the notations of the theorem \(\Sigma^* = \Delta[A(\hat{\Sigma})] \in \arg\min_{\Sigma \in \mathcal{G}} \|A(\Sigma) - A(\hat{\Sigma})\|_{\mathbb{R}^m}\). Then for any \(\Sigma_{\mathcal{G}} \in \mathcal{G}\):

\[
\|\Sigma^* - \Sigma\|_{S_d} \leq \|\Sigma - \Sigma_{\mathcal{G}}\|_{S_d} + 1 \leq \|\Sigma - \Sigma_{\mathcal{G}}\|_{S_d} + \frac{1}{1 - \delta} \|A(\Sigma^*) - A(\Sigma_{\mathcal{G}})\|_{\mathbb{R}^m}
\]

\[
\leq \|\Sigma - \Sigma_{\mathcal{G}}\|_{S_d} + \frac{1}{1 - \delta} \left(\|A(\Sigma^*) - A(\hat{\Sigma})\|_{\mathbb{R}^m} + \|A(\hat{\Sigma}) - A(\Sigma_{\mathcal{G}})\|_{\mathbb{R}^m}\right)
\]

\[
\leq \|\Sigma - \Sigma_{\mathcal{G}}\|_{S_d} + \frac{2}{1 - \delta} \|A(\Sigma^*) - A(\Sigma_{\mathcal{G}})\|_{\mathbb{R}^m}
\]

We introduce the following “distance” to the model set \(\mathcal{G}\):

\[
d^0(\Sigma, \mathcal{G}) = \inf_{M \in \mathcal{G}} \|\Sigma - M\|_{S_d} + \frac{2}{1 - \delta} \|A(\Sigma) - A(M)\|_{\mathbb{R}^m}. \tag{A.2}
\]
Then we have $d^\circ(\Sigma, S_d) = 0$ if $\Sigma \in S$ and
\[
\|\Sigma^* - \Sigma\|_{S_d} \leq d^\circ(\Sigma, S_d) + \frac{2}{1 - \delta} \|\mathcal{A}(\Sigma) - \mathcal{A}(M)\|_{R^m}.
\]  
(A.3)

\[\square\]

A.1.2. Proof of Theorem 2

Proof Let us start by considering $\bar{S}_\varepsilon$, an $\varepsilon$-net of $S[S]$ with respect to $\|\cdot\|_{S_d}$, for some $\varepsilon > 0$. Then, for every $U \in S[S]$, there exists $\bar{U} \in \bar{S}_\varepsilon$ such that $\|U - \bar{U}\|_{S_d} \leq \varepsilon$. From the triangular inequality we have
\[
\|\mathcal{A}(U)\|_{R^m} - 1 \leq \|\mathcal{A}(U)\|_{R^m} - \|\mathcal{A}(\bar{U})\|_{R^m} \leq 1.\]

Focusing on the first term of the right-hand side, we obtain
\[
\|\mathcal{A}(U)\|_{R^m} - 1 - \|\mathcal{A}(\bar{U})\|_{R^m} \leq \|\mathcal{A}(U - \bar{U})\|_{R^m} \leq 1.\]

Hence for $U \in S[\text{inv}(S)]$:
\[
\|\mathcal{A}(U)\|_{R^m} - 1 \leq \max_{U \in \bar{S}_\varepsilon} \|\mathcal{A}(U)\|_{R^m} - 1 + \varepsilon \|\mathcal{A}\|.
\]  
(A.4)

So we have for any $0 < \delta < 1$:
\[
P\left(\sup_{U \in S[S]} \|\mathcal{A}(U)\|_{R^m} - 1 \leq \delta\right) \geq 1 - P(\varepsilon \|\mathcal{A}\|) > \frac{\delta}{2} - P\left(\max_{U \in \bar{S}_\varepsilon} \|\mathcal{A}(U)\|_{R^m} - 1 > \frac{\delta}{2}\right).\]

We will control these two terms. For the first one we have the concentration with $C_1$. For the second one, using the union bound yields
\[
P\left(\max_{U \in \bar{S}_\varepsilon} \|\mathcal{A}(U)\|_{R^m} - 1 > \frac{\delta}{2}\right) \leq \sum_{U \in \bar{S}_\varepsilon} P\left(\|\mathcal{A}(U)\|_{R^m} - 1 > \frac{\delta}{2}\right).\]

(A.7)

Using the concentration given by $C_2$, for $\bar{U} \in \bar{S}_\varepsilon$ and $t \in [0, 1]$, we have $P\left(\|\mathcal{A}\bar{U}\|_{R^m} - 1 > t\right) \leq C_2(t)$. Applying this with $t = \delta/2$ and using (A.7) gives
\[
P\left(\max_{U \in \bar{S}_\varepsilon} \|\mathcal{A}(U)\|_{R^m} - 1 \leq \frac{\delta}{2}\right) \geq 1 - C_1(\frac{\delta}{2\varepsilon}) - |\bar{S}_\varepsilon|C_2(\delta/2).\]

(A.8)

As a result, we obtain for $\delta \in [0, 1]$ and $\varepsilon > 0$
\[
P\left(\sup_{U \in S[S]} \|\mathcal{A}(U)\|_{R^m} - 1 \leq \delta\right) \geq 1 - C_1(\frac{\delta}{2\varepsilon}) - |\bar{S}_\varepsilon|C_2(\delta/2).\]

(A.9)

\[\square\]
A.1.3. Proof of Remark 3

**Proof** For some $\epsilon' > 0$, consider $T_{\epsilon'}$ an $\epsilon'$-net of the sphere $B_{S_d}$. Then, for all $U \in B_{S_d}$, there exists $\overline{U} \in T_{\epsilon'}$ such that

$$\|\mathcal{A}(U)\|_{\mathbb{R}^n} \leq \epsilon'\|\mathcal{A}\| + \|\mathcal{A}(U)\|_{\mathbb{R}^n}.$$  

Thus, taking the supremum over $U$ yields

$$\sup_{U \in B_{S_d}} \|\mathcal{A}(U)\|_{\mathbb{R}^n} \leq \epsilon'\|\mathcal{A}\| + \max_{U \in T_{\epsilon'}} \|\mathcal{A}(U)\|_{\mathbb{R}^n},$$

therefore $\|\mathcal{A}\| \leq (1 - \epsilon')^{-1} \max_{U \in T_{\epsilon'}} \|\mathcal{A}(U)\|_{\mathbb{R}^n}$. As a consequence, for $t > 1/(1 - \epsilon')$,

$$\mathbb{P}(\|\mathcal{A}\| > t) \leq \mathbb{P}\left(\max_{U \in T_{\epsilon'}} \|\mathcal{A}(U)\|_{\mathbb{R}^n} > (1 - \epsilon')t\right) \leq \sum_{U \in T_{\epsilon'}} \mathbb{P}\left(\|\mathcal{A}(U)\|_{\mathbb{R}^n} - 1 > (1 - \epsilon')t - 1\right)$$

$$\leq \mathcal{N}(B_{S_d},\|\cdot\|_{S_d},\epsilon')C_2((1 - \epsilon')t - 1).$$

□

A.2. Proofs of Section 5.1

A.2.1. General results on covering numbers

Let $(E, d)$ be a semi-metric space. The covering number of $\mathcal{G} \subseteq E$ with radius $\epsilon$ with respect to $d$ is defined as:

$$\mathcal{N}(\mathcal{G}, d, \epsilon) \overset{\Delta}{=} \min \left\{N \in \mathbb{N} : \exists x_1, \cdots, x_N \in \mathcal{G}, \mathcal{G} \subseteq \bigcup_{i=1}^{N} B_d(x_i, \epsilon)\right\}. \quad (A.10)$$

If $N = \mathcal{N}(\mathcal{G}, d, \epsilon)$, then for any $x \in \mathcal{G}$ there exists $i \in [N]$ such that $d(x, x_i) \leq \epsilon$. We recall the following Lemma regarding covering numbers that can be found in [34, Lemma A.3.1].

**Lemma 3** Let $Y, Z$ be two subset of a pseudo metric space $(X, d)$ such that the following holds:

$$\forall z \in Z, \exists y \in Y, d(z, y) \leq \delta,$$ \quad (A.11)

where $\delta \geq 0$. Then for all $\epsilon > 0$

$$\mathcal{N}(Z, d, 2(\delta + \epsilon)) \leq \mathcal{N}(Y, d, \epsilon).$$ \quad (A.12)

A.2.2. Descent Lemma

**Lemma 4** (Descent Lemma) Let $E, F$ be two normed vector spaces and $\Omega$ a subset of $E$ and $\mathcal{X} \subseteq \text{int}(\Omega)$. Consider $f : \Omega \to F$ a $L$-smooth function on $\mathcal{X}$ i.e.

$$\forall (x, y) \in \mathcal{X}^2, \|Df_x - Df_y\|_{\text{op}} \leq L\|x - y\|_E.$$

Let $(x, y) \in \mathcal{X}^2$ such that the segment $[x, y]$ lies in $\mathcal{X}$. Then,

$$\|f(x) - f(y) - Df_y(x - y)\|_F \leq L\|x - y\|_E^2.$$ \quad (A.14)

In particular if $\mathcal{X}$ is convex then $A-2$ implies $A-1$.  
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Proof From [23, Corollary 3.3] \( f \) verifies
\[
\|f(x) - f(y) - Df_y(x-y)\|_F \leq \sup_{z \in [x, y]} \|Df_z - Df_x\|_{op} \|x - y\|_E.
\]
Now take \( z \in [x, y] \) and write it as \( z = (1-t)x + ty \in \mathfrak{X} \) for some \( t \in [0, 1] \). Since \( f \) is \( L \)-smooth on \( \mathfrak{X} \) we have:
\[
\|Df_z - Df_x\|_{op} = \|Df_{(1-t)x + ty} - Df_x\|_{op} \leq L\|(1-t)x + ty - x\|_E = Lt\|x - y\|_E \leq L\|x - y\|_E.
\]
Hence \( \sup_{z \in [x, y]} \|Df_z - Df_x\|_{op} \leq L\|x - y\|_E \) and thus \( \|f(x) - f(y) - Df_y(x-y)\|_F \leq L\|x - y\|_E^2 \) □

A.2.3. Proof of Proposition 1

Proof In the following we note \( \|(x_1, y_1) - (x_2, y_2)\|_\otimes 2 = \|x_1 - x_2\|_E + \|y_1 - y_2\|_E \). We introduce, for \( \eta \geq 0 \), the set
\[
\mathfrak{X}_\eta^2 = \{(x, y) \in \mathfrak{X}^2 : \|f(x) - f(y)\|_F > \eta\}. \tag{A.15}
\]
First note that \( \mathfrak{X}_\eta^2 \subset \mathfrak{X}^2 \), and consequently
\[
\mathcal{N}(\mathfrak{X}_\eta^2, \|\cdot\|_\otimes 2, \mathcal{E}) \leq \mathcal{N}(\mathfrak{X}^2, \|\cdot\|_\otimes 2, \frac{\mathcal{E}}{2}) \leq \mathcal{N}(\mathfrak{X}, \|\cdot\|_E, \frac{\mathcal{E}}{4})^2. \tag{A.16}
\]
We consider \( \eta > 0 \) and define \( g : \mathfrak{X}_\eta^2 \to S_{\eta}^+(f(\mathfrak{X})) \) by \( g(x, y) = \frac{f(x) - f(y)}{\|f(x) - f(y)\|_F} \) for \( (x, y) \in \mathfrak{X}_\eta^2 \). By definition, \( g \) is surjective. We will show that it is also Lipschitz. With \( (x_1, y_1), (x_2, y_2) \in \mathfrak{X}_\eta^2 \times \mathfrak{X}_\eta^2 \) we obtain
\[
\|f(x_1) - f(y_1) - f(x_2) - f(y_2)\|_F \leq \|f(x_1) - f(x_2)\|_F \|f(y_1) - f(y_2)\|_F + \|f(x_1) - f(y_1)\|_F \|f(x_2) - f(y_2)\|_F \|f(y_1) - f(y_2)\|_F.
\]

\[
\leq \frac{1}{\|f(x_2) - f(y_2)\|_F} \left( \|f(x_1) - f(x_2)\|_F + \|f(y_1) - f(y_2)\|_F \right) + \frac{1}{\|f(x_1) - f(y_1)\|_F} \left( \|f(x_1) - f(x_2)\|_F + \|f(x_2) - f(y_2)\|_F \right)
\]

\[
\leq \frac{2\beta}{\|f(x_2) - f(y_2)\|_F} \|x_1, y_1\|_\otimes 2 \|x_2, y_2\|_\otimes 2 + \frac{1}{\|f(x_1) - f(x_2)\|_F} \|f(x_1) - f(y_1)\|_F \|f(x_2) - f(y_2)\|_F.
\]

\[
\leq \frac{2\beta}{\eta} \|x_1, y_1\|_\otimes 2 + \frac{1}{\|f(x_2) - f(y_2)\|_F} \|f(x_1) - f(x_2)\|_F \|f(x_1) - f(y_1)\|_F \|f(x_2) - f(y_2)\|_F.
\]

\[
\leq \frac{4\beta}{\eta} \|x_1, y_1\|_\otimes 2.
\]
Consequently,
\[ \|g(x_1,y_1) - g(x_2,y_2)\|_F \leq \frac{4\beta}{\eta} \| (x_1,y_1) - (x_2,y_2)\|_{\otimes 2}, \]
(A.17)

So \( g \) is a surjective \( \frac{4\beta}{\eta} \)-Lipschitz function from \( (X^2_1, \| \cdot \|_{\otimes 2}) \) to \( (S^+_{\eta}(f(\mathcal{X})), \| \cdot \|_F) \). Hence using [34, Lemma A.2.] we obtain
\[ \mathcal{N}(S^+_{\eta}(f(\mathcal{X})), \| \cdot \|_F, \varepsilon) \leq \mathcal{N}(X^2_1, \| \cdot \|_{\otimes 2}, \eta \frac{4\beta}{\eta} \varepsilon) \leq \mathcal{N}(\mathcal{X}, \| \cdot \|_E, \frac{\eta}{16\beta} \varepsilon)^2. \]  
(A.18)

\( \square \)

A.2.4. Proof of Proposition 2
In order to prove the result, the reasoning will be the following: 1) we will show that any element of \( S^+_{\eta}[f(\mathcal{X})] \) is close to an element of a certain “tangent space” \( D_{\frac{x-y}{\|f(x)-f(y)\|_F}} \) \( 2 \) we will control the covering number of this space. We begin with the following result.

**Lemma 5** Assume that \( f \) is \( (\alpha, \beta) \)-bi-Lipschitz and satisfies assumptions A-1. For \( \varepsilon_0 > 0 \), consider the following subset of \( X^2 \):
\[ I_{\varepsilon_0} \triangleq \{ (x,y) \in X^2 : 0 < \| x - y \|_E \leq \varepsilon_0 \}. \]  
(A.19)

Then, for any \( \varepsilon_0 > 0 \) and \( (x,y) \in I_{\varepsilon_0} \),
\[ \| \frac{f(x) - f(y)}{\|f(x) - f(y)\|_F} - Df_y \frac{x-y}{\|f(x) - f(y)\|_F} \|_F \leq \frac{L}{\alpha} \varepsilon_0. \]

In particular, for any \( \varepsilon_0 > 0 \),
\[ \forall (x,y) \in I_{\varepsilon_0}, \exists h \in X, \| \frac{f(x) - f(y)}{\|f(x) - f(y)\|_F} - Df_y \frac{x-y}{\|f(x) - f(y)\|_F} \|_F \leq \frac{L}{\alpha} \varepsilon_0. \]

**Proof** First, assumption A-1 gives
\[ \|f(x) - f(y) - Df_y(x-y)\|_F \overset{A-1}{\leq} L\|x-y\|_E^2 \leq L\varepsilon_0 \|x-y\|_E. \]  
(A.20)

Now since \( \|x-y\|_E > 0 \), we have \( \|f(x) - f(y)\|_F > 0 \) using (5.5) (from the inverse Lipschitz property). Thus by dividing by \( \|f(x) - f(y)\|_F \) in (A.20) we obtain
\[ \| \frac{f(x) - f(y)}{\|f(x) - f(y)\|_F} - Df_y \frac{x-y}{\|f(x) - f(y)\|_F} \|_F \leq L\varepsilon_0 \|x-y\|_E \overset{(5.5)}{\leq} \frac{L}{\alpha} \varepsilon_0. \]

\( \square \)

The above result induces the following corollary.
Corollary 2 Assume that $f$ is $(\alpha, \beta)$-bi-Lipschitz and satisfies assumptions A-1. For $\eta > 0$ consider $S_\eta^+ [f(\mathcal{X})]$ as defined in (5.4) and the normalized secant set $S[\mathcal{X}]$ (see Definition 2). Let

$$C \triangleq \{ \lambda v : \lambda \in ]0, \frac{1}{\alpha}], v \in S[\mathcal{X}] \},$$

(A.21)

and

$$T_C \triangleq \{ Df_h(c) : (h, c) \in \mathcal{X} \times C \}.$$

(A.22)

Then

$$\forall u \in S_\eta^+ [f(\mathcal{X})], \exists t \in T_C, \|u - t\|_F \leq \frac{L}{\alpha^2} \eta.$$  

(A.23)

Proof Take $u = \frac{f(x) - f(y)}{\|f(x) - f(y)\|_F} \in S_\eta^+ [f(\mathcal{X})]$ (thus with $0 < \|f(x) - f(y)\|_F \leq \eta$). By using that $f$ is $(\alpha, \beta)$-bi-Lipschitz, we have $0 < \|x - y\|_E \leq \eta / \alpha$. So we can apply the Lemma 5 with $\varepsilon_0 = \eta / \alpha$ to prove that there exists $h \in \mathcal{X}$ such that

$$\| \frac{f(x) - f(y)}{\|f(x) - f(y)\|_F} - Df_h \| \|x - y\|_F \leq \frac{L}{\alpha^2} \eta.$$

Rewrite $\frac{x - y}{\|f(x) - f(y)\|_F} = \frac{x - y}{\|x - y\|_F} \frac{\|x - y\|_F}{\|f(x) - f(y)\|_F}$ and define $\lambda = \frac{\|x - y\|_F}{\|f(x) - f(y)\|_F}$. Therefore, we have $\lambda > 0$ and $|\lambda| \leq \frac{1}{\alpha}$. It proves that there exists $\lambda \in ]0, 1 / \alpha]$ and $h \in \mathcal{X}$, such that

$$\| \frac{f(x) - f(y)}{\|f(x) - f(y)\|_F} - Df_h \lambda \frac{x - y}{\|x - y\|_E} \|_F \leq \frac{L}{\alpha^2} \eta.$$

Considering $v = \frac{x - y}{\|x - y\|_E} \in S[\mathcal{X}]$ concludes the proof. \qed

The last thing to do is to control the covering number of $T_C$ in the previous result. This will be done using the following lemma.

Lemma 6 Let $C \subseteq E$ be any set such that $\forall c \in C, \|c\|_E \leq \delta$ for some $\delta > 0$. Assume that $f$ is $(\alpha, \beta)$-bi-Lipschitz and satisfies A-2. Consider $T_C \triangleq \{ Df_h(c) : (h, c) \in \mathcal{X} \times C \}$. Then for any $\varepsilon > 0$,

$$\mathcal{N}(T_C, \| \cdot \|_F, \varepsilon) \leq \mathcal{N}(\mathcal{X}, \| \cdot \|_E, \frac{\varepsilon}{\zeta \delta + \beta}) \times \mathcal{N}(C, \| \cdot \|_E, \frac{\varepsilon}{\zeta \delta + \beta}).$$
Proposition 2 Assume that $f$ is $(\alpha, \beta)$-bi-Lipschitz and satisfies assumptions A-1 and A-2. Then for any $\varepsilon > 0$ and $\eta > 0$,

$$\mathcal{N}(S^{-}_{\eta}[f(\mathcal{X})], \| \cdot \|_{F}, 2(\varepsilon + \frac{L}{\alpha^{2} \eta})) \leq \frac{\zeta + \beta \alpha}{\alpha^{2} \varepsilon} \mathcal{N}(\mathcal{X}, \| \cdot \|_{E}, \frac{\alpha \varepsilon}{\zeta + \beta \alpha}) \times \mathcal{N}(S[\mathcal{X}], \| \cdot \|_{E}, \frac{\alpha^{2} \varepsilon}{2(\zeta + \beta \alpha)}).$$

(5.10)

Proof Consider $C$ and $T_{C}$ as defined in Corollary 2. We have for any $c \in C, \|c\|_{E} \leq \frac{1}{\alpha}$ since $\forall u \in S[\mathcal{X}], \|u\|_{E} = 1$. So by applying Lemma 6 with $\delta = \frac{1}{\alpha}$ we obtain

$$\mathcal{N}(T_{C}, \| \cdot \|_{F}, \varepsilon) \leq \mathcal{N}(\mathcal{X}, \| \cdot \|_{E}, \frac{\varepsilon}{\zeta + \beta}) \times \mathcal{N}(C, \| \cdot \|_{E}, \frac{\varepsilon}{\zeta + \beta}).$$

Also, by Corollary 2,

$$\forall u \in S^{-}_{\eta}[f(\mathcal{X})], \exists \tau \in T_{C}, \|u - \tau\|_{F} \leq \frac{L}{\alpha^{2} \eta}. \quad (A.25)$$

We then apply Lemma 3 (with $\delta = \frac{L}{\alpha^{2} \eta}$) to prove that, for any $\varepsilon > 0$,

$$\mathcal{N}(S^{-}_{\eta}[f(\mathcal{X})], \| \cdot \|_{F}, 2(\varepsilon + \frac{L}{\alpha^{2} \eta})) \leq \mathcal{N}(T_{C}, \| \cdot \|_{F}, \varepsilon).$$

(A.26)

Consequently,

$$\mathcal{N}(S^{-}_{\eta}[f(\mathcal{X})], \| \cdot \|_{F}, 2(\varepsilon + \frac{L}{\alpha^{2} \eta})) \leq \mathcal{N}(\mathcal{X}, \| \cdot \|_{E}, \frac{\varepsilon}{\zeta + \beta}) \times \mathcal{N}(C, \| \cdot \|_{E}, \frac{\varepsilon}{\zeta + \beta}).$$

(A.27)

All we need now is to control $\mathcal{N}(C, \| \cdot \|_{F}, \frac{\varepsilon}{\zeta + \beta})$. Take $S[\mathcal{X}]$ a $\varepsilon$-net of $S[\mathcal{X}]$ with respect to $\| \cdot \|_{E}$ and $[0, \frac{1}{\alpha}]$ a $(\varepsilon/\alpha)$-net of $(0, \frac{1}{\alpha})$ with respect to $\| \cdot \|$. Consider $c = \lambda u \in C$ with $\lambda \in (0, \frac{1}{\alpha}]$ and $u \in S[\mathcal{X}]$. Then
there exists \( \rho \in \mathbb{S}[\mathcal{X}] \) such that \( \|u - \rho\|_E \leq \varepsilon \) and there exists \( \lambda \in (0, \frac{1}{2\alpha}] \) such that \( |\lambda - \lambda'| \leq \varepsilon / \alpha \). We consider \( \tilde{\varepsilon} = \lambda \tilde{u} \) which belongs to \( C \). Then \( \|c - \tilde{\varepsilon}\|_E = \|\lambda u - \lambda \tilde{u}\|_E \leq |\lambda - \lambda'| \|\tilde{u}\|_E + |\lambda| \|u - \tilde{u}\|_E \leq 2\varepsilon / \alpha \). Thus for any \( \varepsilon > 0 \) we have

\[
\mathcal{N}(C, \| \cdot \|_E, 2\varepsilon / \alpha) \leq \mathcal{N}(\mathbb{S}[\mathcal{X}], \| \cdot \|_E, \varepsilon) \times \mathcal{N}((0, \frac{1}{\alpha}], \| \cdot \|_E, \varepsilon / \alpha) = \mathcal{N}(\mathbb{S}[\mathcal{X}], \| \cdot \|_E, \varepsilon) \times \mathcal{N}((0, 1], \| \cdot \|, \varepsilon).
\]  

(A.28)

Equivalently with a change of variable \( \varepsilon \leftarrow 2\varepsilon / \alpha \) we have \( \forall \varepsilon > 0, \mathcal{N}(C, \| \cdot \|_E, \varepsilon) \leq \mathcal{N}(\mathbb{S}[\mathcal{X}], \| \cdot \|_E, \frac{\varepsilon}{\alpha^2}) \times \mathcal{N}((0, 1], \| \cdot \|_E, \frac{\varepsilon}{\alpha^2}) \times \mathcal{N}((0, 1], \| \cdot \|, \frac{\varepsilon}{\alpha^2}) \). Overall, as for all \( \varepsilon > 0, \mathcal{N}((0, 1], \| \cdot \|, \varepsilon) \leq \frac{1}{\varepsilon}, \)

\[
\mathcal{N}(\mathbb{S}_\eta[f(\mathcal{X})], \| \cdot \|_E, 2(\varepsilon + \frac{L}{\alpha^2} \eta)) \leq \left( \frac{\varepsilon + \beta \alpha}{\alpha^2 \varepsilon} \right) \times \mathcal{N}(\mathcal{X}, \| \cdot \|_E, \frac{\varepsilon}{\alpha^2 + \beta}) \times \mathcal{N}(\mathbb{S}[\mathcal{X}], \| \cdot \|_E, \frac{\alpha \varepsilon}{2(\frac{\varepsilon}{\alpha^2} + \beta)}),
\]

(A.29)

which concludes the proof. \( \square \)

A.2.5. Proof of Lemma 1

Proof The proof is based on various computations and the identity

\[
\Theta_1^{-1} + \Theta_2^{-1} = \Theta_1^{-1}(\Theta_1 + \Theta_2)\Theta_2^{-1}, \quad \forall (\Theta_1, \Theta_2) \in \left( \mathbb{G}^{-1}_{k,a,b} \right)^2.
\]  

(A.30)

We will also use

\[
\|AB\|_{\text{Fro}} \leq \|A\|_{2 \rightarrow 2}\|B\|_{\text{Fro}} \quad \text{and} \quad \|AB\|_{\text{Fro}} \leq \|A\|_{\text{Fro}}\|B\|_{2 \rightarrow 2}, \quad \forall A, B \in \mathbb{S}_d(\mathbb{R}).
\]

For the rest of the proof, we take \( \Theta_1, \Theta_2 \in \mathbb{G}^{-1}_{k,a,b} \). Hence we have \( \|\Theta_1\|_{2 \rightarrow 2} \leq b \) and \( \|\Theta_1^{-1}\|_{2 \rightarrow 2} \leq \frac{1}{a} \) (the same inequalities hold for \( \Theta_2 \)).

Now we can prove that

\[
\|\Theta_1^{-1} - \Theta_2^{-1}\|_A \leq C_{\text{Fro}}\|\Theta_1^{-1}(\Theta_1 - \Theta_2)(-\Theta_2)^{-1}\|_{\text{Fro}} \leq C_{\text{Fro}}\|\Theta_1^{-1}\|_{2 \rightarrow 2}\|\Theta_2^{-1}\|_{2 \rightarrow 2}\|\Theta_1 - \Theta_2\|_{\text{Fro}} \leq C_{\text{Fro}}\frac{1}{a^2}\|\Theta_1 - \Theta_2\|_{\text{Fro}}.
\]

This proves (5.6) with \( \beta = \frac{C_{\text{Fro}}}{a^2} \). The reverse inequality for (5.5) can be proven by using this time

\[
\|\Theta_1 - \Theta_2\|_{\text{Fro}} = \|\Theta_1(\Theta_1^{-1} - \Theta_2^{-1})\Theta_2\|_{\text{Fro}} \leq \|\Theta_1\|_{2 \rightarrow 2}\|\Theta_2\|_{2 \rightarrow 2}\|\Theta_1^{-1} - \Theta_2^{-1}\|_{\text{Fro}} \leq b^2\frac{1}{C_{\text{Fro}}}\|\Theta_1^{-1} - \Theta_2^{-1}\|_A.
\]

Thus we have (5.5) with \( \alpha = \frac{C_{\text{Fro}}}{b^2} \).
For assumption A-1, we use the formula of the differential of the inverse of a matrix $D_{\text{inv}}[H] = -\Theta^{-1}H\Theta^{-1}$. We have:

\[
\|\Theta_1^{-1} - \Theta_2^{-1} - D_{\text{inv}}(\Theta_1 - \Theta_2)\|_A = \|\Theta_1^{-1} - \Theta_2^{-1} - [-\Theta_2^{-1}(\Theta_1 - \Theta_2)\Theta_2^{-1}]\|_A \\
= \|\Theta_1^{-1}(\Theta_2 - \Theta_1)\Theta_2^{-1} - \Theta_2^{-1}(\Theta_2 - \Theta_1)\Theta_2^{-1}\|_A \\
= \|\Theta_1^{-1} - \Theta_2^{-1}\|_A (\Theta_2 - \Theta_1)\Theta_2^{-1}\|_A \\
\leq \text{C}_{\text{Fro}}\|\Theta_2^{-1}\|_2 \|\Theta_1^{-1} - \Theta_2^{-1}\|_{\text{Fro}} \|\Theta_1 - \Theta_2\|_{\text{Fro}} \\
\leq \text{C}_{\text{Fro}}\|\Theta_2^{-1}\|_2 \|\Theta_1^{-1}\|_2 \|\Theta_2^{-1}\|_2 \|\Theta_1 - \Theta_2\|_{\text{Fro}}^2 \\
\leq \text{C}_{\text{Fro}}\frac{1}{d^3}\|\Theta_1 - \Theta_2\|_{\text{Fro}}^2.
\]

This gives A-1 with $L = \frac{\text{C}_{\text{Fro}}}{d^3}$. Now take $M$, such that $\|M\|_{\text{Fro}} \leq 1$. We have

\[
\|D_{\text{inv}}(M) - D_{\text{inv}}(\Theta)\|_A = \|\Theta_1^{-1}M\Theta_1^{-1} - \Theta_2^{-1}M\Theta_2^{-1}\|_A \\
\leq \|\Theta_1^{-1}M\Theta_1^{-1} - \Theta_1^{-1}M\Theta_2^{-1}\|_A + \|\Theta_1^{-1}M\Theta_2^{-1} - \Theta_2^{-1}M\Theta_2^{-1}\|_A \\
= \|\Theta_1^{-1}M(\Theta_1^{-1} - \Theta_2^{-1})\|_A + \|\Theta_1^{-1}M\Theta_2^{-1} - \Theta_2^{-1}M\Theta_2^{-1}\|_A \\
\leq \text{C}_{\text{Fro}}\|\Theta_1^{-1}M\|_{\text{Fro}}\|\Theta_1^{-1} - \Theta_2^{-1}\|_{\text{Fro}} + \text{C}_{\text{Fro}}\|M\Theta_2^{-1}\|_{\text{Fro}}\|\Theta_1^{-1} - \Theta_2^{-1}\|_{\text{Fro}} \\
\leq \text{C}_{\text{Fro}} \left(\|\Theta_1^{-1}\|_2 + \|\Theta_2^{-1}\|_2\right)\|\Theta_1^{-1} - \Theta_2^{-1}\|_{\text{Fro}} \\
\leq 2\text{C}_{\text{Fro}}\frac{1}{d}\|\Theta_1^{-1} - \Theta_2^{-1}\|_{\text{Fro}} \\
\leq 2\text{C}_{\text{Fro}}\frac{1}{d^3}\|\Theta_1 - \Theta_2\|_{\text{Fro}}.
\]

This gives A-2 with $\zeta = 2\frac{\text{C}_{\text{Fro}}}{d^3} = 2L$. □

A.2.6. Proof of Lemma 2
In order to prove the result we will use the following lemma.

Lemma 7 Consider

\[\mathcal{M}_k = \{ \Theta \in S_d(\mathbb{R}) : \|\Theta\|_0 \leq d + 2k, \|\Theta\|_{\text{Fro}} \leq 1 \}. \quad (A.31)\]

Then

\[\mathcal{N}(\mathcal{M}_k, \|\cdot\|_{\text{Fro}}, \varepsilon) \leq \left(\frac{ed^2}{2k}\right)^k \left(\frac{9}{\varepsilon}\right)^{d+k}. \quad (A.32)\]

Proof Take $\Theta \in \mathcal{M}_k$, it can be written as $\Theta = D + T + T^T$ where $D$ is diagonal with $d$ positive elements, $T$ is a strictly upper triangular matrix with at most $k$ non zero elements. We have also that $\|D\|_{\text{Fro}} \leq d$.
\[ \| \Theta \|_{\text{Fro}} \leq 1 \] and same for \( T, T^T \). Consider \( \bar{D} \) a \( \varepsilon / 3 \)-net for the diagonal and \( \bar{T} \) a \( \varepsilon / 3 \)-net for the upper triangle, both with respect to the \( \| \cdot \|_{\text{Fro}} \) norm. Then with standard covering arguments \( |\bar{D}| \leq (9/\varepsilon)^d \) and \( |\bar{T}| \leq \left( \frac{d(d-1)}{k} \right) (\frac{9}{\varepsilon})^k \) because it is included in the unit ball of \( k \)-sparse vector in dimension \( \frac{d(d-1)}{2} \) (see e.g. [30]). Consider \( \mathcal{M}_k = \{ D_s + T_s + T_s^T, (D_s, T_s) \in \bar{D} \times \bar{T} \} \). Then \( |\mathcal{M}_k| \leq \left( \frac{d(d-1)}{k} \right) (\frac{9}{\varepsilon})^d = \left( \frac{d}{k} \right)^d (\frac{9}{\varepsilon})^d \). Also, for any \( \Theta = D + T + T^T \) there exists \( (D_s, T_s) \in \bar{D} \times \bar{T} \) such that \( \| D - D_s \|_{\text{Fro}} \leq \varepsilon / 3, \| T - T_s \|_{\text{Fro}} \leq \varepsilon / 3 \). Hence:

\[
\| D + T + T^T - (D_s + T_s + T_s^T) \|_{\text{Fro}} \leq \| D - D_s \|_{\text{Fro}} + 2 \| T - T_s \|_{\text{Fro}} \leq \varepsilon . \tag{A.33}
\]

Hence,

\[
\mathcal{N}(\mathcal{M}_k, \| \cdot \|_{\text{Fro}}, \varepsilon) \leq \left( \frac{d(d-1)}{2k} \right) (\frac{9}{\varepsilon})^d \leq \left( \frac{ed(d-1)}{2k} \right) (\frac{9}{\varepsilon})^d \leq \left( \frac{ed^2}{2k} \right) (\frac{9}{\varepsilon})^{d+k}, \tag{A.34}
\]

where in the last inequality we used the bound [30, Lemma C.5]. Note that we only considered the fact that \( \mathcal{M} \) is the space of symmetric an \( d + 2k \) sparse matrices. Restricting to positive definite matrices could be an avenue for further improvements. \( \square \)

As a consequence we can prove Lemma 2 as follows.

**Proof of Lemma 2** Recall that

\[
\mathcal{S}_{k,a,b}^{-1} = \{ \Theta \in S_d^{++}(\mathbb{R}) : \| \Theta \|_0 \leq d + 2k, \text{spec}(\Theta) \subseteq [a, b] \}.
\]

Consider \( \Theta \in \mathcal{S}_{k,a,b}^{-1} \). We have \( \| \Theta \|_{2 \rightarrow 2} \leq b \) which implies \( \| \Theta \|_{\text{Fro}} \leq \sqrt{d} \| \Theta \|_{2 \rightarrow 2} \leq \sqrt{d} b \). Thus \( \mathcal{S}_{k,a,b}^{-1} \subset \{ \Theta \in S_d^{++}(\mathbb{R}) : \| \Theta \|_0 \leq d + 2k, \| \Theta \|_{\text{Fro}} \leq \sqrt{d} b \} = \mathcal{W}_b \). Consequently,

\[
\mathcal{N}(\mathcal{S}_{k,a,b}^{-1}, \| \cdot \|_{\text{Fro}}, \varepsilon) \leq \mathcal{N}(\mathcal{W}_b, \| \cdot \|_{\text{Fro}}, \varepsilon / 2 \sqrt{d} b) \leq \mathcal{N}(\mathcal{W}_b, \| \cdot \|_{\text{Fro}}, \varepsilon / 2 \sqrt{d} b) \leq \mathcal{N}(\mathcal{W}_{2k}, \| \cdot \|_{\text{Fro}}, \varepsilon / 2) \leq 7 \left( \frac{ed^2}{2k} \right) (\frac{18}{\varepsilon})^{d+k}, \tag{A.35}
\]

which concludes the first part. For the second part we recall the definition of the normalized secant set

\[
S[\mathcal{S}_{k,a,b}^{-1}] = \{ \frac{\Theta_1 - \Theta_2}{\| \Theta_1 - \Theta_2 \|_{\text{Fro}}} : (\Theta_1, \Theta_2) \in (\mathcal{S}_{k,a,b}^{-1})^2, \| \Theta_1 - \Theta_2 \|_{\text{Fro}} > 0 \}.
\]

Moreover, if \( U = \Theta_1 - \Theta_2 \in \mathcal{S}_{k,a,b}^{-1} - \mathcal{S}_{k,a,b}^{-1} \) then \( \| U \|_0 \leq d + 4k \). Indeed, \( \Theta_1 \) and \( \Theta_2 \) have \( d \) nonzeros elements on the diagonal (since both are positive definite) and since these matrices are symmetric then they have at most \( k \) nonzeros elements in the upper-triangular (resp. lower-triangular) part. Thus \( \Theta_1 - \Theta_2 \) has at most \( 2k \) nonzero elements in the upper-triangular (resp. lower-triangular) part. Consequently

\[
S[\mathcal{S}_{k,a,b}^{-1}] \subset \{ M \in S_d(\mathbb{R}) : \| M \|_{\text{Fro}} \leq 1, \| M \|_0 \leq d + 4k \} = \mathcal{W}_{2k}.
\]

This gives

\[
\mathcal{N}(S[\mathcal{S}_{k,a,b}^{-1}], \| \cdot \|_{\text{Fro}}, \varepsilon) \leq \mathcal{N}(\mathcal{W}_{2k}, \| \cdot \|_{\text{Fro}}, \varepsilon / 2) \leq \left( \frac{ed^2}{4k} \right) (\frac{18}{\varepsilon})^{d+2k}. \tag{A.36}
\]
A.2.7. Proof of Corollary 1

Proof From Lemma 1, the assumptions of Theorem 4 hold for \( f = \text{inv}, \mathcal{S} = \mathcal{S}_{k,a,b}, \| \cdot \| = \| \cdot \|_{\text{Fro}} \) and \( \| \cdot \| = \| \cdot \|_{\Lambda} \). Thus, for any \( \eta, \epsilon > 0 \) we have the inequality

\[
\mathcal{N}(\mathcal{S}[\mathcal{S}_{k,a,b}], \| \cdot \|_{\Lambda}, 2 \left[ \epsilon' + \frac{L}{\alpha^2} \eta \right]) \\
\leq \mathcal{N}(\mathcal{S}_{k,a,b}^{-1}, \| \cdot \|_{\text{Fro}}, \frac{\eta}{8\beta} \left[ \epsilon' + \frac{L}{\alpha^2} \eta \right])^2 \\
+ \frac{\zeta + \beta \alpha}{\alpha^2 \epsilon'} \mathcal{N}(\mathcal{S}_{k,a,b}^{-1}, \| \cdot \|_{\text{Fro}}, \frac{\alpha \epsilon'}{\zeta + \beta \alpha}) \times \mathcal{N}(\mathcal{S}[\mathcal{S}_{k,a,b}], \| \cdot \|_{\text{Fro}}, \frac{\alpha^2 \epsilon'}{2(\zeta + \beta \alpha)}).
\]

(A.37)

Let \( \epsilon > 0 \) be fixed. We define \( \eta = \frac{\alpha^2}{4L} \epsilon' \) and \( \epsilon' = \epsilon/4 \). Then we have \( \epsilon = 2 \left[ \epsilon' + \frac{L}{\alpha^2} \eta \right] \). With these \( \epsilon', \eta \) and Lemma 2 we obtain

\[
\mathcal{N}(\mathcal{S}_{k,a,b}^{-1}, \| \cdot \|_{\text{Fro}}, \frac{\alpha \epsilon}{4(\zeta + \beta \alpha)} \leq \left( \frac{ed^2}{2k} \right)^k \frac{144(\zeta + \beta \alpha)}{\alpha^2 \epsilon} \right)^{d+2k}.
\]

(A.38)

Thus, inequality (A.37) yields

\[
\mathcal{N}(\mathcal{S}[\mathcal{S}_{k,a,b}], \| \cdot \|_{\Lambda}, \epsilon)
\leq \left( \frac{ed^2}{2k} \right)^{2k} \left( \frac{288\beta \sqrt{d}b}{\eta \epsilon} \right)^{2(d+k)}
+ \frac{4(\zeta + \beta \alpha)}{\alpha^2 \epsilon} \left( \frac{ed^2}{2k} \right)^k \left( \frac{72b \sqrt{d}(\zeta + \beta \alpha)}{\alpha \epsilon} \right)^d \times \left( \frac{ed^2}{4k} \right)^{d+2k}
\leq \left( \frac{1152 \sqrt{dB}L}{\alpha^2 \epsilon^2} \right)^{2(d+k)}
+ \frac{4(\zeta + \beta \alpha)}{\alpha^2 \epsilon} \left( \frac{72b \sqrt{d}(\zeta + \beta \alpha)}{\alpha \epsilon} \right)^d \left( \frac{144(\zeta + \beta \alpha)}{\alpha^2 \epsilon} \right)^{d+2k}.
\]

Using the definition \( \eta = \frac{\alpha^2}{4L} \epsilon \) we obtain

\[
\mathcal{N}(\mathcal{S}[\mathcal{S}_{k,a,b}], \| \cdot \|_{\Lambda}, \epsilon)
\leq \left( \frac{ed^2}{2k} \right)^{4k} \left( \frac{1152 \sqrt{dB}L}{\alpha^2 \epsilon^2} \right)^{2(d+k)}
+ \frac{4(\zeta + \beta \alpha)}{\alpha^2 \epsilon} \left( \frac{72b \sqrt{d}(\zeta + \beta \alpha)}{\alpha \epsilon} \right)^d \left( \frac{144(\zeta + \beta \alpha)}{\alpha^2 \epsilon} \right)^{d+2k}.
\]
Now, from Lemma 1, we have $\beta = \frac{C_F}{a^2}$, $L = \frac{C_F}{a^3}$, $\alpha = \frac{C_F}{b^2}$, $\zeta = 2L = 2\frac{C_F}{a^3}$. So,

$$
\mathcal{N} (S[\mathcal{G}_{k,a,b}], \| \cdot \|_A, \varepsilon) \leq \left( \frac{ed^2}{2k} \right)^{4k} \left[ \frac{1152\sqrt{d} \frac{C_F}{a^2}}{\varepsilon^2} \right]^{2(d+k)} + \left( \frac{4(2\frac{C_F}{a^2} + \frac{C_F}{a^2} \frac{C_F}{b^2})}{C_F} \left( \frac{2b^3}{a^3} + \frac{b^2}{a^2} \right) \right)^{d+k} \left( \frac{144(2\frac{C_F}{a^2} + \frac{C_F}{a^2} \frac{C_F}{b^2})}{C_F} \right)^{d+2k}.
$$

We will simplify this expression using the homogeneity of the normalized secant set. More precisely, if $\frac{\Sigma_1 - \Sigma_2}{\|\Sigma_1 - \Sigma_2\|_A} \in S[\mathcal{G}_{k,a,b}]$ then for any $t > 0$, $\frac{\Sigma_1 - t\Sigma_2}{\|\Sigma_1 - t\Sigma_2\|_A} \in S[\mathcal{G}_{k,a,b}]$. This implies that $\forall t > 0, S[\mathcal{G}_{k,a,b}] = S[\mathcal{G}_{k,t-a,t,b}]$. In particular for $t = \frac{a}{b}$ the previous expression (A.39) gives

$$
\mathcal{N} (S[\mathcal{G}_{k,a,b}], \| \cdot \|_A, \varepsilon) \\
= \mathcal{N} (S[\mathcal{G}_{k,t-a,t,b}], \| \cdot \|_A, \varepsilon) \\
\leq \left( \frac{ed^2}{2k} \right)^{4k} \left[ \frac{1152\sqrt{d} \frac{C_F}{a^2}}{\varepsilon^2} \right]^{2(d+k)} + \left( \frac{4 \frac{C_F}{a^2} \left( \frac{2b^3}{a^3} + \frac{b^2}{a^2} \right) \left( \frac{72 \frac{C_F}{a^2} + \frac{b^3}{a^3} \sqrt{d}}{\varepsilon} \right) \right)^{d+k} \left( \frac{144 \frac{C_F}{a^2}}{\varepsilon} \right)^{d+2k}.
$$

(T. VAYER ET AL.)
Now, to simplify the expression, remark that \( \frac{72}{\varepsilon} \frac{C_{\text{Fro}}}{c_{\text{Fro}}} (2 + c_{\text{Fro}}) b^3_\text{Fro} \sqrt{d} \geq 1 \) as \( C_{\text{Fro}}/c_{\text{Fro}} \geq 1 \). Therefore we can increase its power from \( d + k \) to \( d + 2k + 1 \) to match with the other multiplicative term. This yields

\[
\mathcal{N}(S[\mathcal{E}_{k,a,b}], \| \cdot \|_\Lambda, \varepsilon) 
\leq \left( \frac{ed^2}{2k} \right)^{4k} \left[ \left( \frac{1152 c^2_{\text{Fro}} \sqrt{d} b^5}{\varepsilon^2 c^2_{\text{Fro}} a^5} \right)^{2(d+k)} + \left( \frac{72 \times 144 c^2_{\text{Fro}} \sqrt{d}}{\varepsilon^2 c_{\text{Fro}}} \left( \frac{2}{c_{\text{Fro}}} + 1 \right) b^5 \right)^{d+2k+1} \right]
\]

\[
= \left( \frac{ed^2}{2k} \right)^{4k} \left[ \left( \frac{c_0 \sqrt{d} c^2_{\text{Fro}} b^5}{\varepsilon^2 c^2_{\text{Fro}} a^5} \right)^{2(d+k)} + \left( \frac{c_1 \sqrt{d} c^2_{\text{Fro}}}{\varepsilon^2 c_{\text{Fro}}} \left( \frac{2}{c_{\text{Fro}}} + 1 \right) b^5 \right)^{d+2k+1} \right],
\]

where \( c_0, c_1 \) are absolute constants greater than 1. This concludes the proof. \( \square \)

A.3. **Proofs of Section 5.2**

A.3.1. **Proofs of the rank-one projection operator properties**

The goal of this section is to prove Proposition 3 and 4. Before that, we prove several results that will become handy afterwards. Firstly, we state a result that will be useful to leverage results from the Gaussian case to the uniform case.

**Lemma 8** Let \( u \) and \( \rho \) be independent variables with the following distributions: \( u \sim U(S^d) \) is a uniform vector on the hyper-sphere and \( \rho^2 \sim \chi^2(d) \) is a chi-square variable with \( d \) degrees of freedom. Then, \( \rho u \sqrt{d} \sim N(0, d \mathbf{I}_d) \) is a standard normal vector.

Now, a lower bound is derived for the \( \Lambda \)-norm.

**Proposition 5** For any \( M \in S_d(\mathbb{R}) \) and \( \Lambda \in \{\Lambda_G, \Lambda_U\} \), we have

\[
\|M\|_\Lambda \geq \frac{2}{9 \sqrt{15d}} (\|M\|_{\text{Fro}} + |\text{tr}(M)|) . \tag{A.40}
\]

**Proof** We use the fact that for any real random variable \( X \), whenever its fourth moment exists, we have\(^2\)

\[
\mathbb{E}[|X|] \geq \sqrt{\frac{\mathbb{E}[X^2]^3}{\mathbb{E}[X^4]}} .
\]

First, we focus on the Gaussian case. Using\(^3\) \( X = a^\top \mathbf{M} a \overset{(d)}{=} \sum \lambda_k b_k^2 \), where \( a \sim N(0, \frac{1}{d} \mathbf{I}_d) \), the \( \lambda_k \) are the eigenvalues of \( \mathbf{M} \) and the \( (b_k) \) are i.i.d Gaussian random variables of variance \( 1/d \), we can obtain

\(^2\) It comes from applying the Hölder inequality to \( \mathbb{E}\left[|X|^{2/3}|X|^{4/3}\right] \) with \( 1/p = 2/3 \) and \( 1/q = 1/3 \).

\(^3\) The last equality is obtained from the rotation invariance of the multivariate normal distribution.
the following bounds:

\[
\mathbb{E}[X^2] = \frac{2}{d^2} \|M\|_{\text{Fro}}^2 + \frac{1}{d^2} \text{tr}(M)^2 \geq \frac{2}{3d} (\|M\|_{\text{Fro}} + |\text{tr}(M)|)^2,
\]

\[
\mathbb{E}[X^4] = \sum_i \lambda_i^4 \mathbb{E}[b_i^4] + \sum_{i \neq j} \lambda_i \lambda_j \mathbb{E}[b_i^2 b_j^2] + \sum_{i \neq j} \lambda_i^2 \lambda_j^2 \mathbb{E}[b_i^4] + \sum_{i \neq j \neq k} \lambda_i \lambda_j \lambda_k \mathbb{E}[b_i^2 b_j^2]
\]

\[= \frac{105}{d^4} \sum_i \lambda_i^4 + \frac{15}{d^4} \sum_{i \neq j} \lambda_i \lambda_j^2 + \frac{9}{d^4} \sum_{i \neq j} \lambda_i^2 \lambda_j^2 + \frac{3}{d^4} \sum_{i \neq j \neq k} \lambda_i \lambda_j \lambda_k + \frac{1}{d^4} \sum_{i \neq j \neq k \neq l} \lambda_i \lambda_j \lambda_k \lambda_l
\]

\[= \frac{1}{d^4} \left[ 90 \|\lambda\|_4^4 + 12 \text{tr}(M) \left( \sum_i \lambda_i^3 + 6 \|M\|_{\text{Fro}}^2 + 2 \text{tr}(M)^2 \|M\|_{\text{Fro}}^2 + \text{tr}(M)^4 \right) \right]
\]

\[\leq \frac{90}{d^4} (\|M\|_{\text{Fro}} + |\text{tr}(M)|)^4.
\]

This yields equation (A.40) for the Gaussian case.

For the uniform case, considering the independent random variables \(u \sim \mathcal{U}(S^{d-1})\), \(\rho^2 \sim \chi^2(d)\), from Lemma 8 we have that

\[
\mathbb{E} \left[ \|a^\top Ma\| \right] = \mathbb{E} \left[ (\rho \frac{1}{\sqrt{d}}u)^\top M (\rho \frac{1}{\sqrt{d}}u) \right] = \frac{1}{d} \mathbb{E} [\rho^2] \mathbb{E} \left[ u^\top Mu \right] = \mathbb{E} \left[ u^\top Mu \right].
\]

So (A.40) also holds in the uniform case. \(\square\)

The proof of Proposition 3 is based on a concentration inequality for subexponential variables. Here, we prove that the variables at play are indeed subexponential by providing an upper-bound on their subexponential norm. Recall that for a random variable \(X\), its subexponential norm is defined by \(\|X\|_{\psi_1} \equiv \inf\{s > 0, \mathbb{E} [e^{s|X|/s}] \leq 2\}\).

**Proposition 6**  For any \(M \in S_d(\mathbb{R})\) and for \(a \sim \mathcal{N}(0, \frac{1}{d}I_d)\) and \(u \sim \mathcal{U}(S^{d-1})\), the following controls hold:

\[
\|a^\top Ma\| \leq \frac{2}{d^{\log 2}} \left( \frac{76}{9} e^2 \cdot \|M\|_{\text{Fro}} + |\text{tr}(M)| \right), \quad (A.41)
\]

\[
\|u^\top Mu\| \leq \frac{8e}{d^{\log 2}} \left( \frac{76}{9} e^2 \cdot \|M\|_{\text{Fro}} + |\text{tr}(M)| \right). \quad (A.42)
\]

**Proof of Equation (A.41)** This proof revolves around the different characterizations of subexponentiality (indexed from (a) to (e)) presented in Proposition 2.7.1 of [74]. First from the centering Lemma (see Exercise 2.7.10 in [74]), we have the existence of a constant \(C_1 > 0\) such that \(\|a^\top Ma\| - \mathbb{E} \|a^\top Ma\| \leq C_1 \|a^\top Ma\|_{\psi_1} \leq C_1 \|a^\top Ma\|_{\psi_1} \). Let us denote by \(X\) our random variable of interest \(X = a^\top Ma\), and \(Y\) its centered version \(Y = X - \mathbb{E} [X]\). Working with \(Y\), we now characterize the constant \(K_5(Y)\) appearing in statement (e) of Proposition 2.7.1 in [74]. First, we can write \(Y = \sum_k \lambda_k d \left( z_k^2 - 1 \right)\).
where $\lambda_k$ are the eigenvalues of $M$ and $z_k$ is a standard normal variable. Remark that the centered $Z^2(1)$ variables $z_k^2 - 1$ verify (e) with a certain constant $K_{\chi^2}$. For $|t| \leq d/(K_{\chi^2} \cdot ||M||_{\text{Fro}})$ we have that
\[
\mathbb{E}[e^t] = \prod_{k=1}^d \mathbb{E}[e^t \lambda_k^2 (z_k^2 - 1)] = \prod_{k=1}^d \mathbb{E}[e^{\frac{1}{2} K_{\chi^2} \lambda_k^2 t^2}] = e^{\frac{1}{2} \frac{1}{2} K_{\chi^2} ||M||_{\text{Fro}}^2}.
\]
This yield $K_2(Y) \leq \frac{1}{d} K_{\chi^2} ||M||_{\text{Fro}}$. Now, by considering statement (c), we have that $K_3(X) \leq K_3(Y) + ||E[X]| | \leq C_{3,5} K_{\chi^2} \cdot \frac{1}{d} ||M||_{\text{Fro}} + \frac{1}{2} \text{tr}(M)$ (where $C_{3,5}$ is the universal constant allowing to pass from (c) to (e)). Finally, gathering up the pieces we have
\[
|||a^T Ma| - \mathbb{E}[a^T Ma]|||_2 \leq \frac{C_1 C_{4,3}}{d} (C_{3,5} K_{\chi^2} \cdot ||M||_{\text{Fro}} + |\text{tr}(M)|),
\]
where $C_{4,3}$ is the constant allowing to pass from (d) (statement defining the $\psi_1$-norm) to (c). To conclude the proof, it suffices to find the values of the various constants. This is completely general and does not depend on the rank-one projection considered here. The various constants can be set as follows:
\[
C_1 = 2, \quad C_{3,5} = 4e^2, \quad C_{4,3} = \frac{1}{\log 2}, \quad K_{\chi^2} = \frac{19}{9}.
\]
Let us start by computing $C_1$. Let $X$ be a subexponential random variable. We have, for any $s > 0$,
\[
\mathbb{E}[e^{\frac{||X|| - \mathbb{E}[|X||]}{s}}] \leq \mathbb{E}[e^{\frac{||X||}{s}}] \leq \mathbb{E}[e^{\frac{s}{2} (|X|)}] \leq \mathbb{E}[e^{\frac{s^2 E[|X|^2]}{2}}].
\]
The last term is smaller than 2 for $s/2 \geq ||X||_{\psi_1}$, so we have that $|||X| - \mathbb{E}[|X||]||_{\psi_1} \leq ||X||_{\psi_1}$, yielding $C_1 = 2$.

For the constant $C_{3,5}$ we use that $C_{3,5} \leq C_{3,2} C_{2,5}$. In [74], the value of $C_{2,5}$ is given and equals $2e$. Let us focus on $C_{3,2}$ and assume that $K_2(X) = 1$. For any $\lambda$ such that $0 \leq \lambda \leq 1/(2e)$, we have the following inequalities
\[
\mathbb{E}[e^{\lambda |X|}] = 1 + \sum_{p \geq 1} \lambda^p \mathbb{E}[|X|^p] \leq 1 + \sum_{p \geq 1} \lambda^p p^p / p! \leq 1 + \sum_{p \geq 1} \lambda^p (p/e)^p = \frac{1}{1 - \lambda e} \leq e^{2e\lambda}.
\]
Thus, $K_3(X) \leq 2e$. So we can take $C_{3,5} = 4e^2$.

For $C_{4,3}$ assume that $K_3(X) = 1$. For $\lambda \leq \log 2$ we have
\[
\mathbb{E}[e^{\lambda |X|}] \leq e^\lambda \leq 2.
\]
So we can take $C_{4,3} = 1/\log 2$.

The value of $K_{\chi^2}$ can be obtain from the following computation. Let $b \sim \mathcal{N}(0,1)$ be a standard normal distribution, then for $\lambda < 1/2$
\[
\mathbb{E}[e^{\lambda (b^2 - 1)}] = e^{-(\lambda - 1/2)}/\sqrt{1-2\lambda}.
\]
We can show that for $K = \frac{2}{-\lambda_0}$ where $\lambda_0$ is the smallest solution of $e^\lambda = e^x$, we have for all $\lambda$ such that $|\lambda| \leq 1/K$, $\mathbb{E}[e^{\lambda (b^2 - 1)}] \leq e^{K^2 \lambda^2}$. A numerical approximation gives $K \simeq 2.1107 \ldots$ So we can take $K_{\chi^2} = 19/9$. This finishes the proof. □
Proof of Equation (A.42). As in the proof of (A.41), we start by decentering: \( \|u^\top Mu\|_{\psi_1} \). Then, recall (see [74]) that there exists an absolute constant \( C_{4,2} \) such that \( \|u^\top Mu\|_{\psi_1} \leq C_{4,2} K_2(u^\top Mu) \) where \( K_2(u^\top Mu) \) is the smallest constant \( K \) such that for all \( p \geq 1 \), \( \mathbb{E}[\|u^\top Mu\|^p] \leq K^p p^p \). From Lemma 8, we have that

\[
\mathbb{E}\left[\|a^\top Ma\|^p\right] = \frac{1}{d^p} \mathbb{E}\left[\rho^{2p}\right] \mathbb{E}\left[\|u^\top Mu\|^p\right] = \frac{d(d+2)\ldots(d+2(p-1))}{d^p} \mathbb{E}\left[\|u^\top Mu\|^p\right] \geq \mathbb{E}\left[\|u^\top Mu\|^p\right].
\]

Hence, we have that \( K_2(u^\top Mu) \leq K_2(a^\top Ma) \). Then, using (A.41) and the existence of a constant \( C_{2,4} \) such that \( K_2(a^\top Ma) \leq C_{2,4} \|a^\top Ma\|_{\psi_1} \). We have

\[
\|u^\top Mu\|_{\psi_1} \leq C_{4,2} C_{2,4} \|a^\top Ma\|_{\psi_1} \leq \frac{C_{4,2} C_{2,4} C_{4,3}}{d} (C_{3,5} K_2^2 \cdot \|M\|_{\text{Fro}} + |\text{tr}(M)|).
\]

To finish the proof, we show that \( C_{4,2} \) and \( C_{2,4} \) can be chosen as

\[
C_{4,2} = 2e, \quad C_{2,4} = 2.
\]

For \( C_{4,2} \), we need to prove that \( \|X\|_{\psi_1} \leq C_{4,2} K_2(X) \), for any subexponential variable \( X \). Without loss of generality, we can always assume that \( K_2(X) = 1 \). Thus, for \( s > e \) we have

\[
\mathbb{E}\left[e^{|X|/s}\right] = 1 + \sum_{k=1}^{\infty} \frac{\mathbb{E}[|X|^k]}{k! s^k} \leq 1 + \sum_{k=1}^{\infty} \frac{k^k}{k! s^k} \leq \sum_{k=0}^{\infty} \left(\frac{e}{s}\right)^k = \frac{1}{1 - e/s},
\]

where the \((\ast)\) inequality comes from the Stirling approximation \( k! \geq (k/e)^k \). Thus, for \( s \geq 2e \) we have \( \mathbb{E}\left[e^{|X|/s}\right] \leq 2 \). So we can take \( C_{4,2} = 2e \).

For \( C_{2,4} \), assume that \( \|X\|_{\psi_1} = 1 \). Then, for any \( p \geq 1 \),

\[
\mathbb{E}\left[|X|^p\right] = \int_0^\infty \mathbb{P}\left(|X|^p > u\right) du = \int_0^\infty \mathbb{P}\left(|X| > t\right) pt^{p-1} dt \leq \int_0^\infty \mathbb{E}\left[e^{t|X|}\right] e^{-t} pt^{p-1} dt \leq 2 \int_0^\infty e^{-t} pt^{p-1} dt = 2p! \leq (2p)^p.
\]

Thus, we can take \( C_{2,4} = 2 \). \( \square \)

All this previous results allow now to prove Proposition 3, which is recalled below.

**Proposition 3** Consider the operator \( \mathcal{A}(\Sigma) = \frac{1}{m} (a_1^\top \Sigma a_1, \ldots, a_m^\top \Sigma a_m)^\top \), where the vectors \( a_1, \ldots, a_m \) are i.i.d. and either follow \( \Lambda = \Lambda_G = \mathcal{N}(0, \frac{1}{d} I_d) \) or \( \Lambda = \Lambda_G = \mathcal{W}(\mathbb{S}^{d-1}) \) with the associated norm \( \|\Sigma\|_\Lambda = \mathbb{E}_{a \sim \Lambda}[a^\top \Sigma a] \). Then, for any \( U \in S_d(\mathbb{R}) \) satisfying \( \|U\|_\Lambda = 1 \) and for any \( t > 0 \), we have

\[
\mathbb{P}\left(\|\mathcal{A}(U)\|_1 - 1 > t\right) \leq 2 \exp\left(-\frac{m}{8e^2} \min\left(\frac{t^2}{K_A^2}, \frac{t}{K_U}\right)\right),
\]

where \( K_A \) is an absolute constant given by \( K_A = \frac{76e^2\sqrt{13}}{\log 2} \) and \( K_U = \frac{304e^2\sqrt{13}}{\log 2} \).
Proof of Proposition 3 From our previous results, we have:

\[
\|\|a^\top Ua| - E[|a^\top Ua|]\|_{\psi_1} \leq 2 \times 76 \frac{2 \times 76 e^2}{9d \log 2} \left(\|U\|_{\text{Fro}} + |\text{tr}(U)|\right) \leq \frac{76 e^2 \sqrt{15}}{\log 2} \|U\|_\Lambda \leq 76 e^2 \sqrt{15} \log 2. \tag{A.43}
\]

Similarly, in the uniform case, we obtain

\[
\|\|u^\top Uu| - E[|u^\top Uu|]\|_{\psi_1} \leq \frac{304 e^3 \sqrt{15}}{9d \log 2}. \tag{A.41}
\]

Therefore, in both cases, the subexponential norm is bounded by an absolute constant that will be denoted by \(K_{\Lambda}\) in the following. Now, let us recall a Bernstein-type concentration inequality for sum of subexponential variables.

Lemma 9 (Proposition 5.16 [73]) Let \(X_1, \ldots, X_m\) be independent centered sub-exponential random variables, and \(K = \max_i \|X_i\|_{\psi_1}\). Then for every \(\gamma = (\gamma_1, \ldots, \gamma_m) \in \mathbb{R}^m\) and every \(t \geq 0\), we have

\[
\mathbb{P}\left(\left|\sum_{i=1}^m \gamma_i X_i\right| \geq t\right) \leq 2 \exp\left(-c \min\left(\frac{t^2}{K^2 \|\gamma\|_2^2}, \frac{t}{K \|\gamma\|_\infty}\right)\right),
\]

where \(c = \frac{1}{8e^2}\). (The value of \(c\) can be tracked through the proofs of Lemma 5.15 and Proposition 5.16 in [73].)

Taking \(X_i = |a_i^\top Ua_i| - E[|a_i^\top Ua_i|] = |a_i^\top Ua_i| - 1\) (or \(X_i = |u_i^\top Uu_i| - 1\) in the uniform case), and \(\gamma_i = 1/m\) for all \(i\), yields

\[
\mathbb{P}\left(\|\|A(U)\|_1 - 1\| > t\right) \leq 2 \exp\left(-\frac{m}{8e^2} \min\left(\frac{t^2}{K_{\Lambda}^2}, \frac{t}{K_{\Lambda}}\right)\right), ~ \forall t \geq 0.
\]

A.3.2. Proof of Proposition 4

Proof The lower bound is a direct consequence of Proposition 5. Let us prove the upper bound. In the Gaussian case, the following inequalities hold

\[
E\left[|a^\top Ma|\right] = E\left[\sum_{k=1}^d \lambda_k^2 b_k^2\right] \leq \sum_{k=1}^d |\lambda_k| E\left[b_k^2\right] = \frac{1}{d} \sum_{k=1}^d |\lambda_k| \leq \sqrt{d} \sum_{k=1}^d \lambda_k^2 = \frac{1}{\sqrt{d}} \|M\|_{\text{Fro}},
\]

where \(a, b \sim \mathcal{N}(0, \frac{1}{d} I_d)\). Similarly, in the URO case,

\[
E\left[|u^\top Mu|\right] \leq \sum_{k=1}^d |\lambda_k| E\left[v_k^2\right] = \frac{1}{d} \sum_{k=1}^d |\lambda_k| \leq \frac{1}{\sqrt{d}} \|M\|_{\text{Fro}},
\]

where \(u, v \sim \mathcal{U}(S^{d-1})\). □

A.3.3. Proof of Theorem 3

Proof From Theorem 2 and Remark 3, we know that the probability that the operator \(A\) does not satisfy the RIP \(\delta\) is upper-bounded by

\[
\mathbb{P}(\|A(U)\|_1 - 1 > t) \leq 2 \exp\left(-\frac{m}{8e^2} \min\left(\frac{t^2}{K_{\Lambda}^2}, \frac{t}{K_{\Lambda}}\right)\right), ~ \forall t \geq 0.
\]
\( N(S[\mathcal{G}_{k,a,b}], \| \cdot \|_A, \varepsilon)C_2 \left( \frac{\delta}{2} \right) + N(B_A, \| \cdot \|_A, \varepsilon')C_2((1-\varepsilon') \frac{\delta}{2\varepsilon} - 1), \forall \varepsilon, \varepsilon' > 0, \quad (A.44) \)

where \( B_A = \{ U \in S_d(\mathbb{R}) : \| U \|_A = 1 \} \) and \( C_2(t) = 2 \exp(-\frac{m}{8\varepsilon^2} \min(t/K_A, (t/K_A)^2)) \) (see Proposition 3). In the following, we choose \( \varepsilon' = 1/2 \). Given \( \rho \), the strategy is to find an \( \varepsilon \) small enough so that the right handside term is smaller than \( \rho/2 \). Then, a condition on \( m \) will be derived to ensure that the left handside term is also smaller than \( \rho/2 \).

First of all, notice that, from standard covering argument, \( N(B_A, \| \cdot \|_A, 1/2) \leq (3/(1/2))^{d(d+1)/2} \). Therefore, looking at the logarithm of the second term in (A.44), \( \varepsilon \) should verify

\[
\frac{d(d+1)}{2} \log(6) + \log 2 - \frac{m}{8\varepsilon^2} \min \left[ \frac{1}{K_A} \left( \frac{\delta}{4\varepsilon} - 1 \right), \frac{1}{K^2_A} \left( \frac{\delta}{4\varepsilon} - 1 \right)^2 \right] \leq \log(\rho/2). \quad (A.45)
\]

Assuming that \( \varepsilon \leq \frac{\delta}{4(K_A+1)} \) to ensure that the minimum in the above expression is \( \frac{1}{K_A} \left( \frac{\delta}{4\varepsilon} - 1 \right) \) (A.45) is equivalent to

\[
\varepsilon \leq \frac{\delta}{4 \left[ \frac{8\varepsilon^2 K_A}{m} \left( \frac{d(d+1)}{2} \log(6) + \log 2 + \log(2/\rho) \right) + 1 \right]^{-1}}.
\]

In order to remove the dependency in \( m \) and to simplify the expression, notice that it is sufficient to take

\[
\varepsilon \leq \frac{\delta}{32 \varepsilon^2 K_A} \left[ d^2 \log(6) + 4 \log(2/\rho) \right]^{-1} \equiv \varepsilon_0.
\]

In the following, we take \( \varepsilon = \varepsilon_0 \). Remark that it satisfies the assumption below (A.45). In particular, note that \( \varepsilon \leq 1 \). We now focus on the first term in (A.44). Notice that from Corollary 1 and Proposition 4 giving \( c_{\text{Fro}} = 2/(9\sqrt{15}d) \) and \( C_{\text{Fro}} = 1/\sqrt{d} \), the covering number is controlled as follows:

\[
\log N(S[\mathcal{G}_{k,a,b}], \| \cdot \|_A, \varepsilon)
\leq 4k \log \left( \frac{ed^2}{2k} \right) + \log \left( c_0 \frac{\sqrt{d} C^2_{\text{Fro}} b^5}{\varepsilon^2 c_{\text{Fro}}^2} \right)^{2(d+k)} + \left( c_1 \frac{\sqrt{d} C^2_{\text{Fro}} \varepsilon^2}{c_{\text{Fro}}^2} + \frac{1}{\varepsilon^2} \right)^{2(d+k)}
\leq 4k \log \left( \frac{ed^2}{2k} \right) + \log \left( \frac{c_0 d^{3/2} b^5}{\varepsilon^2 a^5} \right)^{2(d+k)} + \left( c'_1 \frac{d^{3/2} b^5}{\varepsilon^2 a^5} \right)^{2(d+k)}.
\]

where \( c_0, c_1, c'_0, c'_1 \) are absolute constants greater than 1. As \( \frac{c'_0 d^{3/2} b^5}{\varepsilon^2 a^5} \geq 1 \), \( \left( \frac{c'_0 d^{3/2} b^5}{\varepsilon^2 a^5} \right)^{2(d+k)} \) + \( \left( \frac{c_1 d^{3/2} b^5}{\varepsilon^2 a^5} \right)^{2(d+k)} \) \leq \( \frac{c'_0 d^{3/2} b^5}{\varepsilon^2 a^5} \). This gives

\[
\log N(S[\mathcal{G}_{k,a,b}], \| \cdot \|_A, \varepsilon) \leq 4k \log \left( \frac{ed^2}{2k} \right) + 2(d+k) \log \left( c'_0 + c'_1 \frac{d^{3/2} b^5}{\varepsilon^2 a^5} \right)
= 4k \log \left( \frac{ed^2}{2k} \right) + 4(d+k) \log \left( \frac{c b}{\varepsilon} \right),
\]
where
\[ c_b = \frac{\Delta}{\ell} = \sqrt{(c_0' + c_1') \frac{b^{5/2}}{a^{5/2}}} \]
only depends on \( b/a \).

Therefore, \( m \) needs to verify
\[ 4k \log \frac{ed^2}{2k} + 4(d + k) \log \left( \frac{c_b}{\ell} \frac{d}{e} \right) + \log 2 - \frac{m\delta^2}{32e^2K^2_{\Lambda}} \leq \log (\rho / 2), \]
which is equivalent to
\[ \frac{m\delta^2}{32e^2K^2_{\Lambda}} \geq 4k \log \frac{ed^2}{2k} + 4(d + k) \log \left( \frac{c_b}{\ell} \frac{d}{e} \right) + \log 2 + \log (2/\rho). \]

To simplify the expression, we derive a sufficient condition on \( m \) given by
\[ m \geq \frac{32e^2K^2_{\Lambda}}{\delta^2} \left[ 4k \log \frac{ed^2}{2k} + 4(d + k) \log \left( \frac{32e^2c_bK^2_{\Lambda}}{\delta} \right) \frac{d}{\delta} \left[ d^2 \log (6) + 4 \log (2/\rho) \right] \right] + 2 \log (2/\rho). \]
(A.46)

This finishes the proof as we can find a constant \( C = C(\delta, \rho, b/a) \) such that \( m \geq C(d + 2k) \log d \) implies (A.46). \( \square \)

A.4. Connection with Bregman proximal gradient

The iterations of our algorithm (3.6) can be related to the iterations of Bregman Proximal Gradient (BPG). Originally introduced in [3], BPG is a generalization of the classical proximal gradient method in which the proximal operator is replaced with a Bregman proximal operator. It aims at solving problems of the form \( \min f + g \) where \( f, g \) are proper, convex and lower semi-continuous. For \( \lambda > 0 \), we consider the optimization problem
\[ \min_{\Theta > 0} F(\Theta) + \lambda \| \Theta \|_{1,\text{off}} \text{ where } F(\Theta) = \frac{1}{\ell} \| \gamma (\Theta^{-1}) - s \|_2^2 = f(\Theta^{-1}). \] (A.47)

Interestingly the function \( F \) is convex on the convex set \( S := \{ \Theta > 0 : \lambda_{\max} (\Theta) \leq 1 / \lambda_{\max} (\hat{\Sigma}) \} \subset S^+_{d} \). Indeed as shown in [10, Example 3.4] the function \( (a, \Theta) \rightarrow a^\top \Theta^{-1} a \) is jointly convex on \( \mathbb{R}^d \times S^+_{d} (\mathbb{R}) \).

Consequently \( \Theta \rightarrow (a_j^\top \Theta^{-1} a_j - s_j)^2 = (a_j^\top (\Theta^{-1} - \hat{\Sigma}) a_j)^2 \) is convex on \( S \) as the composition of a convex function and \( t \rightarrow t^2 \) on \( \mathbb{R}_+ \) since \( a_j^\top (\Theta^{-1} - \hat{\Sigma}) a_j \geq 0 \) on \( S \). Hence \( F(\Theta) = \frac{1}{\ell} \sum_{j=1}^{m} (a_j^\top \Theta^{-1} a_j - s_j)^2 \) is also convex on \( S \) as the sum of convex functions. For a fixed step-size \( \gamma > 0 \) the BPG iterations with the Bregman divergence (3.4) are given by
\[ \Theta_{t+1} = \arg \min_{\Theta > 0} \langle \gamma \nabla F(\Theta_t), \Theta \rangle + D_h(\Theta|\Theta_t) + \lambda \gamma \| \Theta \|_{1,\text{off}}. \] (A.48)

By expressing the divergence \( D_h \) and using that \( \nabla F(\Theta_t) = -\Theta_t^{-1} \nabla f(\Theta_t^{-1}) \Theta_t^{-1} \) these iterations are equivalent to
\[ \Theta_{t+1} = \arg \min_{\Theta > 0} \langle \Theta_t^{-1} - \gamma \Theta_t^{-1} \nabla f(\Theta_t^{-1}) \Theta_t^{-1}, \Theta \rangle - \log \det \Theta + \lambda \gamma \| \Theta \|_{1,\text{off}}. \] (A.49)

These iterations also correspond to a graphical lasso since (A.49) rewrites as \( \Theta_{t+1} = \text{GLASSO}_{\lambda, \gamma} \Theta_t^{-1} - \gamma \Theta_t^{-1} \nabla f(\Theta_t^{-1}) \Theta_t^{-1} \). With the change of variable \( \Sigma_t = \Theta_t^{-1} \), the BPG iterations for solving (A.47)
equivalently write
\[ \Sigma_{t+1} = \text{GLASSO}_{\lambda \gamma} [\Sigma_t - \gamma \Sigma_t \nabla f(\Sigma_t) \Sigma_t]. \] (A.50)

We can notice that these iterations are very similar to the one in (3.6) but with \( \Sigma_t \nabla f(\Sigma_t) \Sigma_t \) instead of \( \nabla f(\Sigma_t) \). In fact, the iterations (3.6) are equivalent to the BPG iterations (A.50) when using a Riemannian gradient instead of a Euclidean one. More precisely, when considering for \( X \succ 0 \), the inner product \( \langle U, V \rangle_X = \text{tr}(UX^{-1}VX^{-1}) \) and computing the gradient w.r.t. \( \langle \cdot, \cdot \rangle_X \) at \( X \) we get the formula \( \nabla f(X) = VXf(X)VX \) [39]. This corresponds to endowing the space \( S^+_d(\mathbb{R}) \) with the affine-invariant geometry [8, Section 11.7]. In conclusion, if we consider our iterations (3.6) with the Riemannian gradient \( f \) instead of the Euclidean gradient we get the BPG iterations (A.50). However, we observe in practice that the algorithm with the BPG has degraded performance compared to the one proposed in (3.6).

### A.5. Safe step-size strategy

The goal of this section is to provide a step-size \( \gamma > 0 \) ensuring that the matrix \( \Sigma_{t+1} := \Sigma_k - \gamma \nabla f(\Sigma_k) \) remains positive definite during the iterations. Recall that \( \nabla f(\Sigma_t) = :^\mathcal{A}^\ast(\mathcal{A}(\Sigma_t) - s) \) where \( s = \frac{1}{n} \sum_{i=1}^n \Phi(x_i) = \frac{1}{m} (a_1^\top \tilde{\Sigma} a_1, \ldots, a_m^\top \tilde{\Sigma} a_m) \) is the sketch of the data and \( \tilde{\Sigma} \) is the empirical covariance matrix. The adjoint operator \( :^\mathcal{A}^\ast \) is given by \( y \rightarrow :^\mathcal{A}^\ast(y) = \frac{1}{n} \sum_{j=1}^m y_j a_j a_j^\top \).

The matrix \( \Sigma_{t+1} \) is positive definite when \( \lambda_{\min}(\Sigma_t - \gamma \nabla f(\Sigma_t)) > 0 \) that is when
\[ \lambda_{\min} \left( \Sigma_t - \gamma \frac{1}{m} \sum_{j=1}^m \left( -a_j^\top \Sigma_t a_j - s_j \right) a_j a_j^\top \right) > 0. \] (A.51)

Moreover we have,
\[ \lambda_{\min} \left( \Sigma_t - \gamma \frac{1}{m} \sum_{j=1}^m \left( -a_j^\top \Sigma_t a_j - s_j \right) a_j a_j^\top \right) \geq \lambda_{\min}(\Sigma_t) - \gamma \frac{1}{m} \lambda_{\max} \left( \sum_{j=1}^m \left( -a_j^\top \Sigma_t a_j - s_j \right) a_j a_j^\top \right) \]
\[ = \lambda_{\min}(\Sigma_t) - \gamma \frac{1}{m} \lambda_{\max} \left( \sum_{j=1}^m [a_j^\top (\Sigma_t - \tilde{\Sigma}) a_j] a_j a_j^\top \right). \] (A.52)

Using \( \forall j \in [m], a_j^\top (\Sigma_t - \tilde{\Sigma}) a_j \leq \lambda_{\max}(\Sigma_t - \tilde{\Sigma}) \|a_j\|_2^2 \) we have, for any \( z \in \mathbb{R}^d, \|z\|_2 = 1 \),
\[ z^\top \left( \sum_{j=1}^m [a_j^\top (\Sigma_t - \tilde{\Sigma}) a_j] a_j a_j^\top \right) z = \sum_{j=1}^m [a_j^\top (\Sigma_t - \tilde{\Sigma}) a_j] \|z^\top a_j\|^2 \leq \lambda_{\max}(\Sigma_t - \tilde{\Sigma}) \sum_{j=1}^m \|a_j\|_2^2 \|z^\top a_j\|^2. \] (A.53)

By introducing the matrix \( A = (a_1, \ldots, a_m) \in \mathbb{R}^{d \times m} \) the previous inequality leads to
\[ z^\top \left( \sum_{j=1}^m [a_j^\top (\Sigma_t - \tilde{\Sigma}) a_j] a_j a_j^\top \right) z \leq \lambda_{\max}(\Sigma_t - \tilde{\Sigma}) \max_{j \in [m]} \|a_j\|_2^2 \sum_{j=1}^m \|z^\top a_j\|^2 \]
\[ = \lambda_{\max}(\Sigma_t - \tilde{\Sigma}) \max_{j \in [m]} \|a_j\|_2^2 \|z^\top A a_j\|^2 \]
\[ \leq \lambda_{\max}(\Sigma_t - \tilde{\Sigma}) \max_{j \in [m]} \|a_j\|_2^2 \lambda_{\max}(AA^\top) \]
\[ \leq [\lambda_{\max}(\Sigma_t) - \lambda_{\min}(\tilde{\Sigma})] \max_{j \in [m]} \|a_j\|_2^2 \lambda_{\max}(AA^\top). \] (A.54)
Consequently,
\[
\lambda_{\max}\left(\sum_{j=1}^{m} |a_j^T (\Sigma - \hat{\Sigma}) a_j| a_j a_j^T\right) \leq \left[\lambda_{\max}(\Sigma) - \lambda_{\min}(\Sigma)\right]\left(\max_{j \in [m]} \|a_j\|_2^2\right) \lambda_{\max}(AA^T).
\] (A.55)

This shows that if \(\lambda_{\max}(\Sigma) < \lambda_{\min}(\hat{\Sigma})\) then the condition (A.51) is valid for any \(\gamma > 0\) since in this case \(\lambda_{\max}\left(\sum_{j=1}^{m} |a_j^T (\Sigma - \hat{\Sigma}) a_j| a_j a_j^T\right) < 0\). On the other hand if \(\lambda_{\max}(\Sigma_k) > \lambda_{\min}(\Sigma)\) then, by (A.52) and (A.55), a step-size
\[
\gamma < \frac{m^2}{\max_{j \in [m]} \|a_j\|_2^2 \sigma_{\max}(A)} \times \frac{\lambda_{\min}(\Sigma_k)}{\lambda_{\max}(\Sigma_k) - \lambda_{\min}(\Sigma)}.
\] (A.56)

where \(\sigma_{\max}(A)\) is the largest singular value of \(A\), ensures that \(\Sigma_{k+\frac{1}{2}}\) is positive definite. Overall a safe step-size strategy is given by
\[
\gamma \in \left\{ \begin{array}{ll}
(0, +\infty) & \text{if } \lambda_{\max}(\Sigma_k) < \lambda_{\min}(\hat{\Sigma}), \\
\left(0, \frac{m^2}{\max_{j \in [m]} \|a_j\|_2^2 \sigma_{\max}(A)} \frac{\lambda_{\min}(\Sigma_k)}{\lambda_{\max}(\Sigma_k) - \lambda_{\min}(\Sigma)} \right) & \text{if } \lambda_{\max}(\Sigma_k) > \lambda_{\min}(\Sigma).
\end{array} \right.
\] (A.57)

We emphasize that this strategy is quite conservative, and requires the computation of both the maximum and minimum eigenvalues of \(\Sigma_k\) at every iteration. In practical scenarios, we find that searching for \(\gamma\) in \(\{1e-3, 1e-2, 1e-1\}\) is adequate for achieving convergence in our experimental setups.

A.6. Covering number of a model set with a condition number constraint.

We would like to consider a model set of covariance matrices that does not restrict their spectra but rather their condition numbers. For a square matrix \(M\), the condition number is defined as \(\kappa(M) \triangleq \|M\|_{2\rightarrow2} \|M^{-1}\|_{2\rightarrow2}\). In the special case of positive-definite matrices, it is the ratio between the largest and smallest eigenvalues. For some \(\kappa_0 \geq 1\), we consider the following model set
\[
\mathcal{G}_{k,k_0} \triangleq \left\{ \Sigma \in S_d^{++}(\mathbb{R}) : \Theta = \Sigma^{-1} \succ 0, \|\Theta\|_0 \leq d + 2k, \kappa(\Theta) \leq \kappa_0 \right\}.
\]

Remark that the above definition implies that \(\mathcal{G}_{k,a,b} \subset \mathcal{G}_{k,k_0}\), for all \(a, b > 0\) such that \(b/a \leq \kappa_0\). In particular, \(\mathcal{G}_{k_0} \subset \mathcal{G}_{k,k_0}\). However, \(\mathcal{G}_{k,k_0}\) is a much “bigger” set than sets like \(\mathcal{G}_{k,a,b}\), as the latter are bounded sets while the former is not. Interestingly enough, we are able to upper-bound the covering number of the normalized secant of \(\mathcal{G}_{k,k_0}\) that is
\[
\text{cov}[\mathcal{G}_{k,k_0}] = \left\{ \frac{\theta_1^{-1} - \theta_2^{-1}}{\|\theta_1^{-1} - \theta_2^{-1}\|_A} : (\theta_1^{-1}, \theta_2^{-1}) \in \mathcal{G}_{k,k_0}^2, \|\theta_1^{-1} - \theta_2^{-1}\|_A > 0 \right\}.
\]

The key element to obtain this bound is that we are able to rewrite \(\text{cov}[\mathcal{G}_{k,k_0}]\) in term of matrices that are in
\[
\mathcal{G}_0 \triangleq \left\{ \Sigma \in S_d^{++}(\mathbb{R}) : \Theta = \Sigma^{-1} \succ 0, \|\Theta\|_0 \leq d + 2k, \text{ spec}(\Theta) \subset [1/k_0, 1], \|\Theta\|_{2\rightarrow2} = 1 \right\}.
\]

Indeed, for an element \(\frac{\theta_1^{-1} - \theta_2^{-1}}{\|\theta_1^{-1} - \theta_2^{-1}\|_A} \in \text{cov}[\mathcal{G}_{k,k_0}]\), notice that for any \(\lambda > 0\) the matrix \(\frac{\lambda \theta_1^{-1} - \lambda \theta_2^{-1}}{\|\lambda \theta_1^{-1} - \lambda \theta_2^{-1}\|_A}\) still is on \(\text{cov}[\mathcal{G}_{k,k_0}]\). This implies that we can normalize the matrices involved in the secant. More precisely,
by choosing \( \lambda = \|\bar{\Theta}_1\|_{2 \to 2} \), setting \( \Theta_1 = \lambda^{-1} \bar{\Theta}_1, \Theta_2 = \bar{\Theta}_2/\|\bar{\Theta}_2\|_{2 \to 2} \) and \( \tau = \|\bar{\Theta}_1\|_{2 \to 2}/\|\bar{\Theta}_2\|_{2 \to 2} \), we have \( \Theta_1, \Theta_2 \in \mathcal{S}_0, \tau > 0 \) and
\[
\frac{\Theta_1^{-1} - \tau \Theta_2^{-1}}{\|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_{\Lambda}} \in S[\mathcal{S}_{k_0}]_0.
\]
This shows that
\[
S[\mathcal{S}_{k_0}] = \left\{ \frac{\Theta_1^{-1} - \tau \Theta_2^{-1}}{\|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_{\Lambda}} : \tau > 0, (\Theta_1^{-1}, \Theta_2^{-1}) \in \mathcal{S}_0^2, \|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_{\Lambda} > 0 \right\}.
\]

Now, up to exchanging the role of \( \bar{\Theta}_1 \) and \( \bar{\Theta}_2 \), which result in changing the sign of \( \frac{\Theta_1^{-1} - \tau \Theta_2^{-1}}{\|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_{\Lambda}} \), we can always assume that \( \|\bar{\Theta}_1\|_{2 \to 2} \leq \|\bar{\Theta}_2\|_{2 \to 2} \), meaning that \( 0 < \tau \leq 1 \), which yields
\[
S[\mathcal{S}_{k_0}] = \left\{ \frac{\Theta_1^{-1} - \tau \Theta_2^{-1}}{\|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_{\Lambda}} : \tau \in (0, 1], (\Theta_1^{-1}, \Theta_2^{-1}) \in \mathcal{S}_0^2, \|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_{\Lambda} > 0 \right\} = \bar{S}[\mathcal{S}_{k_0}] \cup (-\bar{S}[\mathcal{S}_{k_0}]),
\]
where
\[
\bar{S}[\mathcal{S}_{k_0}] = \left\{ \frac{\Theta_1^{-1} - \tau \Theta_2^{-1}}{\|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_{\Lambda}} : \tau \in (0, 1], (\Theta_1^{-1}, \Theta_2^{-1}) \in \mathcal{S}_0^2, \|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_{\Lambda} > 0 \right\}.
\]

Remark that for any \( \varepsilon > 0 \), \( N(S[\mathcal{S}_{k_0}], \|\cdot\|_{\Lambda}, \varepsilon) \leq 2N(\bar{S}[\mathcal{S}_{k_0}], \|\cdot\|_{\Lambda}, \varepsilon) \), therefore we only have to control the covering number of \( \bar{S}[\mathcal{S}_{k_0}] \). To do so, we follow the same line of proof as in the control of \( S[\mathcal{S}_{k_0}] \) by splitting our set of interests into long and short chords. The analysis of these chords is similar, although more technical and more computation-heavy. A slight complication in this new setting is the need to ensure that \( \tau \) is bounded away from zero in the case of short chords. In the following, we briefly detail the analysis of the long and short chords given for some \( \eta > 0 \) by
\[
\bar{S}_{\eta}[\mathcal{S}_{k_0}] = \left\{ \frac{\Theta_1^{-1} - \tau \Theta_2^{-1}}{\|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_{\Lambda}} : \tau \in (0, 1], (\Theta_1^{-1}, \Theta_2^{-1}) \in \mathcal{S}_0^2, \|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_{\Lambda} > \eta \right\},
\]
\[
\bar{S}_{\eta}'[\mathcal{S}_{k_0}] = \left\{ \frac{\Theta_1^{-1} - \tau \Theta_2^{-1}}{\|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_{\Lambda}} : \tau \in (0, 1], (\Theta_1^{-1}, \Theta_2^{-1}) \in \mathcal{S}_0^2, 0 < \|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_{\Lambda} \leq \eta \right\}.
\]

A.6.1. Control of the long chords

The strategy to control the covering number of long chords is to express \( \bar{S}_{\eta}[\mathcal{S}_{k_0}] \) as the image of a Lipschitz-continuous function and control the covering number of the original set. Let us consider the set \( \bar{\mathcal{S}}_{\eta} = \{ (\tau, \Theta_1, \Theta_2) \in (0, 1] \times \mathcal{S}_0^{1 \times 2} : \|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_{\Lambda} > \eta \} \) equipped with the norm \( \| (\tau, M_1, M_2) \|_\otimes = |\tau| + \|M_1\|_{\text{Fro}} + \|M_2\|_{\text{Fro}} \). Then we have the following lemma. For the sake of conciseness, its proof is not provided, but it is based on the one of Proposition 1 presented in Appendix A.2.3.

**Lemma 10**  Let \( g : (\bar{\mathcal{S}}_{\eta}, \|\cdot\|_\otimes) \to (\bar{S}_{\eta}[\mathcal{S}_{k_0}], \|\cdot\|_{\Lambda}) \) be the function defined by
\[
g(\tau, \Theta_1, \Theta_2) = \frac{\Theta_1^{-1} - \tau \Theta_2^{-1}}{\|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_{\Lambda}}.
\]

Then, \( g \) is surjective and \( L_0/\eta \)-lipschitz continuous with \( L_0 = 2C_{\text{Fro}}k_0^2\sqrt{d} \).
As a consequence, we can control the covering number of $\mathcal{S}_n^+ [\mathcal{G}_{k,k_0}]$ using the one of $\mathcal{X}_\eta$ which is easier to handle. This yields the following proposition which proof is also based on the one of Proposition 1.

**Proposition 7** For all $\varepsilon > 0$ and $\eta > 0$, we have

$$
\mathcal{N}(\mathcal{S}_n^+ [\mathcal{G}_{k,k_0}], \| \cdot \|_\Lambda, \varepsilon) \leq \mathcal{N}((0,1], | \cdot |, \eta \varepsilon / 6L_0) \times \mathcal{N}(\mathcal{S}_0^{-1}, \| \cdot \|_{\text{Fro}}, \eta \varepsilon / 6L_0)^2.
$$

Note that $\mathcal{N}((0,1], | \cdot |, \varepsilon)$ is bounded by $\varepsilon^{-1}$ and the control of the covering of $\mathcal{S}_0^{-1}$ will be provided later by Lemma 13.

A.6.2. Control of the short chords

In order to control the covering number of the short chords we follow these two steps: 1) we show that any element of $\mathcal{S}_n^{-1} [\mathcal{G}_{k,k_0}]$ is close to an element of a certain “tangent space” 2) we will control the covering number of this space.

**Assumption:** In all of this section we will assume that $0 < \eta \leq c_{\text{Fro}} / 2$. This requirement will be useful for various simplification and will be met when we calibrate $\eta$ for a good balance between the covering numbers of both long and short chords.

Point 1) is done through the following lemma which proof can be found in Appendix A.7.1.

**Lemma 11** For $\eta > 0$, consider the set of short chords $\mathcal{S}_n^{-1} [\mathcal{G}_{k,k_0}]$ and the normalized secant set $S[\mathcal{G}_{k,k_0}^{-1}]$. Define $C \Delta \equiv \{ \lambda V : \lambda \in [0, \lambda_0], V \in S[\mathcal{G}_{k,k_0}^{-1}] \}$ and

$$
T_C \Delta \equiv \left\{ \text{Dinv}_\Theta(C) : (\bar{\Theta}, C) \in \mathcal{G}_k^{-1} \times C \right\},
$$

with $\lambda_0 \Delta \equiv 2 / c_{\text{Fro}}$. Defining $Z_0 \Delta \equiv C_{\text{Fro}} / c_{\text{Fro}}$, we have

$$
\forall U \in \mathcal{S}_n^{-1} [\mathcal{G}_{k,k_0}], \exists T \in \mathcal{T}, \| U - T \|_\Lambda \leq Z_0 \eta.
$$

As $T_C$ is a good approximation of $\mathcal{S}_n^{-1} [\mathcal{G}_{k,k_0}]$, we can bound the covering number of the latter by the covering of the former (with a different scale), see Lemma 3. Hence, we need to control the covering number of $T_C$.

**Lemma 12** For all $\varepsilon > 0$, we have

$$
\mathcal{N}(T_C, \| \cdot \|_\Lambda, \varepsilon) \leq \mathcal{N}(\mathcal{G}_k^{-1} \times C_0, \| \cdot \|_{\text{Fro}}, \varepsilon / C_0) \times \mathcal{N}(C, \| \cdot \|_{\text{Fro}}, \varepsilon / C_0), \quad (A.58)
$$

with $C_0 = C_{\text{Fro}}(2\kappa_0^3 \lambda_0 + \kappa_0^2)$.

Now, combining the above results, we are able to provide a control of the covering number of the short chords. See Appendix A.7.1 for the proof.
Proposition 8 (Similar to Proposition 2)  For any \( \epsilon > 0 \) and \( \eta > 0 \), we have

\[
\mathcal{N}(\mathfrak{S}^{-1}_{\eta} [\mathfrak{S}_{k,\kappa_0}], \| \cdot \|_{\Lambda}, 2(\epsilon + Z_0 \eta)) \leq 2\lambda_0 C_0 \epsilon^{-1} \mathcal{N}(\mathfrak{S}^{-1}_{k,\kappa_0^{-1}}, \| \cdot \|_{\text{Fro}}, \frac{\epsilon}{C_0}) \times \mathcal{N}(\mathcal{S}[\mathfrak{S}^{-1}_{k,\kappa_0}], \| \cdot \|_{\text{Fro}}, \frac{\epsilon}{2\lambda_0 C_0}),
\]

where \( Z_0 = \frac{c_{\text{Fro}} \kappa_0^3}{c_{\text{Fro}}} \), \( \lambda_0 = \frac{2}{c_{\text{Fro}}} \), \( C_0 = C_{\text{Fro}}(2\kappa_0^3 \lambda_0 + \kappa_0^2) \).

A.6.3. Combining the results
To finish this section and obtain the covering of \( \mathfrak{S}_{\eta} [\mathfrak{S}_{k,\kappa_0}] \), we need the control of the covering of \( \mathfrak{S}^{-1}_{\eta} \), \( \mathfrak{S}^{-1}_{k,\kappa_0^{-1}} \), and \( \mathcal{S}[\mathfrak{S}^{-1}_{k,\kappa_0}] \) as they appear in the control of the covering number of the long and short chords.

This is done in the following lemma which proof can be found in Appendix A.7.2.

Lemma 13  For any \( \epsilon > 0 \), and \( 0 < a \leq b \), we have

\[
\mathcal{N}(\mathfrak{S}^{-1}_0, \| \cdot \|_{\text{Fro}}, \epsilon) \leq \left( \frac{ed^2}{2k} \right)^{d+k} \left( \frac{18\sqrt{d}}{\epsilon} \right)^{d+k},
\]

\[
\mathcal{N}(\mathfrak{S}^{-1}_{k,\kappa_0^{-1}}, \| \cdot \|_{\text{Fro}}, \epsilon) \leq \left( \frac{ed^2}{2k} \right)^{d+k} \left( \frac{2 \times 18\sqrt{d}}{\epsilon} \right)^{d+k},
\]

\[
\mathcal{N}(\mathcal{S}[\mathfrak{S}^{-1}_{k,\kappa_0}], \| \cdot \|_{\text{Fro}}, \epsilon) \leq \left( \frac{ed^2}{4k} \right)^{2k} \left( \frac{18}{\epsilon} \right)^{d+2k}.
\]

Gathering up all the pieces, we obtain the following theorem.

Theorem 5  There exist absolute constants \( \tilde{c}_1 \) and \( \tilde{c}_2 \) such that for any \( \epsilon \) such that \( 0 < \epsilon \leq \frac{2\kappa_0^3 \sqrt{d}}{c_{\text{Fro}}} \), we have

\[
\mathcal{N}(\mathfrak{S}_{\eta} [\mathfrak{S}_{k,\kappa_0}], \| \cdot \|_{\Lambda}, \epsilon) \leq 2 \left( \frac{ed^2}{2k} \right)^{3k} \left[ \left( \frac{\tilde{c}_1 \kappa_0^3 d^2}{\epsilon^2} \right)^{2(d+k)+1} + \left( \frac{\tilde{c}_2 \kappa_0^3 d^2}{\epsilon} \right)^{2d+3k+1} \right]
\]

See Appendix A.7.3 for the proof.

A.7. Proof for the coverings with a condition number hypothesis
Before diving into the control of the covering numbers of the long and short chords, let us claim various inequalities related to the inverse function on matrices that will be useful in the following.

Lemma 14 (Inverse function properties)  Assume that there exist constants \( c_{\text{Fro}} \) and \( C_{\text{Fro}} \) such that \( c_{\text{Fro}} \| M \|_{\text{Fro}} \leq \| M \|_{\Lambda} \leq C_{\text{Fro}} \| M \|_{\text{Fro}} \), for all \( M \in \mathcal{S}_d \). Let \( M_1 \) and \( M_2 \) be two matrices in \( \mathcal{S}_d^{++} \). Then we
Lemma 15  Assume that \( (\tau, \Theta_1, \Theta_2) \in (0, 1] \times \mathcal{S}_0^{-1} \times \mathcal{S}_0^{-1} \) verifies \( 0 < \|\Theta_1^{-1} - \tau\Theta_2^{-1}\|_A \leq \eta \) and \( \eta/\text{leq}_{\Fro}/2 \). Then \( \tau \) is bounded away from 0 i.e.

\[
\tau \geq 1 - \frac{\eta}{\text{c}_{\Fro}} \geq \frac{1}{2}.
\]

Proof  From the inverse-lipschitz property of the inverse function in (A.60), we have:

\[
\|\Theta_1 - \tau^{-1}\Theta_2\|_{\Fro} \leq \frac{1}{\text{c}_{\Fro}} \|\Theta_1\|_{2\rightarrow 2} \|\tau^{-1}\Theta_2\|_{2\rightarrow 2} \|\Theta_1^{-1} - \tau\Theta_2^{-1}\|_A \leq \frac{\eta}{\text{c}_{\Fro} \tau}.
\]

Moreover,

\[
\|\Theta_1 - \tau^{-1}\Theta_2\|_{\Fro} \geq \|\Theta_1 - \tau^{-1}\Theta_2\|_{2\rightarrow 2} \geq \tau^{-1}\|\Theta_2\|_{2\rightarrow 2} - \|\Theta_1\|_{2\rightarrow 2} = \frac{1}{\tau} - 1.
\]

Combining the two inequalities yields \( \tau \geq 1 - \frac{\eta}{\text{c}_{\Fro}} \). \( \square \)

Let us now prove Lemma 11.

Proof of Lemma 11  Take \( U = \frac{\Theta_1^{-1} - \tau\Theta_2^{-1}}{\|\Theta_1^{-1} - \tau\Theta_2^{-1}\|_A} \in \bar{S}_{-}^{2\times 2}(\mathcal{S}_0, \mathcal{S}_0) \) so we have \( 0 < \|\Theta_1^{-1} - \tau\Theta_2^{-1}\|_A \leq \eta \). Note that by using (A.59) and (A.60), we have

\[
0 \overset{(A.59)}{<} \|\Theta_1 - \tau^{-1}\Theta_2\|_{\Fro} \overset{(A.60)}{\leq} \frac{\eta}{\text{c}_{\Fro} \tau} \|\Theta_1\|_{2\rightarrow 2} \|\Theta_2\|_{2\rightarrow 2} \leq \frac{\eta}{\text{c}_{\Fro} \tau}.
\]

Now, from (A.61) with \( M_1 = \Theta_1 \) and \( M_2 = \tau^{-1}\Theta_2 \), we have

\[
\|\Theta_1^{-1} - \tau\Theta_2^{-1} - \text{Dinv}_{\tau^{-1}\Theta_2}(\Theta_1 - \tau^{-1}\Theta_2)\|_A \overset{(A.61)}{\leq} \text{c}_{\Fro} \|\Theta_1^{-1}\|_{\Fro} \|\tau\Theta_2^{-1}\|_{\Fro}^2 \|\Theta_1 - \tau^{-1}\Theta_2\|_{\Fro}^2
\]

\[
\leq \text{c}_{\Fro} \kappa_0^3 \tau^2 \|\Theta_1 - \tau^{-1}\Theta_2\|_{\Fro}^2.
\]
Dividing by \( \|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_\Lambda > 0 \) in the above inequality yields:

\[
\frac{\Theta_1^{-1} - \tau \Theta_2^{-1}}{\|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_\Lambda} - \text{Dinv}_\tau \Theta_2 \frac{\Theta_1^{-1} - \tau \Theta_2^{-1}}{\|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_\Lambda} \leq C_{\text{Fro}} \kappa_0^3 \tau^2 \|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_\Lambda \frac{\Theta_1^{-1} - \tau \Theta_2^{-1}}{\|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_\Lambda}
\]

(applying (A.63) and (A.60))

\[
\leq C_{\text{Fro}} \kappa_0^3 \tau^2 \frac{\eta}{c_{\text{Fro}} \tau c_{\text{Fro}}} \|\Theta_1\|_2\rightarrow_2 \|\tau^{-1} \Theta_2\|_2\rightarrow_2
\]

\[
= \frac{C_{\text{Fro}} \kappa_0^3}{c_{\text{Fro}}^2} \eta = Z_0 \eta.
\]

Moreover, as \( \Theta_2 \in \mathcal{S}_0^{-1} \subset \mathcal{S}_k^{-1, \frac{1}{\kappa_0}, 1} \), setting \( \tilde{\Theta} = \tau^{-1} \Theta_2 \), we have \( \tilde{\Theta} \in \mathcal{S}_k^{-1, \frac{1}{\kappa_0}, 1} \subset \mathcal{S}_k^{-1, \frac{1}{\kappa_0}, 2} \) (the inclusion comes from Lemma 15). Remark that the element in the differential can be expressed as

\[
\frac{\Theta_1 - \tau^{-1} \Theta_2}{\|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_\Lambda} = \frac{\|\Theta_1 - \tau^{-1} \Theta_2\|_\Lambda}{\|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_\Lambda} \frac{\Theta_1 - \tau^{-1} \Theta_2}{\|\Theta_1 - \tau^{-1} \Theta_2\|_\Lambda}.
\]

So, if we define \( \lambda = \frac{\|\Theta_1 - \tau^{-1} \Theta_2\|_\Lambda}{\|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_\Lambda} \), by (A.60) and Lemma 15 it satisfies \( 0 < \lambda \leq \frac{1}{c_{\text{Fro}}^2} \leq \frac{2}{c_{\text{Fro}}^2} \Delta \lambda_0 \). Thus, there exists \( \lambda \in [0, \lambda_0] \) and \( \tilde{\Theta} \in \mathcal{S}_k^{-1, \frac{1}{\kappa_0}, 2} \) such that:

\[
\frac{\Theta_1^{-1} - \tau \Theta_2^{-1}}{\|\Theta_1^{-1} - \tau \Theta_2^{-1}\|_\Lambda} - \text{Dinv}_{\tilde{\Theta}} \lambda \frac{\Theta_1 - \tau^{-1} \Theta_2}{\|\Theta_1 - \tau^{-1} \Theta_2\|_\Lambda}\|_\Lambda \leq Z_0 \eta.
\]

Now we set \( \mathbf{V} = \frac{\Theta_1 - \tau^{-1} \Theta_2}{\|\Theta_1 - \tau^{-1} \Theta_2\|_\Lambda} \) and we have \( \mathbf{V} \in S[\mathcal{S}_k^{-1, \frac{1}{\kappa_0}, 1}] \), which finishes the proof. \( \square \)

**Proof of Lemma 12** First observe that for all \( \mathbf{C} \in \mathcal{C} \), we have \( \|\mathbf{C}\|_{\text{Fro}} \leq \lambda_0 \) since \( \forall \mathbf{V} \in S[\mathcal{S}_k^{-1, \frac{1}{\kappa_0}, 1}] \), \( \|\mathbf{V}\|_{\text{Fro}} = 1 \). Then, take \( \mathcal{S}^{-1, \frac{1}{\kappa_0}, 2} \) an \( \varepsilon \)-net of \( \mathcal{S}_k^{-1, \frac{1}{\kappa_0}, 2} \) and \( \overline{\mathcal{C}} \) an \( \varepsilon \)-net of \( \mathcal{C} \). Take \( \mathbf{T} = \text{Dinv}_{\tilde{\Theta}}(\mathbf{C}) \in T_C \) and consider \( (\overline{\Theta}, \overline{\mathcal{C}}) \in \mathcal{S}^{-1, \frac{1}{\kappa_0}, 2} \times \mathcal{C} \) such that \( \|\overline{\mathcal{C}} - \mathbf{C}\|_{\text{Fro}} \leq \varepsilon \) and \( \|\overline{\Theta} - \tilde{\Theta}\|_{\text{Fro}} \leq \varepsilon \). Then with \( \mathbf{T} = \text{Dinv}_{\tilde{\Theta}}(\overline{\mathcal{C}}) \in T_C \),

\[
\|\mathbf{T} - \overline{\mathbf{T}}\|_\Lambda = \|\text{Dinv}_{\tilde{\Theta}}(\mathbf{C}) - \text{Dinv}_{\tilde{\Theta}}(\overline{\mathcal{C}})\|_\Lambda
\]

\[
\leq \|\text{Dinv}_{\tilde{\Theta}}(\mathbf{C}) - \text{Dinv}_{\tilde{\Theta}}(\mathbf{C})\|_\Lambda + \|\text{Dinv}_{\tilde{\Theta}}(\mathbf{C}) - \text{Dinv}_{\tilde{\Theta}}(\overline{\mathcal{C}})\|_\Lambda
\]

\[
\leq \|\text{Dinv}_{\tilde{\Theta}} - \text{Dinv}_{\tilde{\Theta}}\|_{\text{op}}\|\mathbf{C}\|_{\text{Fro}} + \|\text{Dinv}_{\tilde{\Theta}}\|_{\text{op}}\|\mathbf{C} - \overline{\mathcal{C}}\|_{\text{Fro}}.
\]

According to (A.62),

\[
\|\text{Dinv}_{\tilde{\Theta}} - \text{Dinv}_{\tilde{\Theta}}\|_{\text{op}}
\leq C_{\text{Fro}} \left( \|\tilde{\Theta}^{-1}\|_{2\rightarrow_2} + \|\overline{\Theta}^{-1}\|_{2\rightarrow_2} \right) \|\tilde{\Theta}^{-1}\|_{2\rightarrow_2} \|\overline{\Theta}^{-1}\|_{2\rightarrow_2} \|\tilde{\Theta} - \overline{\Theta}\|_{\text{Fro}}
\leq 2C_{\text{Fro}} \kappa_0^3 \|\tilde{\Theta} - \overline{\Theta}\|_{\text{Fro}}.
\]
We can also show that \( \| \text{Dinv}_\Theta \|_{\text{op}} \leq C_{\text{Fro}} \kappa_0^2 \). Therefore,

\[
\| \mathbf{T} - \mathbf{T} \|_\Lambda \leq 2C_{\text{Fro}} \kappa_0^3 \| \hat{\Theta} - \Theta \|_{\text{Fro}} \delta + \| \text{Dinv}_\Theta \|_{\text{op}} \varepsilon \\
\leq 2C_{\text{Fro}} \kappa_0^3 \varepsilon \delta + C_{\text{Fro}} \kappa_0^2 \varepsilon \\
= C_{\text{Fro}} (2\kappa_0^3 \lambda_0 + \kappa_0^2) \varepsilon .
\]

This gives \( \mathcal{N} (T_C, \| \cdot \|_\Lambda, C_{\text{Fro}} (2\kappa_0^3 \lambda_0 + \kappa_0^2) \varepsilon ) \leq \mathcal{N} (\mathcal{G}^{-1}_{k \kappa_0^2}, \| \cdot \|_{\text{Fro}}, \varepsilon ) \times \mathcal{N}(C, \| \cdot \|_E, \varepsilon ) \). Therefore, by setting \( C_0 = C_{\text{Fro}} (2\kappa_0^3 \lambda_0 + \kappa_0^2) \), we have

\[
\mathcal{N} (T_C, \| \cdot \|_\Lambda, \varepsilon ) \leq \mathcal{N} (\mathcal{G}^{-1}_{k \kappa_0^2}, \| \cdot \|_{\text{Fro}}, \frac{\varepsilon}{C_0} ) \times \mathcal{N}(C, \| \cdot \|_{\text{Fro}}, \frac{\varepsilon}{C_0} ) .
\]

\[\square\]

**Proof of Proposition 8** Recall that from Lemma 12 we have

\[
\mathcal{N} (T_C, \| \cdot \|_\Lambda, \varepsilon ) \leq \mathcal{N} (\mathcal{G}^{-1}_{k \kappa_0^2}, \| \cdot \|_{\text{Fro}}, \frac{\varepsilon}{C_0} ) \times \mathcal{N}(C, \| \cdot \|_{\text{Fro}}, \frac{\varepsilon}{C_0} ) ,
\]

with \( C_0 = C_{\text{Fro}} (2\kappa_0^3 \lambda_0 + \kappa_0^2) \). Using Lemma 11, we also have the approximation of \( \mathcal{G}^{-1}_{\eta}[\mathcal{G}_{k, \kappa_0}] \) by the set \( T_C \):

\[
\forall \mathbf{U} \in \mathcal{G}^{-1}_{\eta}[\mathcal{G}_{k, \kappa_0}], \exists \mathbf{T} \in T_C, \| \mathbf{U} - \mathbf{T} \|_\Lambda \leq Z_0 \eta .
\]

Therefore, we can apply Lemma 3 (with \( \delta = Z_0 \eta \)) to prove that for any \( \varepsilon > 0 \):

\[
\mathcal{N} (\mathcal{G}^{-1}_{\eta}[\mathcal{G}_{k, \kappa_0}], \| \cdot \|_\Lambda, 2(\varepsilon + Z_0 \eta )) \leq \mathcal{N} (T_C, \| \cdot \|_\Lambda, \varepsilon ) . 
\]

(A.64)

Thus, combining (A.58) and (A.64) yields

\[
\mathcal{N} (\mathcal{G}^{-1}_{\eta}[\mathcal{G}_{k, \kappa_0}], \| \cdot \|_\Lambda, 2(\varepsilon + Z_0 \eta )) \leq \mathcal{N} (\mathcal{G}^{-1}_{k \kappa_0^2}, \| \cdot \|_{\text{Fro}}, \frac{\varepsilon}{C_0} ) \times \mathcal{N}(C, \| \cdot \|_{\text{Fro}}, \frac{\varepsilon}{C_0} ) .
\]

All we need now is to control \( \mathcal{N}(C, \| \cdot \|_{\text{Fro}}, \frac{\varepsilon}{C_0}) \). Take \( \mathcal{G}^{-1}_{k, \kappa_0} \) a \( \varepsilon \)-net of \( S[\mathcal{G}_{k, \kappa_0}] \) and \( (0, \lambda_0) \) an \( (\lambda_0 \varepsilon) \)-net of \( (0, \lambda_0) \). Take \( C = \lambda \mathbf{V} \in C \) with \( \lambda \in (0, \lambda_0) \) and \( \mathbf{V} \in S[\mathcal{G}_{k, \kappa_0}] \). Then there exists \( \mathbf{V} \in S[\mathcal{G}_{k, \kappa_0}] \) such that \( \| \mathbf{V} - \mathbf{V} \|_{\text{Fro}} \leq \varepsilon \) and \( \lambda \in (0, \lambda_0) \) such that \( |\lambda - \lambda| \leq \lambda_0 \varepsilon \). Define \( \mathbf{C} = \lambda \mathbf{V} \). We clearly have that \( \mathbf{C} \in C \) and

\[
\| \mathbf{C} - \mathbf{C} \|_{\text{Fro}} = \| \lambda \mathbf{V} - \lambda \mathbf{V} \|_{\text{Fro}} \\
\leq \| \lambda \mathbf{V} - \lambda \mathbf{V} \|_{\text{Fro}} + \| \lambda \mathbf{V} - \lambda \mathbf{V} \|_{\text{Fro}} \\
\leq \| \mathbf{V} \|_{\text{Fro}} |\lambda - \lambda| + \lambda \| \mathbf{V} - \mathbf{V} \|_{\text{Fro}} \leq 2\lambda_0 \varepsilon .
\]

Thus, for any \( \varepsilon > 0 \) we have \( \mathcal{N}(C, \| \cdot \|_{\text{Fro}}, 2\lambda_0 \varepsilon ) \leq \mathcal{N}((0, \lambda_0), \| \cdot \|_{\text{Fro}}, \lambda_0 \varepsilon ) \mathcal{N}(S[\mathcal{G}_{k, \kappa_0}], \| \cdot \|_{\text{Fro}}, \varepsilon ) \) or equivalently for any \( \varepsilon > 0 \) we have \( \mathcal{N}(C, \| \cdot \|_{\text{Fro}}, \varepsilon ) \leq 2\lambda_0 \varepsilon \mathcal{N}(S[\mathcal{G}_{k, \kappa_0}], \| \cdot \|_{\text{Fro}}, \varepsilon / (2\lambda_0) ) \). In conclusion we have

\[
\mathcal{N} (\mathcal{G}^{-1}_{\eta}[\mathcal{G}_{k, \kappa_0}], \| \cdot \|_\Lambda, 2(\varepsilon + Z_0 \eta )) \leq 2\lambda_0 \eta C_0 \varepsilon \mathcal{N} (\mathcal{G}^{-1}_{k \kappa_0^2}, \| \cdot \|_{\text{Fro}}, \frac{\varepsilon}{C_0} ) \times \mathcal{N}(S[\mathcal{G}_{k, \kappa_0}], \| \cdot \|_{\text{Fro}}, \frac{\varepsilon}{2\lambda_0 C_0} ) ,
\]

which concludes the proof. \[\square\]
A.7.2. Covering number for bounded sparse symmetric matrices and their secant

We now prove Lemma 13.

**Proof of Lemma 13** Recall that Lemma 7 provides the following control of the covering number of the set of symmetric sparse matrices with bounded Frobenius norm \( W_k = \{ \Theta \in S_d(\mathbb{R}) : \| \Theta \|_0 \leq d + 2k, \| \Theta \|_{\text{Fro}} \leq 1 \} \):

\[
\mathcal{N}(W_k, \| \cdot \|_{\text{Fro}}, \varepsilon) \leq \left( \frac{ed^2}{2k} \right)^{k} \left( \frac{9}{\varepsilon} \right)^{d+k}.
\]

Noticing that \( S_{1 \kappa_0}^0 \subset W_k, S_{1 \kappa_0}^1 \subset 2 W_k \) and that \( S(S_{1 \kappa_0}^{-1}) \subset W_{2k} \) yields the result. □

A.7.3. Proof of Theorem 5

**Proof** First recall that for any \( \varepsilon' > 0 \) and \( \eta > 0 \), by Proposition 8 we have

\[
\mathcal{N}(S_{\eta}^{-1} S_{1 \kappa_0}^{-1}, \| \cdot \|_{\Lambda}, 2(\varepsilon' + Z_0 \eta)) \leq 2\lambda_0 C_0 \varepsilon^{-1} \mathcal{N}(S_{1 \kappa_0}^{-1}, \| \cdot \|_{\text{Fro}}, \varepsilon') \times \mathcal{N}(S_{\eta}^{-1}, \| \cdot \|_{\text{Fro}}, \eta \varepsilon' / 2\lambda_0 C_0),
\]

Let us fix \( \varepsilon \) such that \( 0 < \varepsilon \leq \frac{2\eta^3}{c_{\text{Fro}}^2} \sqrt{d} = c_{\text{Fro}} Z_0 \), as in the hypothesis of Theorem 5. We now set \( \varepsilon' = \varepsilon / 4 \) and \( \eta = \varepsilon / (4Z_0) \) such that \( 2(\varepsilon' + Z_0 \eta) = \varepsilon \). Remark that these choices satisfy \( \eta \leq c_{\text{Fro}} / 2 \) as desired in the previous section. Hence,

\[
\mathcal{N}(S_{\eta}^{-1} S_{1 \kappa_0}^{-1}, \| \cdot \|_{\Lambda}, \varepsilon) \leq \mathcal{N}(S_{\eta}^{-1} S_{1 \kappa_0}^{-1}, \| \cdot \|_{\Lambda}, \varepsilon) + \mathcal{N}(S_{\eta}^{-1} S_{1 \kappa_0}^{-1}, \| \cdot \|_{\Lambda}, \varepsilon) \leq \mathcal{N}((0,1], \| \cdot \|, \frac{\eta \varepsilon}{6L_0}) \times \mathcal{N}(S_{0 \kappa_0}^{-1}, \| \cdot \|_{\text{Fro}}, \frac{\eta \varepsilon}{6L_0})^2
\]

\[
+ 2\lambda_0 C_0 \varepsilon'^{-1} \mathcal{N}(S_{1 \kappa_0}^{-1}, \| \cdot \|_{\text{Fro}}, \frac{\varepsilon'}{C_0}) \times \mathcal{N}(S(S_{1 \kappa_0}^{-1}), \| \cdot \|_{\text{Fro}}, \frac{\varepsilon'}{2\lambda_0 C_0}).
\]

Straightforward computations show that \( \frac{\eta \varepsilon}{6L_0} = c_0 \varepsilon^2 \) with \( c_0 = \frac{1}{24Z_0^2} \), \( \frac{\varepsilon'}{2\lambda_0 C_0} = c_1 \varepsilon \) where \( c_1 = \frac{c_{\text{Fro}}}{4c_{\text{Fro}}(4\kappa_0^2 + c_{\text{Fro}} \kappa_1^2)} \) and \( \frac{\eta \varepsilon'}{2\lambda_0 C_0} = c_2 \varepsilon \) with \( c_2 = \frac{c_{\text{Fro}}^2}{16c_{\text{Fro}}(4\kappa_0^2 + c_{\text{Fro}} \kappa_1^2)} (= c_{\text{Fro}}c_1 / 4) \). This allows us to continue.
the computation as follows:

\[ \mathcal{N}(\tilde{S}_\eta[\tilde{S}_{k,\kappa_0}], \| \cdot \|_\Lambda, \varepsilon) \]

\[ \leq \mathcal{N}((0, 1], \| \cdot \|, c_0 \varepsilon^2) \times \mathcal{N}(\tilde{S}_\eta^{-1}, \| \cdot \|_{\text{Fro}}, c_0 \varepsilon^2)^2 \]

\[ + \frac{1}{c_2} \epsilon^{-1} \mathcal{N}(\tilde{S}_k^{-1}, \| \cdot \|_{\text{Fro}}, c_1 \epsilon) \times \mathcal{N}(\tilde{S}_k^{-1}, \| \cdot \|_{\text{Fro}}, c_2 \epsilon). \]

\[ \leq \frac{1}{c_0} \epsilon^{-2} \times \left( \frac{ed^2}{2k} \right)^{2k} \left( \frac{18 \sqrt{d}}{c_0 \epsilon^2} \right)^{2(d+k)} \]

\[ + \frac{1}{c_2} \epsilon^{-1} \left( \frac{ed^2}{2k} \right)^{k} \left( \frac{2 \times 18 \sqrt{d}}{c_1 \epsilon} \right)^{d+k} \times \left( \frac{ed(d-1)}{4k} \right)^{2k} \left( \frac{18 \sqrt{d}}{c_2 \epsilon} \right)^{d+2k} \]

\[ \leq \frac{1}{c_0} \left( \frac{ed^2}{2k} \right)^{2k} \left( \frac{18 \sqrt{d}}{c_0} \right)^{2(d+k)} \epsilon^{-(4d+4k+2)} \]

\[ + \frac{1}{c_2} \left( \frac{ed^2}{2k} \right)^{k} \left( \frac{2 \times 18 \sqrt{d}}{c_1} \right)^{d+k} \times \left( \frac{ed^2}{4k} \right)^{2k} \left( \frac{18 \sqrt{d}}{c_2} \epsilon \right)^{d+2k} \epsilon^{-(2d+3k+1)} \]

\[ \leq \left( \frac{ed^2}{2k} \right)^{3k} \left[ \frac{(18 \sqrt{d})^{2(d+k)}}{c_0^{2(d+k)+1}} \epsilon^{-(4d+4k+2)} \right. \]

\[ + \left. \frac{2^{d+k} (18 \sqrt{d})^{2d+3k}}{c_1^{d+k} c_2^{d+3k+1}} \epsilon^{-(2d+3k+1)} \right] . \]

Recall that $c_0$, $c_1$ and $c_2$ depends on $d$ (directly or from $c_{\text{Fro}} = 2/(9 \sqrt{15}d)$ and $C_{\text{Fro}} = 1/\sqrt{d}$) and $\kappa_0$. Here are the explicit dependencies ($\gtrsim$ meaning here $\geq$ up to an absolute multiplicative constant): $c_0 \propto \kappa_0^{-5} d^{-3/2}$, $c_1 \gtrsim \kappa_0^{-3} d^{-1/2}$, $c_2 \gtrsim \kappa_0^{-3} d^{-3/2}$. So we get, that there exists absolute constants $\tilde{c}_1$ and $\tilde{c}_2$ such that

\[ \mathcal{N}(\tilde{S}_\eta[\tilde{S}_{k,\kappa_0}], \| \cdot \|_\Lambda, \varepsilon) \]

\[ \leq \left( \frac{ed^2}{2k} \right)^{3k} \left[ \tilde{c}_1^{d+k} \frac{(\kappa_0^3 d^{3/2})^{2(d+k)+1}}{\epsilon^{4d+3k+2}} + \tilde{c}_2^{d+k} \sqrt{\frac{d^{2d+3k}}{\epsilon^{2d+3k+1}}} \right] \]

\[ \leq \left( \frac{ed^2}{2k} \right)^{3k} \left[ \left( \tilde{c}_1 \kappa_0^3 d^{2} \right)^{2(d+k)+1} \frac{2d+3k+1}{\epsilon} \right] . \]

where we change the value of the absolute constant $\tilde{c}_1$ and $\tilde{c}_2$ at the last inequality. To finish the proof, recall that $\mathcal{N}(\tilde{S}_\eta[\tilde{S}_{k,\kappa}], \| \cdot \|_\Lambda, \varepsilon) \leq 2 \mathcal{N}(\tilde{S}_\eta[\tilde{S}_{k,\kappa}], \| \cdot \|_\Lambda, \varepsilon). \quad \Box$
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