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Touch screens are popular input methods for mobile devices, but they compete for visual attention with users’ real-world tasks, leading
to performance hindrances. In this study, we investigated the effect of an attention-saturating task on eyes-free gestures. A user study
was conducted with 13 participants who performed eyes-free gestures on a smartphone using their dominant or non-dominant hand,
alone or while performing a primary task that saturates attention. The results indicated that performing another task while drawing a
gesture shortened the length and size of the gesture, reduced the duration of gesture entry, while the finger maintained the same
speed across the touchscreen. Additionally, drawing a gesture with the nondominant hand increased the length of the gesture but
generated less directional movements around the z-axis.
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1 INTRODUCTION

Touch screens are rapidly growing in popularity as a means of input for smart phones and other mobile devices. Direct-
touch interaction on mobile phones revolves around screens that compete for visual attention with users’ real-world
tasks and activities, including situations where interaction complements another task that either needs full attention
(e.g., driving ) or is cognitively demanding (e.g., receiving a notification when typing a text). This increase in the
cognitive load of the user has been shown to hinder the performance of touch interactions [15]. In the literature, these
types of temporary reductions in user performance due to context are referred to as situationally induced impairments
and disabilities (SIIDs) [18]. The term situationally-induced impairments (also known as situational impairments) was
first introduced by Sears [16], to establish the relationship between the user, the nature of tasks that the user is engaged
in, the surrounding environment where the task is performed, and the design of technology used to complete the task.
Multitasking has been considered an effective way of fragmenting attentional or cognitive resources when interacting
with touchscreens.

In these scenarios, people often choose to use their mobile device without eyes on the screen, with one hand without
lowering their head to the screen, due to varying environmental, social, device-specific, and personal factors ( e.g.,
extreme lighting conditions, being in a meeting, tiny screen, self-enthusiasm) [11]. In such scenarios, the thumb of
the hand holding the device is normally the only finger available for touch input [4]. However, mainly due to the
biomechanical limitations of the thumb, only a subregion of the touch screen is comfortable to access by the thumb [10],
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Fig. 1. Gesture set.

and gestures without eyes can provide a solution to these challenges. They can reduce attentional load [5], can be
committed to muscle memory, helping users focus on their task [12], generally do not require dedicated screen space [5],
and can be used in single-hand configuration.

In this work, we study the effect of an attention saturating task on eyes-free gestures production.We conducted a
user study with 13 participants. Each participant performed eyes-free gestures on smartphone using their dominant
or non-dominant hand, alone or while performing a primary task. Our results showed that drawing gestures while
performing another task shortens the length and size of the gesture. On the other hand, drawing the gesture with the
non-dominant hand increases the length and size of the gesture. We found that engaging in another task while drawing
gesture decreases the duration of gesture entering, but the finger moves across the touchscreen with same speed.

2 EXPERIMENT

We conducted an experiment to evaluate the effect of an attention saturating task on eyes-free gesture articulation on a
mobile device.

2.1 Participants and apparatus

13 right-handed participants (7 males and 6 females) volunteered to participate in our experiment. The ages of the
participants ranged from 20 to 31 years (𝑚𝑒𝑎𝑛 = 24.3, 𝑠𝑑 = 3.5). All participants had been using smartphones for several
years. We collected stroke gestures using our custom software on a Samsung Galaxy S7 smartphone running Android
6.0.1. The smartphone screen size is 5.65"×2.78" with a display resolution of 1440×2560 pixels and a pixel density of 227
pixels per cm.

2.2 Design and gesture set

The set of gestures used in this study included 20 gestures. These gestures were selected from previous work(e.g., [2, 5, 19])
and were composed of operands, letters, mark segments, rationally invariant, and mnemonic gestures. All were simple
to perform, distinct enough and can be drawn imprecisely [5] (see Figure 1).

The experiment used a 2 × 2 within-subject design with two factors: activity and used hand. Activity presents if the
participant is doing the attention saturating task, i.e., centering the ball (CB) or just waiting for the notification that we
name here the control condition (Ctrl). The used hand presents the hand used for the secondary task (i.e., the used hand
to hold the phone and draw the gesture without eyes) and covered two conditions: right hand (RH) and left hand (LH).
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2.3 Task & Procedure

After participants comfortably sat at a desk with laptops, they completed a demographic questionnaire. Next, we
explained the experiment and its requirements, including primary and secondary tasks. The participants then engaged
in the experiment: performing a secondary laptop task and drawing eye-free gestures on a smartphone (primary task)
upon laptop notifications. (see Figure 2). In the control condition, participants only had to wait for the notifications
displayed on the laptop screen to perform the gaze-free gesture. The rationale for adding the control condition is to
better understand the effect of the attention-saturating task on eyes-free gesture production.

For the primary task that saturates the attention, we followed [9] and used the same task that saturates the attention.
Our attention-saturating task featured a circle that randomly moved according to a two-dimensional Perlin noise
function. Participants were asked to keep the circle centered over a cross-hairs displayed in the center of the square as
the best they could, and this by contracting its movement using the arrow keys of the laptop keyboard. The participants
were told that keeping the circle centered on the crosshair was the most important task and that their performance was
measured for both the primary and secondary task.

In the right-hand scenario, participants held the phone with their right hand, using their right thumb to draw gestures
on the screen without looking. Similarly, in the left-hand scenario, they used their left hand. In both cases, the free hand
was used to interact with the laptop during attention-saturating tasks. All gestures were single strokes; a new gesture
appeared as soon as the finger left the screen. For corrections, participants could use the back button of the phone.

In the experiment phase, the two activity conditions were randomly presented to the participants. For each activity
condition, the two hand conditions were also randomly presented. Each participant in total performed 400 gestures (=2
activities × 2 hand × 20 gestures × 5 repetitions). For each activity condition and hand condition, the gestures were
presented to the participant in random order. The experiment took 20 minutes on average to complete.

3 RESULTS

Our results include gesture features, smartphone directional movements, and questionnaire responses.

3.1 Gesture Features

We selected six geometric features: (a) gesture length, (b) gesture height, (c) gesture width, (d) gesture area, (e) gesture
duration, and (f) gesture speed. These features have been employed in the literature on gesture recognition and analysis
literature [1, 3, 14, 17] in order to characterize how users produce strokes.

The Shapiro-Wilk normality test was conducted to determine whether the six gesture features data are normally
distributed. The results indicate that we must reject the null hypothesis for all six gesture features data (p = 0.000) and
conclude that all gesture features data are not normally distributed. So, we used separate 2×2 (activity and used hand)
ANOVAs with Aligned Rank Transforms for each main subjective measure - a test more appropriate for the Likert
scale data than a standard ANOVA. Since the dependent variables did not meet the normality assumptions, repeated
measures ANOVA with the Aligned Rank Transform (ART) was used for nonparametric factorial analysis. Tukey tests
were used post hoc when significant effects were found. Only significant results are reported in the following.

3.1.1 Gesture length. Gesture length is the cumulative path distance from the first touch event registered to the
last. We found a significant main effect of activity (𝐹1,12 = 41.135, 𝑝 < 0.001) and used hand (𝐹1,12 = 5.323, 𝑝 = 0.040)
on gesture length. Centering the ball condition (𝑚𝑒𝑎𝑛 = 6.82𝑐𝑚, 𝑠𝑑 = 3.22𝑐𝑚) led participants to enter gestures with
shorter lengths than the control condition (𝑚𝑒𝑎𝑛 = 7.44𝑐𝑚, 𝑠𝑑 = 3.51𝑐𝑚). The drawing gesture with the left hand
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(𝑚𝑒𝑎𝑛 = 7.47𝑐𝑚, 𝑠𝑑 = 3.50𝑐𝑚) led the participants to enter gestures with lengths longer than the drawing gesture with
the right hand (𝑚𝑒𝑎𝑛 = 6.79𝑐𝑚, 𝑠𝑑 = 3.23𝑐𝑚).

3.1.2 Gesture height. Gesture height is the height of the bounding box that contains the gesture (𝑚𝑎𝑥y -𝑚𝑖𝑛y). We
found a significant main effect of activity (𝐹1,12 = 34.327, 𝑝 < 0.001) on gesture height. Centering the ball condition

(𝑚𝑒𝑎𝑛 = 2.40𝑐𝑚, 𝑠𝑑 = 1.02𝑐𝑚) led participants to enter gestures with a shorter height than the control condition

(𝑚𝑒𝑎𝑛 = 2.64𝑐𝑚, 𝑠𝑑 = 1.19𝑐𝑚).

3.1.3 Gesture width. Gesture width is the width of the bounding box that contains the gesture (𝑚𝑎𝑥x -𝑚𝑖𝑛x). We
found a significant main effect of activity (𝐹1,12 = 17.998, 𝑝 = 0.001) on gesture width. Centering the ball condition

(𝑚𝑒𝑎𝑛 = 2.33𝑐𝑚, 𝑠𝑑 = 0.88𝑐𝑚) led participants to enter gestures with smaller width than the control condition (𝑚𝑒𝑎𝑛 =

2.49𝑐𝑚, 𝑠𝑑 = 0.97𝑐𝑚).

3.1.4 Gesture area. Gesture area is the surface area of the bounding box containing the gesture (height × width).
We found a significant main effect of activity (𝐹1,12 = 38.801, 𝑝 < 0.001) on gesture area. Centering the ball condition
(𝑚𝑒𝑎𝑛 = 7.07𝑐𝑚2, 𝑠𝑑 = 4.72𝑐𝑚2) led participants to enter gestures with smaller area than the control condition (𝑚𝑒𝑎𝑛 =

7.17𝑐𝑚, 𝑠𝑑 = 5.87𝑐𝑚).

3.1.5 Gesture duration. Gesture duration is the time elapsed while entering the gesture, that is, the timestamp of
the last touch event registered for the gesture minus the timestamp of the first touch event registered. We found a
significant main effect of activity (𝐹1,12 = 7.422, 𝑝 = 0.019) on gesture duration. Centering the ball condition (𝑚𝑒𝑎𝑛 =

0.96𝑠𝑒𝑐𝑜𝑛𝑑𝑠, 𝑠𝑑 = 0.65𝑠𝑒𝑐𝑜𝑛𝑑𝑠) led participants to enter gestures with duration shorter than the control condition

(𝑚𝑒𝑎𝑛 = 1.05𝑠𝑒𝑐𝑜𝑛𝑑𝑠, 𝑠𝑑 = 0.67𝑠𝑒𝑐𝑜𝑛𝑑𝑠).

3.1.6 Gesture speed. Gesture speed is the average speed recorded on all touch events belonging to a gesture (length/duration).
We did not find any significant main effect of activity or used hand on gesture speed.

3.2 Mobile Directional Movement

Previous work showed that hand use and body posture affect smartphone movement as users’ perception of the
smartphone device could be boosted [8]. Therefore, it is important to understand how eye-free interaction may influence
the tilt and rotation of the smartphone during gesture production. We then consider the same dependent variables
as in [8] to characterize the phone’s movement: Alpha (z axis), Beta (x axis), and Gamma (y axis) using the built-in
accelerometer and gyroscope (see Figure 3). For each of the directional axes, we captured the total deviation made
around this axis, calculated as the difference between the largest and the smallest value. Repeated measures ANOVA
with the Aligned Rank Transform (ART) was used for nonparametric factorial analysis. Tukey tests were used post hoc
when significant effects were found. Only significant results are reported below.

3.2.1 Alpha deviation – deviation around z axis. We found significant main effect of used hand (𝐹1,12 = 7.675, 𝑝 = 0.017)
on alpha deviation. Using the right hand to manipulate the phone caused significantly more deviation in alpha (𝑚𝑒𝑎𝑛 =

5.14◦, 𝑠𝑑 = 4.71◦) compared to using the left hand (𝑚𝑒𝑎𝑛 = 3.40◦, 𝑠𝑑 = 4.48◦).

3.2.2 Beta deviation – deviation around x axis, and Gamma deviation – deviation around y axis. No significant significant
main effect of used hand or activity was found on beta deviation (𝑚𝑒𝑎𝑛 = 5.83◦, 𝑠𝑑 = 4.84◦) or gamma deviation

(𝑚𝑒𝑎𝑛 = 2.83◦, 𝑠𝑑 = 2.84◦).
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Fig. 2. The setup used for the experiment. The smartphone was held under the table to maintain eyes-free condition.

3.3 Subjective results

Our participants were also asked to rate the task after each condition in terms of performance, temporal demand,
physical demand, mental demand, frustration, effort. Table 1 shows the responses to the questionnaire. Friedman tests,
followed by Conover post hoc analysis revealed that only physical demand, frustration, and effort were significantly
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Fig. 3. Axes and orientations of the smartphone.

higher than three other conditions when the participant was performing two tasks simultaneously and holding the
phone in the left hand (𝑝 < 0.05).

4 DISCUSSION AND NEXT STEPS

Our key finding is that the attention-saturating task had an impact on the geometric features of the eyes-free gesture, but
not on the kinematic features. For example, when centering the ball, the gestures have shorter lengths and smaller height,
width, and area than the control condition. It also led to gestures produced in a shorter time without compromising
speed. It is important to note here that the speed was not affected as both gesture length and duration are reduced.
We found no significant interaction (𝑝 > .05), suggesting that these findings are consistent across different hand
conditions.Consequently, when performing an attention-saturating task while entering eyes-free gestures on mobile
devices, recognizers that rely on geometric gesture descriptors, such as [14] (p. 335) should be used with caution.
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RH+Ctrl LH+Ctrl RH+CB LH+CB Friedman

mean sd mean sd mean sd mean sd 𝜒2 (3)

Performance 6.15 1.81 6.23 1.59 6.61 2.02 6.53 1.76 4.18
Temporal demand 2.23 1.42 2.31 1.60 2.54 1.45 2.00 1.68 6.95
Physical demand 3.08 1.66 3.06 1.71 3.15 2.27 4.23 2.71 16.70
Mental demand 3.84 1.95 3.74 2.26 3.38 1.76 3.69 1.97 0.57
Frustration 2.69 1.55 3.54 1.66 3.23 2.17 5.46 2.54 21.70
Effort 4.30 2.25 4.38 2.06 3.92 2.78 5.46 2.10 16.01

Note: Friedman tests are reported at significance levels 𝑝=.05 (★) significance levels. The significant tests are highlighted .

Table 1. Mean and s.d Nasa TLX questionnaire responses, with 1=very low, and 10 = very high.

Our findings also indicate that the length of the gesture was affected by the hand used with the left hand, leading to
longer gesture paths than when using the right hand, but generated less directional movements around z axis.

Our results indicate that, during attention-saturation tasks, using the left hand for eye-free gestures is more frustrating
and physically demanding than the other three conditions. Thus, right-handed users should prioritize using their right
hand for eye-free gestures on mobile devices when simultaneously tackling attention saturation.

Like any study, our study has limitations. For example, in our study, the participants were younger than the population
average andwere right-handed. Undoubtedly, older people, children, or left-handed participants would behave differently.
Also, during the experiment, only one phone was used and tested for all participants independently of their hand sizes
or OS preferences. Maybe other phone sizes or form factors may produce different results or observations. These issues
are worthy of investigation, but are beyond the scope of the current work.

Future work will also consider more challenging scenarios where participants are encumbered (e.g., holding objects
such as shopping bags [13]) or had to focus their attention on some other primary task that could be cognitively or/and
visually demanding (e.g., writing a text [6, 9] or driving [7]). Finally, future work will investigate the effect of adding
haptic feedback during eyes-free gesture production.
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